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CHAPTER |

INTRODUCTION

Sensor network is a collection of large number of sensor nodes wiaicdh
designed to perform a collaborative monitoring task sashdetection, tracking, or
classification over a given geographical area. The whetteork has a single objective of
performing a specific task. Each node in the network dangs to the task by sensing
and transmitting the sensed information to the sink or hyfguearding the information
sensed by the other node in the network.

The traditional approach in the underwater sensor n&sv@quires deployment
of the sensor nodes, collection of data through theos@sles and retrieval of the sensor
nodes. This is considered to be unsuitable for the unders@nsor networks, because
there is no real-time monitoring, failure detectiomratie extension, and lack of on-line
system configuration. The data recorded cannot be accessikthe sensor nodes are
retrieved from the area where they have been deployatluré- of nodes cannot be
detected in order to maintain the connectivity. Once témaony of a sensor node full, it
cannot sense further. No inter-action and adaptive sagngdin be done here.

Wireless sensor networks are similar to the sensor networks in which sensor
nodes communicate without cables and have all the capeditia basic sensor network

which enables the use of sensor networks in environment$ anéc not user-friendly



such as dense forest, military areas and area whiclotthareasily reached by humans.
Many new technologies in the wireless communicatioad tee way to the development
of low-cost, multi-functional, small sensor nodeack sensor node should have a self-
organizing capability so that in the case of failure it pkace itself in a position such that
it is connected to the network. The deployment of sensedes is dense and random in

the case of terrestrial environment.

1.1 Underwater sensor networks

Underwater sensor networks are a collection of sensor nodes which
communicate among them through the emerging underwatertiacoammunication
technology. In Underwater networks, Acoustic communicatias the typical layer
technology. There are some reasons that acoustic goivemion technology was chosen
for the communication in underwater. Radio waves prdeatfaough conductive sea
water at extra low frequencies (30-300 Hz) which requiregelantennae and high
transmission power. Scattering is most important faatioich made the use of optical
waves inefficient. Obviously, acoustic communicatiorntexdogy is the best choice when
compared to the radio waves and optical waves. Acoustdem is the most important
technology used by the wireless sensor networks inrwader to communicate among

them.
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Figure 1 Sensor nodes scattered in a sensor field [1]

1.2 Design Factors

It is believed that the architecture of any kind of semsgtwork is multi-hop
infrastructure-less and it depends on these basic desigmdaThey are listed below:
Fault tolerance is defined as the capacity of a sensor network to \ailstits
functionalities without any interruption due to the failofesome sensor nodes.
Scalability is defined as the ability of a sensor network to growsitde in number of
nodes or increase its coverage area at any point ef tim
Cost of a sensor node is also a main factor in determiningideeof a network because a
sensor network consists of a large number of sensorsrertte it requires the cost of a
sensor node to be very low.

Sensor network topology is a design factor in which the effect of failure reddes is
cancelled by the redeployment of the sensor nodes inpthe¢ or by replacing some

other sensor nodes in the place of the failed sensta which helps to maintain the link.



Environment of a sensor network is the one which determines the dfpeployment
and frequency of maintenance of sensor nodes in a givenagdical area.

Transmisson media is the most important factor which helps the sensatescto
communicate between them. It is chosen based omti®ement and the functionalities
of the sensor network.

Power consumption of a sensor node is important design factor becausendrge of the
battery in the sensor node cannot be replenished, oiscgeployed. So all the protocols,
routing algorithms developed for the sensor networks shouldebeloped with the

power-aware technology embedded in it.

1.3 Limitations

There are some additional limitations which led to tme of acoustic
communication technology. Even though acoustic commuaicaechnology is chosen
as the best for the underwater communication, theres@me limitations which require
research in the field of underwater acoustic commuwoicdgchnology. Sensor networks
in underwater basically differ from the sensor netwarkgerrestrial. So this difference
imposes some limitations in the underwater sensor arksywhich use acoustic
communication technology. Some of the limitationslisted below,

* Bandwidth is severely limited.

Propagation delay is larger than RF channel and variable.

High BER and temporary losses of connectivity.

Multi-path and fading is present.

Battery power is limited.



* Failure of nodes due to fouling and corrosion.

The availability of bandwidth varies according to th&tahce. Propagation delay
is five magnitudes larger than the terrestrial RF charbegdause of the unique
characteristics of the underwater acoustic channeltendpgeed of sound i.e. 1500 m/s.
The bit error rate is also comparatively high. The propagaif the signal in multi-path
generates ISI (Inter-Symbol Interference) which letmlshe degradation of the signal
strength. Fading is the term which is used to indidaediecrease in signal strength due
to several factors like multi-path, noise etc. Batigower is also limited when compared
to the terrestrial sensor network nodes because them@ selar power to replenish the
charge of the battery present in the nodes. So, ariegifiway is required to use the
charge present which makes the life-time of the semsoe longer.

One of the major constraints of the UW-ASN'S s lingited energy supply. The
batteries of the wireless modem can be easily reglata land-based system, but in the
case of underwater sensor networks, it is difficeétveral factors like ship-time, retrieval
of the modem, charging the battery, replacing the ckabgétery makes it more time-

consuming and costlier.

1.4 Applications

Some of the applications that have been successfuyllpiged from the Underwater
Acoustic Networks are summarized below:

* Ocean Sampling networks

* Undersea Explorations

* Environmental Monitoring



* Disaster Prevention
» Assisted Navigation
» Distributed Tactical Surveillance
* Mine Reconnaissance
These are the applications that are largely beeredaotit now-a-days. Several more

applications have not yet been explored from the undergansor networks.



CHAPTERIII

BACKGROUND

Network topology is considered to be a crucial factat ttetermines the overall
lifetime of the network. It is used to determine thergy consumption, reliability and
capacity of the network. The capacity of the underwalt@nnel is extremely limited.
Care should be taken to increase the lifetime of thevar&tand to utilize the available
channel in whole. Failure at a single point should not deere¢he lifetime of the
network.

2.1 Types of underwater sensor networks
Underwater acoustic sensor networks are basically@ated in to three types.

2.1.1 Static Two-dimensional UASN

Static Two-dimensional UASN is a collection of sensor nodes that are anchored
to the bottom of the ocean-bed. By the means of wseadesustic links the sensor nodes
are connected to one or more sinks. These sinks inhawva vertical and horizontal
transceivers. The horizontal transceiver is used featahe data from the sensor nodes.
The vertical transceiver is used to send the collectéal tdathe surface station. These
nodes and sink are immovable.
2.1.2 Static Three-dimensional UASN

Static Three-dimensional UASN is a collection of sensor nodes that are

connected to the bottom of the ocean-bed by tethetkells are used to control the depth



of the sensor nodes so that it can adjust their deptinder to sense at different depths
and to maintain the connectivity to the network in calsén& failures. The two most
important features of this type of network are,

Sensing coverage of a given geographical ocean column must be covered lsetisor
nodes collaboratively functioning at different depths.

Communication coverage should be achieved by the sensor nodes in order to relay the
information sensed to the surface station and to maititair connectivity to the network

always by adjusting their depths.

2.1.3 Three dimensional UASN
Three dimensional UASN (Autonomous Underwater Acoustic Sensor Network

vehicles) is a sensor node which is built inside underwater vehiel@sh are used to
enhance the capabilities of the whole sensor network. thlo distinct and specific
characteristic of this autonomous underwater vehicles are

Adaptive sampling is a process of controlling and placing the mobile vesigleplaces
where their data will be more useful and where mongpiag rate is needed.
Self-configuration is the process of positioning themselves in order to Ifulfé node

failure, link failure and to maintain the connectivity ne thetwork.
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Figure 2 Communication ar chitectur e of 3-Dimensional Underwater Acoustic Sensor Network [3]

The main objective of the AUV’S is to rely on its &dntelligence rather than
relying on the control from online shores. Mobility beihg important aspect of AUV’S
link failure is most frequent one here. Normally thetirmydecision which relies on the
centralized station is not suitable for AUV’'S. Sajiierent method should be designed
in order to make a routing decision as soon as posgilaeleast faster than the previous
method in case of node failure or link failure.

Different types of AUV'S are small-scaibmarines, drifters, gliders. The
vehicles which drift with local current and move vetligghrough the water column are
called drifters. The vehicles that use hydraulic pumps tg treir volume to generate
buoyancy changes that power their forward gliding aidetd. These AUV'S have
operating lifetime varying from few weeks to several thenlits depth ranges from 200m
to 1500m. As the sensor nodes in the underwater sensorrketn® different from

terrestrial, there are some design challenges pedalianderwater sensor networks. As



the sensor node is expensive than its counterpart thieydeent is sparse, distance
between nodes is more, power required to transmit is &ghthere is no chance of
spatial correlation here because of sparse populationderwater sensor nodes.

2.2 Network topologies
The network topology is basically divided in three g/pEhey are given below.

2.2.1 Centralized topology

A central station assigned to a network which is redptansfor the
communication between any source and destination paircdifiteal station is also called
as hub. The main disadvantage in this system is thedanf whole system lies at a
single point of failure. If the central station faithe whole system’s communication is
affected.
2.2.2 Distributed topology

This topology is similar to peer-to-peer communicatiBoint-to-point link is
maintained from every node to every other node in a feepeer network. Every node
has its responsibility in the communication and it eletes the need for routing.
2.2.3 Multi-hop topology

In this topology, communication links are establishedelgry node with its
neighboring nodes only and the communication is done by hgdmm node-to-node
since the source packets reach the destination. Thi®gyporotocols involves the use of

intelligent algorithms to adapt the rapidly changing emrinent.
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2.3 Internal architecture

ACOUSTIC

SENSOR . CPU-ONBOARD | i

INTERFACE CONTROLLER

CIRCUITRY

SENSOR POWER
Eamensns ey su PPL‘."

Figure 3 Internal architectur e of underwater sensor node [2]

The internal architecture of underwater sensor noddastertd six essential components.
CPU Onboard-Controller is used to process the raw data and is connected teribers
through the sensor interface circuitry.

Sensor is used to sense the actual physical phenomenon for whieckeinsor node is
assigned and sends it to the CPU through the sensofaagecircuitry. The sensors
included in each sensor node are sensors which are usedgoreneemperature, salinity,
density, acidity, chemicals, conductivity, pH, oxygen, hydrogéssolved methane gas,
and turbidity.

Memory is used to store the information processed from the raavicléhe CPU and it is
also used to store and forward the data from other senses to the sink.

Power supply is used to store the charge (battery) that is used tdhveusensor node. The

lifetime of the sensor node depends upon the charge battery.

11



Acoustic modem is the device used to send the information collected iroge rto
another node in the network through acoustic communicatéchnology. As the
communication is made through the acoustic modem, thesieneed to point out some
features of acoustic propagation.
2.4 Basics of acoustic propagation

Acoustic propagation is influenced by the following factides path-loss, noise,
multi-path, Doppler spread, and high and variable propagatiay.d8bme links are
classified as horizontal and vertical according to divection of the sound ray. The
factors mentioned above led to achieve low bit rates high BER. So the
communication is dramatically reduced as compared to tiesteal radio channel.
Underwater acoustic communication links are classifebaling to their ranges as very
long, long, medium, short and very short.
Delay is said to be high and variable in underwater sensor niswdligh delays
(0.67s/km) will affect the throughput of the system considigr The variable property of
the delay makes the use of some commonly used communipaditmcols impossible in

this environment.

Table 1Available Bandwidth for different rangesin Underwater-Acoustic Channels

DISTANCE RANGE [KM] BANDWIDTH [KHZ]
Very long 1000 <1

Long 10-100 2-5

Medium 1-10 ~10

Short 0.1-1 20-50

12




Very short <0.1 >100

Path-loss of a signal is characterized by two main factors nanatgnuation and
geometric spreading. Attenuation is mainly caused due talbBerption of acoustic
energy in to heat, which increases with distance aaquéncy. It is also caused by
scattering, reverberation, refraction, and dispersidwe. depth of the sensor node in the
water plays a vital role in determining the attenuatiogoi@etric spreading is defined as
the spreading of sound energy as a result of expansiaa\ee-fronts which increases
with the propagation distance.
Noise is mainly classified in to man-made noise and ambieigen Man-made noises are
noises made by machinery and shipping activities. Ambieisea are noises caused by
tides, currents, storms, wind, and rain, seismic anddicdbphenomena.
Multi-path is the main cause of ISI (Inter-Symbol Interfereneb)ch severely degrades
the acoustic communication signal. Multi-path has loeféect on vertical links than the
horizontal links.
Doppler spread is one of the most significant factors in underwatemmels, because the
ISI (Inter-Symbol Interference) causes degradation ha digital communication
performance which requires complex sighal processingabwdth the produced ISI.
2.5 Cross layer protocol stack
A cross layer protocol stack is proposed for UASN (undeswatcoustic sensor
networks) is proposed in [2]. This protocol stack consiktisve of the seven layers of
OSI model namely,

1. Physical layer

2. Data link layer

13



3. Network layer

4. Transport layer

5. Application layer
In addition to the common responsibilities of thegelsa, three management planes are
included in the protocol stack, which has specials respdifisiThe design imposes the
responsibility of each layer for

* Power management

» Task management

* Mobility management

Application layer

Transport layer

aueyd juswabeuew yse|

MNetwork layer

aue|d yuswabeuew fuqopy

aue|d juswabeuew amog

Data link layer

Physical layer

Figure 4 Cross layer protocol stack [2]
The physical layer is responsible for frequency selectcarrier frequency generation,
signal detection, modulation, and data encryption. Téeomsibilities of a data link layer
are multiplexing of data streams, medium access, emoorection and data frame
detection. Network layer has the responsibilities ¢érimetworking with other sensor
networks such as other sensor networks. Transport Eger unexplored area which still

needs a lot of research. When a network has to comatanigth other sensor network

14



transport network has to contribute a lot. Applicationetays the layer where the
exploitation of a sensor network in different areas teabe designed. This application
layer is an area where hot research topics areaseail

Power management plane is the plane which is resperfsibthe power consumption,
power conservation, power requirement; lifetime of a@entias to be monitored. The
responsibilities of task management plane are to corbideyiven task and react in a
fast and efficient way to achieve the result accardiao the task given. Mobility
management plane is used to manage the nodes mobilgyidéd to detect and register
the movement of a sensor node so that it always kmowsich direction it is moving
and where it is positioned. It helps to maintain theneativity to the network always and
to update its neighbors list periodically which reduces kmkirfes.

The responsibility of routing the packets falls under tietwork layer. The node which
senses the physical activity has to send the dataetsutface station which actually
samples the physical phenomenon. A number of ad-hatingoprotocols are available
for routing the packets. But, due to the special and encharacteristics of acoustic
communication environment, every routing ad-hot routingqu@ has some limitations
or disadvantages in using it in underwater sensor networks.

2.6 Routing protocols

The two basic methods for routing the packets in a camication network are briefly
explained below.

e Virtual circuit routing is a method in which the paths are determined at the

beginning of the transaction itself.

15



» Datagram routing is a kind of routing in which each node that involved in the
transaction takes part in the process of routing.

All the ad-hoc routing protocols are basically clasdifin to three types. The basic
function of all the protocols is to route the packetspecified destination but the way it
performs the routing is different. They are listelel
2.6.1 Pro-active routing protocol

These protocols maintain up-to-date information about theesoto reduce the
message latency caused due to route discovery. So thevhadtecontains the route has
to broadcast the route packets to all the nodes in tiweorieto maintain the up-to-date
information. Due to large node failures, link failuresl anobility the network topology
keeps on changing every now and then, so the routeanamte causes a lot of signaling
overhead and it is required to maintain route from ewede to every other node in the
sensor network. So, pro-active routing protocol is consitiéo be un-suitable for the
underwater sensor networks.
2.6.2 Re-active routing protocol

Re-active protocols initiate a route discovery procesly when a route to
destination is required. Then the discovered route istemaed until it is no longer
desired. This protocol also relies on flooding of ropeekets to find the route to a
particular destination which leads to higher message latdhecause of reliance on
flooding, these protocols also produce a lot of signalingh®ael which is not suitable

for underwater sensor networks.

16



2.6.3 Geographic routing protocol
Localization information is used to establish the sowlestination path in these

protocols. The selection of next hop by each node isdbas the position of its neighbor
node and the destination node. This technique is considebeditetter than the previous
two types but the accuracy of localization systemtbalse studied well in underwater
environment with the limited energy expenditure.

2.7 Requirement of a new routing protocol

The topology of the UW-ASN’S is unlikely to vary dynamiy on a short time scale.
Routing schemes that jointly minimize the signaling bead and the latency has to be
developed. In most of the ad-hot networks, routing protocmds bmsed on packet
switching. In UW-ASN'’S, virtual circuit routing is belied to develop an efficient and
effective protocol. In virtual circuit routing, a pathastablished priori between a source
and destination pair and each packet from that soottmevs the same path. This is a
form of centralized co-ordination which is less flexilblet lead to more efficient paths.
Furthermore, routing schemes that account for the 3Damvent need to be developed.
Especially, currents should be taken in to account ircise of 3D environment which
cause connectivity holes, especially when the sensaorieis deployed in deep waters.
The 3D underwater sensor network may consist of 3Dosemsdes combined with
AUV’S. So, mobility is a main factor that has to bke@a in to consideration which is the

main cause of connectivity holes and link failure.
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CHAPTER 111
REVIEW OF LITERATURE

Several fundamental key aspects of underwater acocstionunications are
investigated in [2]. The architecture for a 3D UW-ASN'S dsscussed and the
characteristics of the underwater channel are explaified. main challenges for the
development of efficient networking environment are dised and a cross-layer
approach to the integration of all communication fun@laies is suggested. In addition
to these, some research issues have been listeanfwoving the three dimensional
underwater sensor networks. The real problems associdttedhe underwater channel
are given and the importance of three dimensional seretworks is discussed in this
paper.

In [7] the different type of network topologies ariiketbest which suits the
underwater environment is also given here. The factautabloe advantages and
disadvantages of a size, charge, capacity of a seonsiar are explained in detail. The
importance of delay tolerant and real-time applicatigndiscussed. Some surveillance
application may need very fast reaction to events lngl metworking protocols need to
guarantee delay bounded delivery with a delay bound B. Theg-detesitive applications
which have a delay bound in which the network has to redttet connectivity holes as
possible in order to keep the delay less than the delaydboun

In [2] the responsibilities of the network layer ar@lamed in detail. The routing

protocol for ad-hot wireless networks is discussed iaf@] for wireless sensor networks

18



in [10]. This helps to determine the kind of routing protaweeded for an underwater
environment. The underwater channel has some special whatic which makes the
routing protocols described in [9] and [10] unsuitable forwireless sensor network in
underwater environment.

Different types of protocols have been explained in [ddd [13]. The ad-hoc
nature of the protocols is same but the channel usedderwater is different. We use
acoustic communication i.e. sound waves for the comratiaicin UW-WSN. The type
of communication and the limitations of the channelearirely different with respect to
the radio channel which we use in terrestrial. [2] Giesreason why we cannot use the
RF channel for the underwater wireless sensor netwarks the limitations of the
acoustic channel we use in the underwater environment.

In [15], a routing protocol is proposed that autonomousiiabdishes the
underwater network topology, controls network resouroésestablishes network flows.
This protocol relies on centralized network manager. Tdmral manager probes the
nodes to estimate the channel characteristics. Themiation is exploited by the central
manager to establish efficient data delivery paths inn&ra@iezed fashion, which avoids
congestion and assures a quality of service guarantee.tlimegh in terrestrial and ad-
hot networks, routing protocols are based on packet switchirigal circuit routing is
preferred for UW-ASN’S. This requires a form of cenged coordination and implies a
less flexible architecture, but allows exploiting powerfybtimization tools on a
centralized manager. It also achieves optimal perfocmaat the network layer like
minimum delay paths and energy efficient paths withimmimm communication signaling

Over-head.
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3.1 Channel utilization efficiency and round-trip time
In the underwater environment, the channel is shared bgradedevices. An

analytical model is given in [1] to describe the effeatsl characteristics of channel
utilization efficiency in an underwater environment. histformulation, length of the
payload in the packet, length of the FEC code in the paletejth of the header, length
of the ACK packet, the time taken by the node form trattsig to receiving, data
transmission rate are all taken in to account. Adoegrtb the model, the round-trip time

taken is given by,

Tirt = TtH + TtD + TtF + 2.Tp + Trx-tx FA[1] (3.1)

The round-trip time includes the time taken to transmtder, payload, FEC code, ACK
and propagation delay for the packet and the ACK packetjrtie taken by the node to
change it from receiving mode to the transmitting mode.

The concept of packet train is introduced in this papetherdelay-insensitive
routing. The solution is based on distributed geographoeaing. The concept of packet
train seems to be more promising in achieving more chantiztitin and low (bit error
rate) BER. These two are said to be conflicting objestiAs the size of packet increase,
more efficient FEC codes are required to correctBB& which increases the cost. But
when the packet is small the channel is used for sendialy @mount of information for
a long time. So, a solution which satisfies these bbijéctives is packet train concept.
The packet train consists of a number of packets whiglbles the node to hold the
channel to send more information than before and alsonisists of smaller packets
which do not require complex FEC coding techniques. The patkat were received

with high BER or the corrupted packets have to be retndated rather than
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retransmitting the whole packet train again. This congsgices the rk round-trip time)
in a nominal way by reducing the number of ACK packets.
3.2 Selection of next hop based on energy metric

In [1], an algorithm is proposed in which the next hogeiected based on energy
metric which gives low BER and maximizes the probabibfya successful packet
decoding at the receiver. The energy metric depends dimkheost metric and the link

cost metric is given by,

Ei(j)) = Eij . Nijt . Nihop [1 (3.2)

E® " Link cost metric.

E - Energy required to transmit one bit from notienode j.

N' - Estimated number of retransmissions accordirggR

N'°P— Estimated number of hops from node i to sink.
Using these constraints, the best next hop candberrdined in a delay-insensitive
application. The concept of packet train and tHecsien of best next hop seem to be
promising. Both the packet train concept and thecsen of best next hop concept can
be combined to produce to outstanding result ialaydsensitive application.
3.3 Establishment of primary and back-up paths

In the case of delay-sensitive application, themacepts can improve the use of
network resources but the reduction in delay catmeomade through these techniques.
So, another concept has been introduced for they-deinsitive routing in UW-ASN’S.
Virtual circuit routing is chosen as the best fONtASN'S already to achieve optimal

performance at the network layer. Even though sudaebility, node failure, link failure
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causes the 3D routing schemes for delay-sensitive apptisaa little problematic. So in
this paper, they have proposed that finding two multi-hagendisjoint paths from each
source to destination will be a solution.
* Primary data path
» Back-up data path

The secondary path will offer protection against both radiere and link failures in the
primary path. This protection scheme is classified asi@aked back-up scheme.
3.4 Statistical path delay model

A statistical path delay is modeled for the underwéids in this paper. For
every link (i, J), the link has a propagation delgy gistance d; , speed of the signal;.q
Because of the multi-path, averages of the above faatertaken in to consideration. So,
using the delay for every link, end-to-end delay can beaulzatd. The path which has the
minimum delay is chosen as the primary data path anghdtie which has the second
least end-to-end delay will be chosen as the seconda\pdtt which should be always
lower than the maximum delay boung R

As delay is the main factor to be reduced in delay-sengibugng, there is a
possibility of source blocking. Source block probability incesawith time i.e. when
both the primary and back-up data paths have at-leastive@ fmode, the source will not
be able to transmit. According to the rapidly changemyironment in underwater,
mobility, and node failure it can happen frequently. So mieasshould be taken to

reduce the source block probability.
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CHAPTER IV
PROBLEM STATEMENT

Delay-sensitive routing in 3-Dimensional Under-Water ugi@ Sensor
Network’s is mainly affected by mobility. Basically ansor network is assumed to have
large collection of sensor nodes which have to communiaatong themselves. Even
though a centralized controller establishes a prior patlveen source and destination
node, some connectivity holes are created due to mohitty also because of node
failures. Therefore, it affects the packet transfemfthe source to destination.

If a connectivity hole happens when a packet has justdbdps to reach the sink,
a new route must be found. The packets that have beemitted, but not reached the
sink must then be re-transmitted. The number of packaisbe small or large based on
the size of network. This retransmission consumes t@mergy, route update cost. The
time taken to find a new route is also considered asag@stn the mean time the source
cannot do anything useful i.e. the source is consideredtentorarily blocked.

Even though virtual circuit routing imposes a centrdlitepology, it produces
efficient paths. How-ever, due to rapidly changing emment, mobility, node failure,
link failure, the path produced is not as efficient as wthemodes are stable. Therefore,
some functionalities of the datagram routing have totleided in the routing protocols
of UW-ASN’S. The nodes in the path that is alreadgl@dshed should have the ability to
make the routing decision in case of link failure and niadlare in order to save time

and energy. The solutions for the connectivity holes cabgenhobility, node failure
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should be local to avoid communication with the surfestation and global

reconfiguration of the network which can minimize the algg overhead.
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CHAPTER V
PROPOSED SOLUTION

The solution to the problem proposed is given in thevoilg way. When there
is an importance to energy expenditure in the UW osgts; delay sensitive applications
has a conflicting objective. So a solution has to be pexpdisat has to meet both the
energy expenditure and the delay variance. Even thoeginalized form of topology is
considered for the UW-ASN’S which is less flexibleisitused to exploit the extremely
scarce network resources. At the time of mobility and niadares, the connectivity
holes need the global reconfiguration in the centraliaeth of topology which not only
leads to signaling overhead, but also some delay. Sw isolutions for this problem
become local, there is no need to globally reconfigute @rait for the surface station to
devise a new path to transmit. The wait-time for thesiley the new path can be saved.

The proposed solution in [1] gives two paths namely amnynand back-up data
paths which are otherwise called as dedicated schemed Bas that solution, a
centralized form of topology is used in the initialion phase, but at the time of
mobility, node failure, and link failure, the nodes in th¢hptnat was chosen by the
centralized algorithm must have the responsibility ofreeting the packets they have at
that moment. So there will be no retransmission péeket from source again if it has
transmitted a packet successfully once, unless the radaiging the packet fails. The
way proposed in [1] is to create a two paths i.e. prinmatyh and back-up data paths

which may cause source block probability.
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One way is to create a primary path as in the deddaform of network
topology and also giving the responsibility to the nodefe path created to take routing
decisions in the moment of failures.

So instead of having a back-up data path from source to destinetery node should
have a back-up node i.e. for the next hop. By this methedyackets already transmitted
need not be re-transmitted, but have to choose aehifgrath to reach the destination
(Sink). The time taken to re-transmit the packets aadettergy spent in the process of
transmitting the packets to that point of failure canshved. This concept of having a
back-up next hop node for every node in the chosen patbhnptreduces the energy

consumption but also reduces the delay.

Figure 5 Node connected to its primary and back-up next hop node
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Figure 6 Multihop wire-less sensor network with alter nate nodesin the path

During the selection of the primary and back-up nodes énpdith selected for the
particular source-destination pair, some rules hatimllowed. For example, if node A
has B as its primary node and C as its back-up node imetierk, the rules are,
Node A:
* A cannot be primary for B and C.
* A can be back-up for B or C (worst case).
Node B: (A’s Primary next hop node)
* B cannot be primary for C.
* B can have C as back-up (worst-case).
Node C (A’s Back-up next hop node)
» C cannot be primary for B.
* C cannot have B as back-up.
Each link from source to destination will have a propagatielay . Based on that

delay, the end-to-end delay is calculated to find the pyinamd back-up data paths.
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Following the same way, we can use the statistical gttty model to find the maximum
delay that can be achieved by the node igx B a link (i, j). So, a node i will have n
neighbors. The link which has the least delgyiBchoose as the primary node which is
already present in the path chosen. The link which hasettend least delay;Rii be as
the back-up next hop node j for a node i.
Thick arrow lines — primary path chosen during initializatio
Lines (plain) - Back-up path that the surfaceatatiay choose in case of failures
Dotted lines - Proposed back-up next hop node patvéry node in the path
Chosen at the iniziation

5.1 Initialization

During initialization, a primary path will be determinddr each source,
destination pair. This path is established by the cemdhlisurface station which
guarantees quality of service, free of congestion, gooatidn of scarce network
resources.
5.2 Failures and Recovery

During the link failure, node failure which causes conndgtiholes, the
following may happen.
Case (i). If the back-up path is chosen to transmit, adode fails in the back-up path
also, source cannot transmit for a long time whiclidet a source block probability
until the next path is informed to the source by the sarhation.
Case (ii)). If the proposed best next hop node is chasetine point of failure, the
transmission from the source can keep on going untilnthe path from the surface

station is informed to the source. The packets trangsimittéhe mean time need not be re
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transmitted and it is the responsibility of the nodethe old path to transmit the packets
to the sink. Thus once a node successfully transmittpdclet to its neighbor, the
responsibility of transmitting the packet to the siek surface station is also passed on to
that particular neighbor. The surface station sholdd tae responsibility of re-arranging
the packets received from that source irrespectiveeopaith.
5.3 Alternate next hop nodes
Alternate nodes are the nodes which are indicated bydted lines from the
nodes in the main path. These are the nodes which asvdgtlio reduce the delay,
energy expenditure, and idle time of source.
Concept of Relay nodes:
Relay nodes can be introduced to reduce the numberrafsatissions. As the nodes in
the underwater environment are subjected to mobility, theeq of relay nodes will be
useful. Relay nodes can also be called as intermesbatee nodes. The relay nodes are
the nodes which are used to store the packets up tocHpacity, and when the need
comes instead of re-transmitting from the source noglay modes can re-transmit in
order to save the time, energy of nodes in betweersthirce node and the relay node.
The factors to be considered while selecting the nedale are,
1. Based on the number of paths participating in the pathy redes has to be
determined.
2. Relay nodes should be determined in order to re-tranemipackets faster than
before.
3. Relay nodes should be changed periodically in orderdocesthe load imposed

on nodes, so that the energy consumption of the noitidsevibalanced.
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4. The frequency of the change in relay nodes should bed hgsen the energy
consumption, packet size, size of packet train and datsfér rate.

For a delay-insensitive application, the number of hopergy metric used in the

selected path should be the least compared to thepaties available. In the case of

delay-sensitive applications, the delay in the selep@th should be always low

compared to the other paths even though other factors ttr@dmit.
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CHAPTER VI

METHODOLOGY

The working of the proposed solution is briefly explaimee. Let us assume
there are 100 nodes in the sensor network we deal wimgle node is chosen as the
surface station which is responsible for forming thewnekt topology. It is also
responsible for the communication between sensor nadksha terrestrial stations and
nodes. When this surface is ready to communicate wé&modes in the underwater, it
broadcasts a join message to the sensor nodes whicltaheseach. When the sensor
nodes which are in the range of the surface statieivethe message it gets activated
and in turn these nodes will broadcast a join messages taeighbor sensor nodes.

Likewise, the process will continue till the sourtsaf) nodes are reached.

wloan porbkE__rs<0 wloan p—rk__Es<DO

Figure 7 Node model
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When a source node is activated by its neighbor it besogaly to send the data and
communicate with the surface station. When all the siani¢he sensor network area are

activated, the whole network topology is formed.

6.1 Application interface layer

This is the layer which is introduced in the new progdadesign of routing in 3-
dimensional underwater sensor networks. This isldiier which is used to build the
neighbor (routing) table. The table is built specifigatl this layer using the information
present in the join/hello packet received from other ne&ight nodes. Using the x

position and y position the propagation delay is caledldtetween the node which

received the join packet and the node which sent the@iiket.

Figure 8 Application inter face process model

32



This application layer interface process model conefslise states. In those, two
of them are initial states. The function of thets®es is to initialize this process and be
ready for the other process connected to it. The psesesonnected to it are the
wlan_mac_intf layer, sink, and source. The functiorthef wlan_mac_intf layer is the
interface between the MAC layer and Application layer
6.1.1 Idle module

Apart from the initial states, idle state is thetestan which the application
interface layer makes important decisions. The mairctiom of the idle state is to
determine the type of the packet. According to the btfpihe packet, appropriate action
will be taken on the packet. There are many actionsddsa be applied on the packet
according to the packet header. The attribute in the pheleeter which determines the
type of packet is HC.

If the value of HC is one, then the packet is considerdze HELLO type. If the packet
is of HELLO type, then the neighbor table of the nodel wé updated with the
information it received in the HELLO packet.

If the value of HC is zero, then the packet is consd¢o be a data packet. If the packet
is of data packet type, then the final destination rifigd. The two actions that can be
taken according the attribute called final destinatiorgaren below.

Forwarding: If the final destination in the packet doesaontain the node identification
number of the node which received the packet, then the stomldd forward the packet
to its current next hop. The process goes on with eaghesery node until the packet

reaches the final destination.
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Accepting: If the final destination in the packet is tlegle identification number of the
node which received the packet, then the node will sengdbket to its own sink to
make sure it accepts the packet with its node identidicatumber in its final destination
attribute.
The decision to perform these actions will take pladgheé idle state. When the node is in
the idle state, it receives the packet. It determihedype of packet using the command
intrpt_type (pkptr), where pkptr is the packet pointer whicpasited to the packet by
which we can obtain much information about the packeh siscpacket creation time,
packet node field value, time at which a packet is stampe#tepaize, type of packet
format.
6.1.2 INTF_TO_MAC_INTF Layer

This is the layer in which the packets are sent to otbdes. Normally, a node
has to send its own HELLO packet to other nodes to askwets existence. Also, if the
node is the source node, the node has to send the da&aspacother nodes during the
ON time. These two objectives can be achieved usingNNhié_TO_MAC_INTF layer.
The concept of forwarding makes the node energy efficeyhusing the next hop nodes
to reach the sink, a node can save some energy ampdailem of early failures can be
prevented. When all the nodes in the path from sourcénkocentribute some of its
energy to the transmission of a packet, the lifetahéhe network increases as a whole.
The packet’s final destination attribute is checked enpghcket header and if the packet
has to be forwarded, the current next hop node of tHe nontaining the packet is set as
the next hop which should be nearer to the sink thseifitand must have a least

propagation delay among the other neighbor nodes. Aftepdloket is sent, the control
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automatically returns to the idle state to check whethernode has received a new
packet. If a new packet has arrived in the node, thesidte checks the type of the packet
and specific action will be taken i.e. the packet mag &irected to the
INTF_TO_MAC_INTF layer to forward the packets or to seruheket of its own. The
intermediate nodes are the nodes which play very importae in the process of
forwarding. Other nodes which are different from theerimediate nodes like surface
station node and source node will not perform the pramesswarding packets.
6.1.3 Application (source sink) layer

This source sink module in this process is responsiblesdading the packets
from its own source to other nodes and also to dump the tsaceeived from other
nodes in its sink. When a node receives a packet, an agteoaction is taken according
to the type of packet. After the packet has been pradedsepacket has to be forwarded
or sent to the sink. If the packet is destined to tdaentself the packet will be dumped in
the sink. Otherwise, the packet will be forwarded withdpecific destination, the packet
has to reach.
6.2 Formation of neighbor table

Every node in the network will have a neighbor table. ndéghbor table is built
using the join message received from its neighbors.

1. After getting the first join message from its parentdexdrom its parent node
during initialization.
2. The status of this link is set to p-primary.

3. This node gossips a join/hello packet for finding its neigkibo
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4. After finding the neighbor nodes, one of the node’s statusemade as s-
secondary and the others are b-backup according to the fodtwed.
5. After the previous step one or more than one entriddevihere for a node in its
neighbor table.
6. After reaching a certain limit links are checked for ditgband stale links are
removed.
Some the attributes are considered to be importariteinoin message which is
used to construct the routing (neighbor) table. They @sndelow.
1. position
2. type of the packet
3. source address
4. destination address
5. intermediate destination address
6. position of sink

7. packet delay

6.2.1 Format of a join packet

lNodelDr
[32 bitz]
Delay
[32 bitz]
Hop Count
[32 bitz]
D estination_Address
[32 bitz]
®_pozEition y_position
[1E bitz] [1E bit=z]
2% M 35_Y

[1E bit=] [1E bit=]

DEL&T_SOFAR
(32 Bits)

Figure 9 Control packet for mat
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In addition to this, the data packet contains all of thisrmation including the
data to be sent. The position of a node plays a vitalinodetermining the propagation
delay between the nodes. The type of the packet is toselifferentiate the packet
whether it is a join message or the data packet. Theesaddress is used to arrange the
packets received from the specified source at the swstatien. The destination address
is used by the packet to reach the specified destinafio@ intermediate destination
address is used by the packet to inform the nodes whichnahe ipath between the
source and the surface station to forward the packéketsurface station. When a node
has to forward the packet to the surface station, gttbamake sure that the packet is
being forwarded to-wards the destination.

6.2.2 Calculation of Propagation Delay

The propagation delay between the nodes depends on twecdibetween them.
Basically, the speed of an acoustic wave in undervimtrnsidered to be 1500 m/s. The
delay can be calculated using the formula given beldw.féormula is given by,

Distance = Delay X Spet (3.3)

The distance between the nodes can be calculateldebyoisition of the nodes.
When the x position and y position of the nodes are kndle distance between two
nodes can be calculated using the distance formula.

6.2.3 Failing probability

The sensor network consists of sensor nodes, whigbrane to failures. As the

time of operation increases, the probability of nodeifaiincreases.

Nodefailure/ Time of operation of nodes.
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The failure of nodes is based on the time the nodenstiining. Nodes are failed
randomly in the simulation. The simulation was condiidte different node failure
probabilities.

Network failure probability:

The whole network is considered to be failed when allgaths between the
source and the sink fails. If k paths exist and if allkheaths have at-least one failed
node in it, then the network is said to be failed. So goiby of the failure of the whole
network can be calculated by multiplying the failure plolig of a node present in the
single path with the failure probability of each validipat

Let us assume a sensor network containing N nodes.

{source,surface __station remaining nodes} ON

If k node-disjoint path exists between source and sinky are the number of nodes
present in that paths pl..pk respectively.

Total number of nodes connected to sink and source:

—

-

1
=

k — number of node dis-joint paths
I — count of dis-joint paths
n - number of nodes present in k p

Generalized network failure probability:
We can derive a network failure probability based some assumptions. The
assumptions can be varied to get different netwailkre probabilities. A generalized

network failure probability assumptions and deiiMas are given here.
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Assumptions:

p = Node failure probablity
n= Number of nodes in each path
k = Number of paths connecting source and <

Failure probability based on assumption:
If every path has equal no of nodes then, totadfnwodes contributing to connect
source and sink can be calculated using the gesmmnstin the assumption.

Total number of nodes connecting (sourcesink) : nk

Failure probability of a node P
Probability of randomly selected nodegiwen path- 1/

Working probability of a given path- ( —P) On
When we consider a failure probability of a singé&h with all the conditions, we got the
above result. When the same conditions apply tdhall paths it results in the whole

network failure.

Path failure probability of a given path P :
P, arerr=(1~(1-P) On)

Path failure probability of all K paths:

The whole network failure probability can be ob&inby multiplying the failure

probabilities of each path in network, which isgnby

Network Failure Probability=>( %( 4P) On) OK
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NETWORK FAILURE PROBABILITY
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Node Failure Probability

‘.CASE: NUMBER OF PATHS =7 ; NUMBER OF NODES IN A PATH=5

Figure 10 Network Failure Probability
6.2.4 Acoustic propagation speed in underwater

The underwater acoustic propagation speed can be cattulatker different
operating conditions. The factors which determine theustic propagation speed are
temperature T, salinity S and depth D. The speed q is deggtmsing the equation,

* T - Temperature ift

e S - Salinity inppt

* D - Depth inkm
The propagation speed was calculated under different aggrainditions, and the value
is centered around 1500 m/s. This value is used in our siowl&bi estimate the

propagation delay of the transmission to a particulalendhe position of the nodes is

40



also important to calculate the propagation speed bedata@ce formula is involved in
calculating the propagation speed between two nodes.
6.2.5 Periodic update of neighbor nodes and failures

The nodes have to update their neighbor tables periodiddlé periodic updates
are done based on the HELLO packets it receives.
Every node in the sensor network is set to have Olgdor 10 seconds and OFF
period for 0-60 seconds. A node is supposed to broadcast aCHghdket to its neighbor
every-time it switches from IDLE state to ACTIVE ®&aSo, theoretically a node has to

receive a HELLO packet from its neighbor within a timeiguk

ON period Send, receive
and forward
packets
send HELLO OFF period

And update
routing table

Figure 11 Cyclic natur e of a node
The time-period can be calculated using a formula.
Time-period = ON time + OFF time + Di (3.4)
The Delay Djis the propagation delay of the naode reach nodg
If a node doesn'’t receive a HELLO packet from isghbor with this time-period, the

node assumes the particular neighbor is no mordable and the neighbor table is
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updated. If the update of the neighbor table is because wdmamnt of the neighbor, the
node will receive a HELLO packet with the higher propagatielay than before. Then
the neighbor node will be added to the neighbor table thémew delay received.
6.3 Application modules

The source module and the sink module form the applicatiodule. These
modules plays important role in generating the packets atepting the packets.
Without these modules no packet generation is possibhiesermodules are summarized
below.
6.3.1 Source module

The source module is the one which generates diffeypas of packet. Basically,
three types of packet generation is performed in the soliney are,

» Control packets (Hello packets) and
» Data packets.

6.3.1.1 Control packets

The control packets are used to activate its in-acteighboring nodes in the
initial stage and also to establish themselves toeikghibor. This type of packet will be
generated periodically based on the triangular distribution
6.3.1.2 Triangular distribution

Triangular distribution is the distribution which findssubjective description of
the population of limited sample data. It is also basechemtinimum value, maximum
value and the assumption of modal value. It is an @tmen for beta distribution. When
the limits are known in advance we can use the triangdistribution to keep the

generation of results within a range. From the datasetam determine the ranges of the
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triangular distribution by which maximum value, minimumlue and the modal value
can be calculated. In our simulation, we use thedttan distribution to generate the
packets. The traffic generation of packets in the soigdeased upon the triangular
distribution.
The triangular distribution is denoted by the notatimegibelow.
X~Tri(a, b, Cc (3.5)

The parameters a, b, ¢ present in the notation is Uppand, lower bound and mode
respectively. The parameter scale implies that a shoutals than b.

Parameter scale = a<b (3.6)
The range of the triangular distribution is withire bounds a and b. For example, if a is
10 and b is 50, the value produced in the triangdistribution will be greater than or

equal to a and lesser than or equal to b.
Range=>[a,b] (3.7)

These packets will contain the complete informatafitself and its neighbor. By
receiving this packet, the neighbor nodes identig/nodes that it can reach. The number
of control packets is always less then data paaketise network, which maintains the
connectivity.
6.3.1.3 Data packets

The data packets can be called as informationgiackhe raw information is
processed in the processor of the source nodd anttansformed to data packets. These
packets are the packets which determine the thpuigbf the routing scheme. The
amount of data packets received in the sink vadrggs/een the routing schemes’ which

determines the throughput of the routing scheme.
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6.3.2 Sink module
The sink module is the module in which all the packetsereived and dumped.

It can be called as a independent storage area fomeaeh Each node will have a sink
module to receive packets. If a packet is destined to a, nbdenode will perform

appropriate action with respect to the received packetremdthe packet will be sent to
the sink process. In the sink process, it will keep track@ihumber of packets received
by the sink, the number of bits received by the sink, the taken by the packet to reach
its destination, local media delay and the global mel#lay through which the packet
travels. By using the sink process, the job of handlingp#io&ets destined to this node is

independent and it improves modular nature of the node arthite

6.4 States of node

The creation of data packets and the control packetbam®d on the states of a

source process in a node. Normally a node’s source varti@e stages. They are,

 Disabled
e Active
« |dle

Disabled state of a node is the state in which the r@deti functional. In this state, a

node cannot generate, receive, transmit and forwarnglattieets.

Active state of a node is the state in which it canegate packets and perform all

functions with the packet.

Idle state of a node is the state in which it cannoegee and transmit packets, but the

node is able to receive and forward the packets in #iis.st
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Table 2 Node statesand its functionalities

Disabled Active Idle
Control packe! No Yes No
generation
Data packe No Yes No
generation
Switch packe! No Yes No
generation
Transmit packets No Yes No
Receive packets No Yes Yes
Forward packets No Yes Yes

The functionalities of each node has been comparetbbntarized above to differentiate
the advantages and disadvantages in each state.

6.4.1 Time span of states

Every state of a node has a time span except the disalolde. The active state of a node
has a time-span which is called as ON time and the-gpae@ which is called as OFF
time.

ON time is the time period at which the node is acfilds ON time can be calculated
using different distributions for nodes. In our simulatithe ON time for a node is

designed for 10 Seconds which is a constant.

Table 3 Time-span of states

States\ Time-span Type of time-span Time-span
Disabled None 1

Active ON time 10 Seconds
Idle OFF time 0-60 Seconds
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OFF period:

OFF time is the time period at which the node is.idleis OFF time can be
calculated using different types of distributions.our simulation, the OFF time for a
node is calculated using triangular distribution. The uppet lawer ranges for the
triangular distribution are 60 and O respectively.

When a node toggles from OFF time to ON time, the fiesket generated by the
node is HELLO (control) packet. The HELLO packet isegyated at the start of ON time
each time is to inform the neighbor nodes that the sttiexists.
ON period:
The sink node can send the HELLO packets initially andvedke data packets and
HELLO packets from other nodes.

The intermediate nodes can send the HELLO packetdllit#and it can forward

the HELLO packets of other nodes and data packets of tineesnode to the sink.

6.5 Process of choosing next-hop

The next hop of a node is chosen based on the conclgisbflistance to the sink
and the principle of nearest neighbor. The neighbor tabéemmde consists of x and y
positions of all its neighbors. Using the distance equatind range-based localization
algorithms, the distance between the nodes can beag¢stinusing the formula given

below.

DISTANCE /(X = Xo)? + (Y — yo)? (3.8)
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Figure 12 Example of a small area of a sensor network
A node chooses its next hop in step by step procestrstAhe node is assumed

to have no neighbors. It is represented by the equatien dpelow.
N —set ={LJ}; (3.9)

6.5.1 Formation of neighbor set

The N-set is the neighbor set of a node througlthvh can send and receive
packets. The set is a empty set at the beginnitig vai neighbor nodes. After it receives
HELLO packets from its neighbor, it updates itsghdior table and have some set of
neighbors. A node can choose its next hop fromaéisof neighbors to send the packets
to reach the sink in a effective way. The neighbetr of the node X after it received
HELLO packets from its neighbors is given below.

N-set ={A B C,D,F,G} (3.10)
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Figure 13 Set of neighbor nodes

6.5.2 Selection of set of valid next hops

After the node has a set of neighbors to choosegéesnode will be chosen as its
best next-hop. The node will be chosen based on tlb&fog conditions.
* The next hop node should be near to the surface staiomtde X.
» The propagation delay between the node X and the nexidagshould be least
among the valid neighbor set of nodes.
After the first condition is applied among the seheighbor nodes of node X, the set of

nodes that can be chosen for the next hop are givewbel
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Figure 14 Valid neighbor set of nodes

{A B,D} OValid _N - set (3.11)

One of the sets in the valid neighbor set should be ohasa best next-hop node. The
node which has the minimum propagation delay between the Xi@and itself should be

chosen. The above condition is given in the equagioen below.

Next — Hop = min{ pd. } (3.12)

6.5.3 Choosing the best next hop
The term p.d is used to represent the propagation delagdetie nodes.

p.d - Propagation delay (3.13)

The term i is used to denote the node X and tim fés used to denote the set of

valid neighbor nodes.
jO{Valid _ N - set} (3.14)

All the nodes in the set are taken under conditerdor choosing the best next

hop node.
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Figure 15 Chosen path from node X to Sink

Comparing the propagation delay between the set of vatidsnio neighbor table
and the node X, let us say node A has the least propagdatimy than other nodes in the
set of valid nodes. So, the node A is chosen as the pyrinext hop node and the node
which has the second least propagation delay is chossacasdary next hop for the

node X to reroute the packets in cases of failure.
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6.6 Differences and similarities between routing scleeme

Table 4 Differences and similarities between proposes and centralized routing

PROPOSED CENTRALIZED ROUTING
DISTRIBUTED
ROUTING
ROUTE INFORMATION | FROM NEIGHBOR FROM ALL NODESTO SINK.
PACKETS (JOIN/HELLO | NODESONLY.
PACKETS)
PACKET FORWARDING | DATA PACKETS DATA PACKETSAND
ROUTE INFORMATION
PACKETS
CONTROL OVERHEAD | LOW HIGH
TRAFFIC LOW HIGH

LINKS AND REPAIR

CHECK FOR PRIMARY
AND SECONDARY LINKS
LOCAL REPAIR.

CHECK FOR VALID LINKS
LOCAL REPAIR AND
GLOBAL LINK SMTCH.

NODE-DISJOINT PATHS

NO

YES

ALTERNATE PATH

MAY CONTAIN FAILED
NODESFOUND IN
PRIMARY PATH.

DOESNOT CONTAIN
FAILED NODESFOUND IN
THE PRIMARY PATH.

FREQUENCY OF HIGH LOW
SWITCHING TO

ALTERNATE LINKS

ROUTE INFORMATION | LOCAL GLOBAL
ENERGY DEPLETION OR HIGH (BECAUSE OF LOW

NODES

FREQUENT SWMTCHING)

Both routing methods have advantages and disadvantages.
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6.6.1 Proposed distributed routing

The first four differences show the advantages of megalistributed routing.

Because of this, proposed distributed routing can receigee mdata packets than

centralized routing.

In this routing method, the sink receives the helloroaite information packets
only from its neighbor nodes.

The intermediate nodes are involved in receiving thehell route information
packets and it also forwards the data packets from theestuthe sink.

Because of forwarding only the data packets, the com@ffictis low in this type
of routing.

As the control traffic is low, this routing methodasle to transmit more data
packets.

The repair of the paths is local in this routing methadtdad of paths, only links
are formed and the complete path from source to sinkoisobtained in this
method.

As there is not path formation, there is no need ¢ézklior node-disjoint paths.
The secondary path may contain a node that faildueiptimary path.

The frequency of switching to alternate links is high haympared to the other
scheme.

Every node has route information about its local neaghlonly. There is no
global knowledge of nodes in source or sink.

The high frequency of switching to alternate links mayltas more depletion of

energy than the other scheme.
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6.6.2 Centralized routing
The next six differenced shows the advantages ofale®d routing. Because the chance

of occurrence of failed nodes in consecutive paths $s tke node consumes less energy.
But the overhead lies in devising a node-disjoint path &yémtral station.

* The sink (surface station) receives hello packets aeterinformation packets
form all the nodes in the network. There is a ovadhier all nodes in forwarding
the hello packets.

* In the case of packet forwarding, the data packets andotte information
packets are forwarded to the sink. So the load in each motlee ipath from
source to sink is high.

* Because of this, there is high control overhead in tie¢hod compared to the
proposed distributed routing.

* Inthis method, the data packet that reaches the sadmeparatively low, because
of the high control overhead.

* Even though, the link repair is local, two paths areainbd at the instant when
the sink receives the hello packet of source. So the esaalculates the two
shortest paths which are node-disjoint using dijkstragtia$t path algorithm.

» Because the two paths are node-disjoint, a node faildd mothe primary path
will not be present in the secondary path.

* The frequency of switching to secondary link by the nodesssHere because the
alternate path is node-disjoint from the primary path.

» The paths are formed by the surface station which ledsigknowledge about the
whole network. Even-though, it is less flexible, this moet exploits the scarce

network resources by considering the energy level dés@tc.
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* The energy depletion of the nodes in this routing nmeétsocomparatively low,
because the paths are chosen by the surface statiom whi& the global

knowledge of all the nodes.
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Chapter VII

SIMULATION

In the simulation, the performance characteristioseotralized controller and the
combination of both centralized and distributed contdoteuting, which is discussed in
the previous chapter were studied. The previously proposemigauethod is planned

simulated using the OPNET modeler.

7.1 Simulation tool

The OPNET modeler is chosen to simulate the proposetihg model which
allows us to design and study communication networks, devieexocols, and
applications with unmatched flexibility and scalability.supports all types of network
types and technologieSome of the key features which made to choose the ORNET
the simulation are most scalable and efficient sinaaengine, hierarchical network
models, clear and simple modeling paradigm, finite stagehine modeling, total
openness, comprehensive support, wireless, point-to-poiriti-point links, advanced
modeling platform and integrated debugger. Object-oriented mgdapproach and
graphical editors in the OPNET modeler mirror the stmgctof actual networks and
network components to design a model which intuitivefpmto the model we propose.
Geographical and mobile modeling can be done using this modailen 18 an important

aspect of the model we propose. The OPNET 3DNV (NetWaskalizer) is an extended
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functionality to the core products of OPNET with a #pito visualize mobile network
performance, behavior and operations.

The difference in delay, reduction in the number of numifedata packets
received and the number of control packets received bsirtkas compared between the
routing model using the centralized controller and thetimgumodel using both
centralized control and distributed routing when needed ardliped as a final result of

simulation.

7.2 Factors influencing the efficiency

The simulation of the routing schemes was carrigdrothe OPNET simulator.
Simulations were performed for different scenarios liode failure probability, number
of nodes and size of sensor network. Delay was calcufatedifferent scenarios during
the simulation to compare the delay between the twordifterouting schemes. The
number of packets received for different node failurebpbilities were recorded to
represent the difference in data packet acceptance eatedn two routing schemes
under different node failure probabilities. The numbardBLLO packets received by the
sink was also recorded to differentiate the routing mesecontrol traffic. The different
factors that were considered to compare the two routimgnses are given below.

* Delay
» Data packet acceptance rate
» Control traffic
Delay is the factor which represents the average delay ohdineber of data packets

received during the simulation under different scenaiibe average delay may not be
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optimal in the proposed distributed routing scheme in scasfeless node failure
probabilities. Some applications require minimum delay duicommunication. But,
there are some cases, where the nodes are pronkitesfalue to destruction, accidents,
etc. So, when we encounter conditions where more nadedailing in the sensor
network, the delay should be compared between theauwog schemes to figure out the
delay-effective routing scheme.

Data packet acceptance rate is the rate at which the sink is accepting the data packet
The number of data packets accepted during the simulatiois represented using this
factor. Using this factor, one can determine the rgusicheme which can receive more
number of packets. A graph is drawn using this factor to septavhich rouging scheme
is best in terms of receiving more number of data padkader different node failure
probabilities.

Control traffic is the traffic which represents the amount of HELp&ckets in the
network. The HELLO packets are the packets which maolytribute to the control
traffic. These packets help the nodes to maintain éighbor table. When the operation
time of the network grows, the nodes in the networkpao@e to failures. These failures
are updated using the HELLO packets. Because of the conatiftd, the data acceptance
rate will get affected. When a node is involved in hangdthe control packets it will not
be able to generate or handle the data packets, whickagdesris data acceptance rate

when there is a increase in control traffic.
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7.3 Graphs

The graphs are drawn for the factors which are coresidas the factors which
influence the efficiency of the routing scheme. Ehgsaphs represent the advantages and
disadvantages in both routing schemes under differemtlidons. The different node
failure probabilities are considered as the main fatioshow which routing scheme
works well under high node failure probabilities. The festwhich we draw graphs for

different node/link failure probabilities are delay, dataeptance rate and control traffic.

7.3.1 Comparison of average path delay
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Figure 16 Comparison of average path delay
The path delay is defined as the delay experienced yatiaepacket which is generated

at source and reaches the sink. The two routing schemedliterent path delays. The
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graph shows the centralized routing has a lower didap the proposed distributed
scheme. It is because the centralized rouging schefow$othe shortest path devised by
dijkstras shortest path algorithm. Even though the patlowet in the proposed

distributed routing scheme is not the shortest path,difference in the delay is

negligible, but higher than centralized routing. As tloenber of nodes in the network
decrease, the chance of a packet reaching the sink viimam delay becomes less.
The x-axis is plotted for different node failure prob#ikbs to show the average path
delay under different conditions. The delay factor irhlibie routing schemes seems to

increase as there is an increase in node failures.

7.3.2 Comparison of route information (HELLO) packet® e
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Figure 17 Comparison of route information packetsreceived
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Route information is also called as HELLO packets fdute information packets of a
node are used to inform its neighbor node about its existdn this graph, we can see
that the number of HELLO packets received by the proposétbdied scheme is very
less compared to the centralized routing scheme. In thatlschemes, the number of
control packets decreases as the node failure probabilieases. In the case of
centralized routing scheme, a single node failure widlcafthe number of control packets
the sink receives, but the number of control packetsvestdoy the sink gets affected
only if there is a node failure among one of the neighlad the sink. There is a huge
difference between the proposed distributed routing and éheatized routing which

implies that the control overhead is high in the @dizied routing compared to the

proposed distributed routing.

7.3.3 Comparison of acceptancerate of data packets

This graph depicts the number of data packets received irrdutcng scheme under

different node failure conditions. From the graph,sitclear that the number of data
packets received in the centralized routing scheme iswiggn there the node failure

probability is low. But when the node failure probabilitycbmes high, the number of
data packets received in the proposed routing scheme bebarhelsecause of the low

control overhead. Even-though the average path deldwiodntralized routing scheme
is low, the proposed distributed routing scheme receivee mhata packets in the same

time.
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DATA ACCEPTANCERATE
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Figure 18 Comparison of acceptancer ate of data packets

These three graphs have been analyzed and it is lségdhé proposed distributed
routing receives more data packets and has less cordffid than centralized routing

with increasing node failure probabilities.
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Chapter 1X

CONCLUSION

In this thesis, the problem of data gathering with mimmuaelay under different
node failure probabilities in underwater acoustic sensbwarks is studied. A routing
scheme is proposed which is basically a distributedmg@itheme but implemented with
features of centralized routing. Some features likeiiged path repair algorithm helps
the scheme to locally repair the links and to withstanchses of node failures and link
failures. Each node in the proposed distributed routing selobimoses its next hop based
on the position of the surface station i.e. sink anel phopagation delay with its
neighbors. This helps the routing to choose the patierfasd also enables a faster
recovery in case of failure. The delay is not optilmai when comparing the high data
acceptance rate and the low control overhead, the défayence is negligible. Form the
graphs drawn above it is clear that, there is high detapsance rate, low control
overhead and negligible delay difference. The proposating scheme was shown to

achieve the performance targets of the underwater envirdrioyjeneans of simulation.
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Chapter X

FUTURE WORK

The delay encountered in the proposed distributed routingritalgois not
optimal when compared to the routing algorithm which asesntrally devised shortest
path. Because the path is devised by the shortest patlitraigan the central routing
scheme, the path delay is low. The path delay in tbpgsed distributed routing should
be lowered to bring its value equal to the centralizgeee, instead of the negligible
difference. A new routing scheme must be devised to theeminimum delay provided
by the centralized scheme and the high data acceptatecéeature produced by the
proposed distributed scheme.

In the proposed distributed routing, we choose the paskedon the propagation delay
which chooses the link faster and makes the recovetyedinks faster by a local repair
algorithm. The lack of global knowledge of nodes makesithieable to produce shortest
paths, so a routing method has to be devised to find seshpath without having global
knowledge of all the nodes in the network which might deereastrol traffic. The same
concept can be used to prevent the failure of nodes dis¢ataenergy drain. Instead of
choosing the path using the propagation delay, the patbhecahosen with energy of the
node as a main constraint which can be used in delagstise routing. Using this

concept, the lifetime of the whole sensor networklsaimproved.
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The least recently used node can be switched off lmmgatime than other nodes in order
to save the energy. At the time of scarce energgeimodes come in to operation which
helps to prevent the slow down of sensor networkfdmde to failure of majority of the

nodes.
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