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CHAPTER |

INTRODUCTION

1.1 Wireless Sensor Network Security

Wireless sensor networks have revolutionized maelgd in the business and physical
world, from monitoring and conservation, manufaictgrand asset tracking, automation
of fields such as transportation and healthcamilitary usages such as data collection in

hostile environments.

Mastering a sensor network setup requires knowlenfgsignal processing, network
protocols, embedded systems, distributed algoritm information management [1].
These sensors have very limited computationalageiand communications resources.
Hence implementing complex cryptographic protocks security is difficult if not
impossible due to the resource constraints. Thigkesiasuch networks vulnerable to
malicious attacks. Attacks on sensor networks deggloon unmanned networks which
are tied to real world systems, could easily cepgle physical system associated with it
[2]. It becomes important to handle such instaraces usages to provide a basic security
framework to resist an attack or malicious usagu8ty in wireless sensor networks

thus becomes very critical.



1.2 Deception in Wireless Sensor Networks

Once an intruder has been detected, there are mayy to deal with the intruder. The
intruder may be removed from the network. Howewanatimes it may not be possible
to eject the intruder from the network. For examphe intruder may be too powerful.
One may not even want to remove the intruder usdere circumstances. For example,
before removing an intruder, the location of th&uder has to be traced. Another
possible reason for containing the intruder isttalyg its moves and patterns to analyze
the ultimate motive of the intruder, for future esfnces and enhanced protection
schemes. Deception is one possible response incawtimstances. If the attacker is too

powerful or time is needed to trace back, deceptiay be employed.

To deceive an attacker, the good node must prahelattacker with the data he expects
at the right time, with the right contents andla torrect rate. This can be achieved by
pre-processing his moves and matching it up with dbtual response from the node
under suspicion. In other words, the success oémtean can be determined only by
monitoring the attacker. This requires predictirittacker behavior and if the actual
behavior is as predicted, the deception is deemdxk tsuccessful. In such a case a time
series prediction algorithm may be used to prettietbehavior of the attacker. Here we
propose a fast, memory efficient method which iasomably accurate to predict the

moves of an intruder. This method emphasizes oedspad simplicity of algorithm over



accuracy, as the final destination of deploymeim ia sensor network setting, which has
limited memory and computational capability. Spée@lso an important factor as the
window frame which we get to predict and analyzeakatile and thus the results have to

be obtained and analyzed quickly.

1.3 Role of Prediction Component in Deception Framewor k

The prediction component is not used as a primamgponent in the deception system,
but instead, is used to check the validity of teegption system. The deception system is
used in cases as described above, for example, thieeattacker is too powerful to be
flushed out of the system. In such cases, the tiecepystem is employed and the
attacker’'s behavior is monitored over time. Thedgtion unit is used to predict the
behavior of the attacker based on previous data. VEtues obtained by the prediction
component can be compared against the real vahtesed from the attacker node to

decide whether the deception is working or not.

Another, possible use of the prediction unit iptedict the point in time at which the
attacker would transmit data. This information b@nused to activate the sacrificial node
(the node which carries out the deception) to redpo the attacker only at that point,
when the prediction unit has predicted a signahftbe attacker. It is useful, because the
sacrificial node can be used to perform normal fiens when it is not performing the
role of the sacrificial node. This increases thenhar of nodes available for regular

operations.
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Fig. 1. Placement of prediction component in theegéon

1.4 Issuesin WSNs

Wireless sensor networks transmit data betweensnatla high rate and this makes the
problem of prediction a hard one. Thus the decaptiba malignant node, which is

controlled by an intruder, has to be performed ajuack rate. The window frame



obtained is small and the calculation of the nedsible value sent by the intruder has to
be performed within this frame. This problem thasks a method to quickly find values
which only needs to be reasonably accurate toifgeht intruder pattern. Moreover, the
other problems in a wireless sensor network setang the limited computational
capability and the small memory system. Workingsaooh a system narrows our range of
prediction algorithms that can be applied, as negsting algorithms are memory
intensive and computationally expensive and areetbee not suitable in a sensor

network setting.

The prediction algorithm that we have implementedks by trying to predict data based
on the elements towards the end of a time seredigiion. It scans a limited number of
data points into memory and searches for pattertisel scanned data set to make a future
prediction. If it is not able to find an exact patt, it initiates other components of the
algorithm, which scans for others trends in dathe Dthers trends here means any
common pattern such as increasing or decreasing tnea repeatedly occurring element.
The algorithm aligns itself with the original tinseries by rescanning and repeating the

steps mentioned above.

This thesis also includes tests conducted using alaiained from a sink-hole attack and
also tests performed to determine parameters ughthwhe algorithm. It was validated
by comparing the results obtained by the predidiogic to the original data. Predictions
were made at points already obtained from the Bolk-data, so in this case the bench

mark was the sink-hole data obtained from the WSNSs.



1.5 Class of Attacks

Our algorithm is designed to be used at a poirdrdfie attacker has been identified.
Prediction can be used to validate the functiopalitthe deception system deployed and
to change the strategy if necessary. Our strategyldwork on Selective-forwarding,
Sink-hole and Worm-hole attacks. This method wontit be successful in aiding
resistance to Sybil attacks. In all the classesattdcks for which this strategy is
applicable, the attacker's movements can be pmdlicthis can be compared with the
moves he has performed, after the deception sysi@snbeen engaged. Comparison
would allow us to verify whether the attacker hagib contained to sacrificial nodes or
not. The method would not work on Sybil attackiles attacker changes the address and
appears as different nodes. This would not helpalisate the scheme as the address of

the real attacker is not available to validate @asfaihe historic data.

Selective forwarding is a technique of forwardinglyocertain routing messages and
removing the others from the system. Selective &mdmg maybe part of a sink-hole
attack, which essentially is a technique of adsertj a high quality link so as to attract
data traffic into the compromised node. Worm-hottacks refers to the activity of
replaying messages read at one location at antibation which is generally a point
located at a distance from the original node. Imnabole attacks, the attacker uses a

different channel o transport the message inteecepHello-flooding is the attack



strategy of advertising a node as a high-link qualeighbor. This may be used to drive
all the traffic to a single node and thus making tietwork collapse, as a result of the

high load on a single channel [13].



CHAPTER I

REVIEW OF LITERATURE

Forecasting using time series dataset has beepia tttat has seen a lot of research
interest, with highly successful techniques fordpgon. Since it has seen a lot of
research there exist a lot of techniques whichipte@lues with a high rate of accuracy,
both for linear and chaotic datasets. At the hba&gm interest was mainly focused on
linear prediction and since then it has been exénm chaotic datasets. There exist
techniques which predict the data on chaotic detasghout any manual intervention

[3]. These techniques can be used in most casesg 8ie accuracy rate is very high and
are reasonably fast. However, the memory requirgsneme very high and fast

computational resources are needed.

2.1 Existing Forecasting Techniques

Sensor networks are a highly researched topictefast ([4], [5], [6]). There are a lot of
technigues — ARMA, ARIMA, Fractal FOREcasting, relunetwork based systems etc.,
which has been proposed already. Some are eitbesitaplistic - producing only linear
results, which are hardly of any use from a pratstandpoint, while others require a lot

of training time for data analysis and result gatien [3]. Neural network based



prediction algorithms which can be instantaneousiyned are available for general
purpose prediction schemes [14]. These neural mksnvbased prediction algorithms
require space complexity is larger than what a BmMYWSN node can handle. In our
deception scheme, time is very limited and thesgragehes are therefore not useful.
There are techniques however which efficiently sctre dataset, do not require large
training times and which operate in a black-boxirsgt like Fractal FOREcasting [3]. All

of them are made for a general purpose and notafoy specialized domain.

The Fractal FOREcasting [3] requires a good contjauital processor in order to quickly
calculate the values required as parameters fdDéhay coordinate embedding technique
used in the black-box. For calculating the paramsegepowerful processor is needed,

unlike the wireless sensor network nodes deployatf SNs.

The method that we are following is different frasther's research, because we are
designing the algorithm with the sole purpose beisgusage in a wireless sensor
network, for deceiving an attacker. Deception isjsctive to some extent and therefore
we can afford some inaccuracy while gaining on dpeehile working in a highly
resource constrained environment. This techniquaéldc@also be used in a similar
environment where the conditions are comparable main difference between our
work and previous works in the field is with regaocdthe above mentioned condition
which is the targeted work environment, i.e. wisslesensor networks. This gives us the
flexibility of working on an algorithm which quickl scans the data available and
computes a result which might not be very accuilai¢,is acceptable for our purposes.

This allows us to work on fast computation, low noegynusage and simple prediction



formats. Since the kind of data produced by theslegs sensor devices fall between a
certain data format frame, we can operate withisa ttame, rather than using complex

algorithms used for predicting financial data and uchs
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CHAPTER 1lI

METHODOLOGY

3.1 General Outline of Algorithm

Wireless sensor networks are extensively used imir@miments where human
intervention and data transportation bandwidtlinmtéd. Also, these systems do not have
enough memory and computational resources to meiidghly complex calculations.

Our system aims to predict an intruder’'s pattesingithe limited computational power

and memory, within a reasonable level of accuracy.

The proposed approach is a trade-off between spaddaccuracy. Our algorithm is
designed to compute the value of the next timeesariements, using simple calculations
and analysis. The proposed solution involves wagrkim a fairly inaccurate set and
deciding on the moves a particular node would emplthis is basically done by
analyzing the data for a particular pattern ana tfh@ecasting a particular node’s values

before it actually starts transmitting those.
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The algorithm proposed here can mainly be divided four components, that works
together to achieve the time series prediction. ifan components of the prediction

system can be elaborated as follows.

Input trimmer

» Time series prediction part

Spike handler / band pass filter

Adaptable scheme — pattern detector

.
R 00
Ak 3
Prediction Linit U
L
| 0 1
[ ]

simple patternmatching algorithm with I -_
| [ e
Decreasing window size | T
7
]
]
]
]
]
]
Trend prediction Frequency based Exponential
technique prediction average based
|, prediction
\ \ \

I 1

Spike handler / band-
pass filter

Fig2. Structure of various components of the algorithm.
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3.2 Input Selection / Working Window

Input selection strategy is an essential pre-piogsstage in order to achieve high
accuracy in the predictions. It is applicable tongndomains like pattern matching, time
series prediction, econometrics etc. Problems d¢hatoccur due to poor input selection
are
* “Curse of dimensionality” — if the input dimensiditya is too large. This also
increases the computational cost and memory regeines, which is very limited
in the wireless sensor network implementation. €wfsdimensionality refers to
the exponential growth of volume associated witHiagl extra dimensions to a
mathematical space. In this context, it refershio addition of extra historic data

which will not be useful for the purpose of futymesdictions.

* Understanding complex models takes more time thraple ones.

Input selection strategy can be grouped, broadiyeurDirected selection strategy or
Recursive selection strategy. Direct selection @araccurate, but would require much
higher computation, where-as recursive selectionchvhs not as accurate can be

computed much faster than the direct selection oukethO].

There are different input selection strategieslat@ for time series prediction, such as
Mutual Information and Non parametric noise estond?]. There are also strategies
which use neural networks to select the inputs dwitribute mostly towards the

accuracy in prediction [11]. Input selection hagrbelone by performing different tests

on the algorithm in order to obtain the optimumueafor the prediction accuracy without

13



increasing the computation load. The input selectessentially selects tlrenumber of
elements towards the final value of the point tpbedicted. This is based upon the fact

proximity plays an important role in the charaggcs of values.

3.3Time Series Prediction

This is the most important part of the algorithintakes input from the “Input selection
strategy” part and uses it for predicting, witraa imount of accuracy. It then checks for
any matching pattern and predicts the values usiaghort-term prediction component.
It tries to obtain a directional trend and thenrsleas for the directional pattern in the
time series dataset. If it finds a match, it appliee scaling factor and predicts data
points. If it is not able to find any matching eaitt, it applies either a trend prediction or
frequency based prediction- by utilizing the winddataset data and direction, it decides
whether to execute the trend based predictor @uéecy checker component. In this
step, if the algorithm detects any spikes in thie dat, it uses the band-pass component
to filter the spikes and then repeats the predicagain. The prediction based on a
simple pattern matching tool [8] to minimize therquutation and thereby, save energy.

Our aim is to use as little resources as possbl@s to conserve power.

3.4 Spike Handler / Band Pass Filter

This function is called by the Time series prediectcomponent to clear the data of any

spikes before processing a trend / auto correldtesed prediction. This section deals

14



with the problem of filtering time series, so tisaime values are removed and some are
retained. There are different kinds of filters, lpass, high-pass or combined band-pass

filters [9].

There are different approaches for achieving filbrg such as

e Fourier Methods

* Centered, Non-recursive weighting methods

* Response function

Fourier method uses Fourier transformations toycaut the filtration. This has the
implicit problem of losing the correct data struetuafter transformation, especially
towards the end of the time series [10]. After aathg the different approaches,
considering the minimum computation desired in aafseireless sensor networks, the
centered non-recursive weighting method has beeorporated into our algorithm for

providing band pass filtering.

3.5 Filtering Algorithm

Steps in the algorithm are as follows:
* It starts by trimming the input based on the presip determined range and uses
only this data as the historic data, till the nieak-back is performed. Trimming
the data is extracting the finalnumber of points as specified in the algorithm.

The input length is set at 100 elements, by perfogntests and is referred as

15



previously determined range. The algorithm scanmhgeal data from the time
series into the input array is referred as lookkbac

Trimmed input and the working window are sent te plattern detector, to create
a directional pattern for the input and the workimigdow. Here working-window
is the final 30 elements of the current input da0) being used for the purpose
of prediction.

If a directional pattern match is found between Warking window and the
historic data, the exact pattern matching compoisenitialized.

If from the exact pattern matcher, an exact patterfound then the value is
predicted based on the value of the next elememienhistorical data and the
result is scaled to match the final output. Exaattggn match works by looking
for scaled differences between adjacent values.sthéng factor is required to
increase or decrease the value obtained from thterival data, to the current
level of data-points in the working window.

If no directional pattern is found, it reduces thimdow size till 70% of current
window size and repeats the directional patternnagéhe working window is
reduced by removing the elements inside the workimglow in a FIFO fashion.
If it is still not able to find a pattern, then thext step is initialized.

In-case an exact pattern is not found, the workimigdow’s direction pattern is
checked for any trend pattern to predict the nextie. Trend pattern refers to
values which are either increasing or decreasimgirmaously. Since we have the

directional pattern of the working window, it woudither be a continuous 1 or 0

16



string. The absence of 1 or 0 can be checked ansed for determining whether
the values of the working window follow an increagsbr decreasing trend.

If a trend pattern is found, it is again checkethvhe frequency checker

If a single item is found to occupy more than 60Rthe working window’s array,
a frequency based prediction is made. Frequencgdbpsediction refers to the
techniqgue of determining the no. of occurrencesao$ingle element in the
working window, and predicting that the elementigst likely to occur again.

If the frequency checker gives a negative outphgntthe mean average of the
values inside the working window is determined added to the final element of
the working window. This occurs if it has been poergly determined that, the
working window follows a trend based pattern andsdoot have a exact match in
the historic data under review.

If an exact and trend pattern is not discovereds #gain sent to the frequency
checker

If a the frequency checker gives a positive outpldt element is used as the
output for prediction

Else, if the frequency checker also gives a negatiutput (here there is no
exact/trend pattern), exponential averaging is usedrrive at the next value.
Exponential averaging is an averaging techniquechvigives more weight to the
final value.prom = Opn + (1 —0)0ph— 1+ (1 —a)? apn— 2+ (L —a)® apn_3 +.
High value ofa - gives more weight to recent data and low valtiet @ more
weight to old data. Herg, is the most recent data point gugh the previous one

and so onproiais the point obtained by performing the exponeraiadraging.

17
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CHAPTER IV

EXPERIMENTS AND FINDINGS

Experiments were conducted on data obtained frasinlehole attack performed on a

TinyOS platform. The attack experiment setting uidleld a total of 20 sensor nodes, out
of which 1 node was set as an attacker node, amdettmaining 19 as normal sensor
nodes. The TinyOS emulation was performed as @stadpich were distinguished based

on the attacker’s sending pattern.

4.1 Sink-Hole Attack

In a sinkhole attack a compromised node tries sawdas much traffic as possible to
itself. This is done by making itself look attrasticompared to the surrounding nodes in
terms of routing metrics. It typically does this agvertising that it is very close to the
base station, when in fact it may not be [12]. Remnore, the more the attacker

advertises its routing information, the more tladfic it will attract.

The 6 different patterns included

» Linearly increasing frequency of signal transmiediy the attacker

19



* Non-linearly increasing frequency of signal transsion

» Linearly decreasing frequency of signal transmissio

* Non-linearly decreasing frequency of signal trarssion

* Combined/Sine wave pattern based frequency of kigaregsmission

* Random pattern based frequency of signal transomssi

Packet Format
» Data format: decimal format;
» Packet: [Message type : Source Node, Original Nétegeiving Node, Local
Time of Source node]

« Examples, Sensing: [S: 15, 15, 1, 860] and RqutjR: 1, 1, 65535, 861]

Explanation of message/nodes used

* S: Sensing Message

* R: Routing Message

* Source Node: The node that is sending the message.

* Origin Node: The node from whom the message origsa

* Receiving Node: The node to which the source nadesmits the message.

* Local time of the source node: The system is ndiep#y time-synchronized, so
the local time is recorded instead.

* E.g. Node 2 sends sensing message to node 3.sTihisn forwarded by node 3 to
Base station (address 0). The message that nantev8rtis to base station will be

[S: 2, 3, 0, Local time of Node 3].

20
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Mode 1: Linearly increasing frequency of signahsmission by the attacker
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Mode 4: Non-linearly decreasing frequency of sigreathsmission

Mode 5: Combined/Sine wave pattern based frequehsignal transmission
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Mode 6: Random signal transmission pattern
The data obtained from the experiments were furtisedd to conduct tests to determine

the optimum value of the input and the window $aeuse in the prediction system.

The prediction system analyses the internal straabfi differences between the adjacent
values to determine the overall pattern for uspradiction. The figure below shows the

pattern of data obtained from the different sinkehattacks performed.
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4.2 Individual Tests

The individual tests show the working of individuaimponents of the algorithm. These
were performed to validate the different modulesdus the algorithm before integration
as a single system. Fig 6. shows how the algoritletects change in a continuously

increasing pattern and modifies the predicted vateordingly.
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x-axis: attacker’s transmission sequentefi’..n) , y-axis: message transmission time
of attacker in seconds

Fig. 6 Displays the algorithm tracking change areticting values (trend based)

Fig 6. has been plotted using the data that has lgemerated for the purpose of
displaying how the various components of the atgoriwork. It shows that the alogithm
has detected a change in the pattern of data (lslod)has modified the prediction

accordingly(red).
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Figure 7. shows the trend based prediction compatemtork with a single step-ahead
prediction. It can be seen from the image, thatvir@ations of the sine wave are picked
after a small time interval and is adjusted in pinedicted values. The predicted values
increases first and then decreases according tsileewave pattern in the original data.

This fluctuation can be observed in 3 parts ormgttagh data.
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1200 /
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800 = Predicted
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400/
200
0]
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x-axis: attacker’s transmission sequen€gpi’..n) , y-axis: message transmission time
of attacke in second

Fig. 7 Displays the algorithm predicting basedrend pattern

4.3 Input and Window-size L ength Deter mination

The runtime tests of the algorithm included a tafa#i5 with varying input lengths and

window size £ final elements of the input points) tests which ¢@nsummarized as

follows

e 15 tests using the window size as 10
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» 15 tests using the window size 30

» 15 test using the window size as 50

Each of these 15 tests can further be classified as

» 5 tests each using the input size as 100

» 5 tests each using the input size as 200

» 5 tests each using the input size as 300
Here input size refers to the no. of elements sedmnto memory from the historic data
obtained from the sink-hole attack (attackers tmaasion time). Effectively, this
becomes the historical data as far as the algonghooncerned. The window size (most
recent one) is scanned to derive the pattern invthdow. The window is the later part of
the input. The remainder of the input (that is, hett the window) is scanned to

determine if the pattern in the window is also presn the earlier remainder of the input.

5 points in time from the historic data (obtaineahf the sink-hole attack) were selected
to compare the accuracy with the already availatdtoric data for all the different tests.
The 5 points that were chosen based on the critesiathey were at least after the 800
data point, so as to allow enough learning setHertests which required 300 points to

start with.

The points that were selected are as follows:
« Data from Mode 1, prediction starting @ 3Qgbint in the time series data

« Data from Mode 5, prediction starting @ Final-L@®int in the time series data
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» Data from Mode 3, prediction starting @ §Qﬁbint in the time series data

« Data from Mode 4, prediction starting @ Qgbint in the time series data

« Data from Mode 2, prediction starting @ Final-L@int in the time series data
Mode 6 was omitted as mode 6 is a random combmationode 2 and mode 4. If the
prediction started at the 30@oint, and the input size is 100, then the datefthe 208
to 300" point was used for prediction. 5 predicted poiater the 308 point (if the
prediction started at the 3B@oint) were compared to the actual or historicghd The 5

predicted points were from the 3Dpoint till the end of the data sequence.

The objective of conducting the tests was to detenthe best values for input length
and the working window (which is the final no. of points of the input length). These
values determine how many historic data points ftbentime-series data-set is scanned
into memory, for the purpose of predicting futurdues. The tests were conducted by
running the algorithm for different combinations ioput length and working window
length. Graphs were plotted for each of the resuffimined. The graphs compared the

original and predicted values and displayed thetians between them.

The algorithm consistently performed in the acdelptéevel when the input size was set

at 100 and the window size at 30.
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The 45 tests performed were plotted on graphsdntify the best parameters to use, so
as to obtain the optimum prediction results from difigorithm. The table below displays
the results obtained. The table is categorized 3nsoib-tables based on the input length
used as the input. It is color coded based on dgoekn), moderate (yellow) and bad
(red) for each test. Graphs were plotted to checkhe best match between the original
and predicted values, for each of the tests coeduct label them as good, moderate or

bad based on the mean % error calculated.

Input lengtt

4—
<+—| Working

Mode 1 @ 300 Mode 1 @ 300 Mode 1 @ 300 window length
Mode 5 @ Final -100  Mode 5 @ Final -100 Mode 5 @ Final -100

Mode 3 @ 300 Mode 3 @ 300 Mode 3 @ 300

Mode 4 @ 500 Mode 4 @ 500 Mode 4 @ 500

Mode 2 @ final -100  Mode 2 @ final -100 Mode 2 @ final -100

200 <«—| Inputlengtt
10 30 50 “—| working
Mode 1 @ 300 Mode 1 @ 300 Mode 1 @ 300 window length
Mode 5 @ Final -100  Mode 5 @ Final -100 Mode 5 @ Final -100
Mode 3 @ 300 Mode 3 @ 300 Mode 3 @ 300
Mode 4 @ 500 Mode 4 @ 500 Mode 4 @ 500
Mode 2 @ final -100  Mode 2 @ final -100 Mode 2 @ final -100 P Input lengtt
<«—| Working
window length
Mode 1 @ 300 Mode 1 @ 300 Mode 1 @ 300
Mode 5 @ Final -100 Mode 5 @ Final -100 Mode 5 @ Final -100
Mode 3 @ 300 Mode 3 @ 300 Mode 3 @ 300
Mode 4 @ 500 Mode 4 @ 500 Mode 4 @ 500

Mode 2 @ final -100  Mode 2 @ final -100 Mode 2 @ final -100
Mode X @ Y : Data from Mode X, prediction starti@ Y point in the time series data

Table 1. Table comparing results obtained fromeddit tests, based on varying window
size and input length. [Green: Good, Yellow: NelytRed : Bad]
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For input length 100, window size 10 gives 3 badp&d and 1 moderate result.
For input length 100, window size 30 gives 3 motkeeand 2 good results

For input length 100, window size 50 gives 2 gdbdad and 1 moderate results.
For input length 200, window size 10 gives 3 badp&d and 1 moderate result.
For input length 200, window size 30 gives 3 gdbtad and 1 moderate result.
For input length 200, window size 50 gives 3 motierd good and 1 bad result.
For input length 300, window size 10 gives 3 bad 2mgood results.

For input length 300, window size 30 gives 3 gaot 2 moderate results.

For input length 300, window size 50 gives 3 motkeeand 2 bad results.

It is evident from the table that the window len@® performs consistently for all the
input lengths. Also, when the graphs are compaasedb on the input lengths, it displays
that the input length 100 gives more accurate tesn the sink-hole dataset. Thus, the

input length is set at 100 and the working windewet at 30.

4.4 Multi-step Ahead Predictions

The algorithm was modified to output multi-step athgrediction results for each pass.
Step-ahead prediction here refers to the abiligdigt multiple point in a single pass of
the algorithm without re-looking at the input elertge or historic data. The algorithm
performs 2 types of value predictions. The firgbetyis by only looking at the input

scanned and the second is by rescanning the kistata into the input array.
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The results have been compared with the actuaksalbtained from the sink-hole attack
and are shown in Fig 7. The single step-ahead itigorgives the best results. The
difference between, original and predicted valuests to increase, as the number of
points predicted per step increases. This is caatthbuted to the frequency/ exponential
component of the algorithm as they flatten the grégr 10 points in-case of a failed

trend prediction.
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x-axis: local time at attacker node , y-axis: &ttats transmission time difference
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series 1 : original values, series 2: predictedesl

Fig 9. Comparison of values obtained with multipséénead prediction and sinkhole data
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4.5 Usage as a System with L ook-back

The algorithm is used as a system of comparisavumdeception framework, and thus
we get the opportunity to look-back at the dataratertain time interval. Look-back here
refers to the method of rescanning input elemerdm fthe original time series, and
replacing the input array with the new values. &lgorithm can be set to learn from the
historic data after a certain number of predictidrmk-back allows the system to correct
any errors which might have propagated into thelipted results. It has been found that
the algorithm performs within the error margin &06(Mean square error) or 2.196%
(Mean percentage error) for sine-wave patterrt, i$ allowed to scan the data after 50
predictions using a single step ahead at a timeagh look-back the system re-scans the
values from the historic data to predict the nexioints. The figure below shows the
comparison between single step and multi step apeadictions for a sine-wave based

data (mode 5) obtained from the sink-hole attack.
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Fig 10. Comparison of values form high look-bacHl &arying step-ahead points

It is clear from the graphs that the algorithm proek its best results when it is used as a

single step-ahead prediction algorithm (Fig 7.d)er€ is a slight lag before the values

aligns with the historical data points and is deieed by the look-back that set for the

algorithm. If a lower value is set for the look-kathe system produces accurate results

which are almost very close to the historic dathictv it scans. The look-back has been

set at 50, because it reduces the number of sdatiee adaw data and still produces

acceptable results. The Figure below, displaysréiselts obtained by setting the look-

back at a lower value, as 10.

33
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Fig 11. Comparison of values from low look-back &adying step-ahead points for
mode 5 (sine wave)

As is evident from the graphs in Fig 11, the valaes almost perfectly aligned with the
historical data. This is because of the low valfieeescans set in the algorithm. The tests
conducted used the sink-hole data has led us tubmthat, from a practical standpoint,

it is appropriate to set the look-back at a valtmuad 50, so that there are not too many

rescans to remove the error margin from the predicalue.
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Fig 12. Comparison of original and predicted valisgsnode 5 & mode 6

The Figure above shows the comparison between¥&lom the original dataset and the
predicted results. As is evident from the graple, vhlues show a time lag, before the
values are re-plotted on the predicted resultsaaadifferent, because of the look-back
interval set. The results are not perfectly similarthe original values and shows

distortion. In these graphs, some values were ethtti show the internal data structure.
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From fig. 13, we can conclude that the algorithkesatime to align itself to the original

values if there is a steep increase or decreasetfie adjacent values. This is evident in
the figure as it is almost aligned for constanttgreasing values. In the fig. 14, the
graphs show the differences between the origindlpeadicted values. It is clear that, the
difference increases with the increase in look-b&wkfor more accurate predictions, the

look-back scan parameter has to be set to a louweval

4.6 Analysis of the Algorithm

No. of passes: single pass

Run-time of the algorithm: Constamt

Memory requirements: Constamt

The proposed approach is therefore very simplecasat!.

Mean percentage error for all the modes

Mode 1 — Linearly increasing

L ook-back : 5 L ook-back : 10

1 step-ahead :0.064 1 step-ahead :0.101
2 step-ahead :0.919 2 step-ahead :0.123
5 step-ahead :0.127 5 step-ahead :0.21
10 step-ahead : 0.2 10 step-ahead : 0.258

L ook-back : 50

1 step-ahead :0.433

2 step-ahead :0.338

5 step-ahead :0.778

10 step-ahead : 1.36

Mode 2 — Non-linearly increasing

L ook-back : 5 L ook-back : 10
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1 step-ahead :0.083

1 step-ahead :0.117

2 step-ahead :0.113

2 step-ahead :0.148

5 step-ahead :0.131

5 step-ahead :0.225

10 step-ahead : 0.23

10 step-ahead : 0.272

Look-back : 50

1 step-ahead :0.36

2 step-ahead :0.623

5 step-ahead :0.8331

10 step-ahead : 0.98

Mode 3 — Linearly decreasing

L ook-back : 5

L ook-back : 10

1 step-ahead :0.214

1 step-ahead :0.34

2 step-ahead :0.216

2 step-ahead :0.361

5 step-ahead :0.308

5 step-ahead :0.519

10 step-ahead : 0.404

10 step-ahead : 0.602

Look-back : 50

1 step-ahead :1.49

2 step-ahead :0.91

5 step-ahead : 1.354

10 step-ahead : 1.66

Mode 4 — Non-linearly decreasing

L ook-back : 5

L ook-back : 10

1 step-ahead :0.186

1 step-ahead :0.278

2 step-ahead :0.167

2 step-ahead :0.209

5 step-ahead :0.171

5 step-ahead :0.225

10 step-ahead : 0.128

10 step-ahead : 0.2449

L ook-back : 50

1 step-ahead :0.996

2 step-ahead :0.417

5 step-ahead :0.347

10 step-ahead : 0.425

Mode 5 — Sine wave(Combined)

L ook-back : 5

L ook-back : 10

1 step-ahead :0.242

1 step-ahead :0.495

2 step-ahead :0.216

2 step-ahead :0.536

5 step-ahead :0.304

5 step-ahead :0.7488

10 step-ahead : 0.433

10 step-ahead : 0.748

L ook-back : 50

1 step-ahead :2.196
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2 step-ahead :1.73

5 step-ahead : 3.9

10 step-ahead : 4.05

Mode 6 — Random pattern

L ook-back : 5

L ook-back : 10

1 step-ahead :0.312

1 step-ahead :0.623

2 step-ahead :0.443

2 step-ahead :0.647

5 step-ahead :0.387

5 step-ahead :0.77

10 step-ahead : 0.99

10 step-ahead : 0.84

L ook-back : 50

1 step-ahead :3.314

2 step-ahead : 3.04

5 step-ahead : 3.88

10 step-ahead : 4.21

All values are percentages.

Table 2. Mean percentage error calculated fohallavailable sink-hole data patterns

4.7 Comparison of Complexity

This complexity of the algorithm is much less whempared to some of the general
purpose prediction algorithms widely used.
comparison/assignments and also since the parameater set as a constant, the
complexity of this algorithm is lower than othemgeal purpose prediction algorithms.
For example, the time complexity of F4 Fractal leasting has been specified as

O(NLoptz) [3], where Loy is the optimal lag length, whereas the time conxipteof this

algorithm is a constant.
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CHAPTER V

CONCLUSION

In this thesis, we proposed an algorithm to spgetha process of time series prediction,
which has been tailored to suit wireless sensowaorés. Based on the previous

researches and the limitations of wireless senstwarks, we proposed an approach of
trading accuracy for efficiency. Our plan was tegct values fast enough to be used in a

wireless sensor network prediction, which genenaltyks on a small window frame.

Simulation results support our claim, as we werée ab predict the values fairly
accurately. The prediction module fits into a larffl|amework of a deception system,
which is not part of this thesis. The values olgdifrom the prediction model, is used to

defend against an attack from a potential attacker has already been identified.

Future work can include porting this algorithm irdaeal sensor network for achieving
the larger and more holistic goal of defending agfaan attacker without ejecting him off
the network. Furthermore, the determination onfijhef parameters used by the system
such as the input length, working window length,etmuld enhance the usability of the

algorithm.
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