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ABSTRACT 
 

The seismic exploration is primary tool in search for oil and gas exploration. The 

results from these explorations are used to produce images of the earth’s subsurface, that 

geologists analyze for understanding the earth subsurface picture. There are several 

processing techniques involved in processing data from seismic explorations. Seismic 

migration process is one of the most computationally intensive steps of all the seismic 

data processing sequence. Migration techniques are highly compute and I/O intensive 

and therefore require high performance systems to carry out the operations efficiently. It 

is well evident that rather than sequential machines parallel provide cost-effective 

solutions as migration algorithms show lot of potential for parallelism. One such 

algorithm is Kirchhoff migration. The processing of Kirchhoff migration algorithm 

involves handling large volumes of data which needs high computational power. Most of 

the exploration companies cannot afford to have computational power or the estimate of 

the power they need on their own. Therefore there should be a model or technique by 

which oil and gas exploration companies can find out an estimate for the computational 

power they need. This thesis gives a model for estimating the computer power needed to 

run Kirchhoff migration algorithm for a given volume of data. 
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CHAPTER I 

 
 

INTRODUCTION 

1.1 The Goal 

In oil and gas exploration, seismic data is gathered by sending sound waves into 

the earth and then by listening for the responses that come back in the form of reflections 

from rock layers. The reflected waves are detected by receivers called geophones. These 

data are recorded and processed to generate 2-D seismic sections or a 3-D volume for 

geological interpretation. The time it takes for sound pulse to return back to the earth’s 

surface tells us how far the pulse has traveled. Thus we can determine from where the 

wave had reflected off rock layers and determine the position of those layers. Then 

several seismic data processing techniques are applied to the raw seismic data to produce 

seismic sections. This data processing involves processing large volumes of data in which 

high computationally intensive algorithms and applications are employed. To do this the 

oil and gas exploration companies require high compute power.  The goal of this thesis is 

to develop a theoretical model by which small or mid-sized oil and gas exploration 

companies, which do not have their own computational resources, can estimate the 

computational power they need to do the processing.
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1.2 Significance of the goal 

Seismic Data Processing has great importance in imaging earth’s geological sub-

structures for exploration of oil and gas deposits. The need for more detailed imaging of 

underground structures has increased, in order to make well informed drilling decisions 

during seismic exploration. These demands for more detailed imaging with high 

resolution have increased the amount of data being acquired, thus leading to an increase 

in the computational effort, often requiring parallel computers which can handle the large 

volumes of data with high intensive I/O operations and computationally complex seismic 

algorithms. A theoretical model that can estimate the computational power required for 

seismic data processing will be of great help to any oil and gas exploration company in 

the initial resource planning and budget applications. It will also help grid vendors who 

sell ‘computational power’ to approximately allocate resources and develop a matching 

pricing structure. 

 

1.3 The Approach: 

The parallel implementations of seismic algorithms are specific to a single 

parallel architecture. The parallel implementation of an algorithm differs from 

architecture to architecture. In this attempt we try to map the actual run time values of an 

algorithm implemented on a specific parallel architecture with the theoretically computed 

complexity of algorithm.  

To achieve this goal, we started with inspecting various seismic data processing 

techniques. The seismic migration process is identified as one of the most 

computationally intensive processes. Then we studied the functionality of the Kirchhoff 
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migration algorithm which is one of the most effective algorithm in terms of cost and 

time. Then, the sequential implementation of the algorithm is studied and the running 

time complexity is computed using the Random Access Model (RAM). As the Kirchhoff 

migration algorithm has high potential to be parallelized we studied its parallel 

implementation. For Kirchhoff algorithm’s parallel implementation we computed the 

asymptotic running time complexities, on n-processor parallel system. The actual running 

time values of the algorithm are taken from reference [1] which has a Kirchhoff’s parallel 

implementation on the PARAM 10000 system. By comparing the actual values and the 

theoretical complexities of the algorithm a relation between these two is established. A 

theoretical model which takes data volume as input and gives a close approximation of 

computational power needed for the application in terms of processors and running time 

is developed. 
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CHAPTER II 
 
 

BACKGROUND AND METHODOLOGY 

2.1 Basics of Seismology 

Seismic Exploration:  

Seismic explorations are done to locate oil and gas deposits. Towards this goal 

geophysicists perform seismic experiments in which sound waves are artificially 

generated. These waves and passed into the earth and the time required for the waves to 

travel from the source to a series of geophones is measured. 

 

Seismic sources:  

Seismic sources are the sources of energy generators which are sent into the ground for 

seismic explorations. The most often used sources are vibrator trucks, hammer blows or 

an explosions for land surveys, and air guns are used 

for marine surveys [2]. In land surveys the vibrator 

trucks continuously shake the ground starting from low 

frequency then progressively moving towards higher 

frequencies. In marine surveys, air-guns compress air to 

produce explosive blast of air into the water 

surrounding the air.                                                                         Fig 2.1 Vibrator Truck 
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Recording Equipment:  

The typical recording equipments are the geophones. These 

geophones are the spring-mounted electric coils moving 

with magnetic field, which generate electric currents in 

response to ground motion [3]. Typically geophones are 

connected in series to one another so that the summed 

signal is linked to one channel in multi-channel recording cable.      Fig 2.2 Geophone [4] 

 

Seismic data acquisition:  

In a typical seismic survey, a cable with geophones attached at regular intervals is laid 

out along a line or in an area. The seismic sources generate the seismic waves at regular 

intervals. As the source shot goes off, signals are recorded from each geophone for 

certain amount of time, producing series of seismic traces. Then the seismic traces are 

recorded on magnetic tapes in the recording truck. [5] 

 

 

Fig 2.3 Seismic data acquisition [6] 
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Seismic Reflections:  

Reflections of sound waves from the subsurface arrive at geophones at some measurable 

time after the source pulse.  If we know the speed of sound in the earth and the geometry 

of the wave path, we can convert that seismic travel time to depth.  By measuring the 

arrival time at successive surface locations we can produce a profile, or cross-section, of 

seismic travel times. [7] 

 

Fig 2.4 Seismic reflection surveying [8] 

Seismic Refractions:  

Seismic refraction involves measuring the travel time of the wave which travels down to 

rock surface, and refracted along the surface and return to the surface as a head wave.  

This happens when the wave crosses the interface between layers of two different 

velocities. Depending on the relative velocity of the medium, angle the wave leaving one 

medium is altered from the angle of incidence. Seismic refractions come into picture 

when the seismic velocities of layers increase with depth. So, when a wave is traveling 

from low-velocity layer to high-velocity layer with a particular incident angle it will be 

refracted along the upper surface of the lower layer. Therefore at some point of time 
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refracted wave will overtake the direct wave. Then this refracted wave will be recorded 

as first arrivals to all the geophones. As a result this will yield in incorrect results. [7]  

Common shot gather:  

The recorded traces for a single shot can be grouped together to form a common shot 

gather. To cover a greater subsurface area with reflection 

events, the shot and geophone locations are translated by the 

same distance and the common short gather experiment is 

repeated to give another shot gather. These experiments are 

repeated along a line until a sufficient subsurface coverage has 

been achieved. [9]                                                                    Fig 2.5 Common shot gather [9]                                                                

Common mid point gathers (CMG): 

 The data collected from common shot gathers are re-sorted so that they are in form of 

common midpoint gather. In common midpoint gathers any trace has a same source-

receiver midpoint. In CMG each trace is the reflection energy that is sampled at the same  

Fig 2.6 Common shot gather to Common mid point gather [9] 

place of the reflector as the other traces. Common mid point (CMP) gather represent only 

a subset of the information in the shot gathers. The number of traces in a CMP gather 

defines the fold of the data. Larger the fold, larger is the redundantly sampled subsurface 
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reflection points so after the stacking process, the stacked traces will have good signal to 

noise ratio. [9] 

Moveout Correction:  

In general, a reflection typically arrives first at the receiver nearest to the source. The 

offset between the source and other receivers induces a delay in the arrival time of  

 Fig 2.7 Normal move out correction [10] 

reflections from horizontal subsurface [11]. A plot of arrival times versus offset has a 

hyperbolic shape. This is called move out and when reflectors are flat it is called Normal 

moveout and if reflectors are dipping then we have dip moveout in addition to the normal 

moveout. For normal moveout correction a function of time and offset will be used to 

compensate for the effects of normal moveout.  

Stacking:  

This is a process where traces are added together 

from different records to reduce noise and improve 

overall data quality. The number of traces that 

have been added together during stacking is called 

the fold. The traces are summed together to 

improve the signal-to-noise ratio, reduce noise and 

improve seismic data quality.             Fig 2.8 Stacking process [12] 
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Traces from different shot records with a common reflection point, such as common 

midpoint (CMP) data, are stacked to form a single trace during seismic processing. 

Stacking reduces the amount of data by a factor called the fold. After this process most of 

the coherent noise in the traces are eliminated because of the time shifts applied which 

will align the reflections with one another in such a way that only the primary reflections 

are coherently added together. [9] 

 

2.2 Basics of Seismic data processing techniques: 

Seismic data processing:  

Processing of the seismic data basically involves noise suppression, signal enhancement 

and migration of the seismic traces to their true location in space. Processing steps 

typically include analysis of velocities and frequencies, static corrections, deconvolution,  

 

Fig 2.9 Seismic data processing [5] 
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normal moveout, dip moveout, stacking, and migration, which can be performed before 

or after stacking. Seismic processing facilitates better interpretation because subsurface 

structures and reflection geometries are more apparent. The typical seismic processing 

sequence is very well explained in detail in an online source from [5] which is explained 

as follows.  

The typical seismic data processing starts with reading the data recoded from the 

tape, all the traces recorded for a given short called short records are displayed (as in fig 

2.9)(1) as in fig. The next step in the process is editing (2) out the bad seismic traces, due 

to short circuits in recording equipment or due to noise interference. Then the common 

mid-point gathers (3) are collected in such a way that each gather of the trace belong to a 

common reflection surface point. In the next step direct arrivals and surface waves are 

removed by digital filtering called muting (4). The next step is to perform move out 

corrections (5) for the time the reflected ray spends traveling laterally, so the reflected 

arrivals are lined up.  These traces are then stacked which cancels out the noise and 

reinforces the reflected waves. The traces are added here to produce a single output trace 

as in (6). Then traces are shrunk by deconvolution method or by frequency filtering to 

improve the resolution (7). Thus steps (4) through (7) are repeated for each common 

reflection point and resulting seismic traces are displayed as seismic sections which can 

be interpreted.  

 
2.3 Basics of Migration techniques: 
 
Migration:  

Migration of the seismic data involves repositioning the measured seismic data to 

determine accurately the topology of the subsurface reflections. This process is best 
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useful in areas when rocks are more complex and not uniform with dipping reflectors. In 

general migration is done as another routine process on all the seismic sections, but the 

effect of the same might not be seen in all the scenarios. It moves the dipping reflections 

to their true subsurface positions and collapses diffractions thus increasing spatial 

resolution and yielding a seismic image of the subsurface. 

Fig 2.10 Migration [13] 

  Complex rocks scatter the echoing seismic waves in unexpected directions because of 

diffractions. Then stacked sections may show such subsurface features in wrong location, 

if imaged. Using migration an accurate picture of underground layers can be obtained. In 

this process the traces will be geometrically repositioned to their true subsurface position 

using migration algorithms. Migration can be performed in two domains time or depth. 

There are certain imaging problems that can be solved using time migration, but most 

complex problems need depth migration.  

There are two important migration methods:   

 Pre-stack migration: Pre-stack migration is essentially done when seismic data is 

adjusted before the stacking sequence occurs. This method can handle the most 

complex structures and velocity fields. 
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 Post-stack migration: Post stack migration is the process of migration in which 

the data is stacked after it has been migrated. This method is usually much faster 

than pre-stack migration, because stacking reduces by an order of magnitude the 

number of traces that must be processed. For the post-stack migration to be 

successful, the assumptions made in stacking must be well-founded. The 

amplitude of the stacked trace must represent [11] that of the normal incidence 

trace and reflected arrivals must be approximately hyperbolic. 

Migration process is usually performed on stacked data but as computational power is 

growing with time pre-stack migration is also becoming more common. Seismic 

migration algorithms are computationally complex, very intensive and require processing 

large amounts of data. Stacking reduces the amount of data to be migrated and improves 

the signal to noise ratio, yet the tasks remain computationally complex. In addition to this 

we also have models for processing three-dimensional data, which calls for dramatic 

increase in the computational requirements. Therefore migration is considered as 

computationally expensive operation. 

 

2.4 Kirchhoff Migration 
 
Kirchhoff migration:   

Kirchhoff migration is one of the approximate and affordable approaches. Kirchhoff 

migration is based on diffraction summation approach, in this method the amplitudes are 

summed along the diffraction hyperbola and the result is placed as its apex [1]. The 

aperture width used for the amplitude summation is an important parameter that affects 

the quality and performance of the Kirchhoff’s migration. This migration method uses 
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integral form of wave equation. All the methods of seismic migration involve the back 

propagation of seismic wave field from the region where it was 

 

  Fig 2.11 (a) Seismic section before migration         Fig 2.11 (b) Seismic section after migration[14] 

measured into the region to be imaged. In Kirchhoff’s migration this is done by using the 

Kirchhoff integral representation of a field at a given point as a super position of waves 

propagating from adjacent points [15]. Continuation of wave filed requires a background 

model of seismic velocity, which is usually a model of constant or smoothly varying 

velocity. Because of the integral form of Kirchhoff migration its implementation reduces 

to stacking the data along the curves that trace the arrival time of energy scattered by 

important points in the earth. 

 

Kirchhoff migration principle:   

The principle of Kirchhoff migration is that a wave field at a given point in space and 

time can be considered as the superposition of waves propagating from adjacent points 

due to diffractions. Using wave equation a point is represented as the sum (integral) of 

contributions from a surface enclosing (hyperbola) the given point.                     
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      Fig 2.12 (a) Migration ellipse [16]                               Fig 2.12 (b) Trace contribution[16] 

 

The wave equation is the basis for Kirchhoff migration. This equation is applied 

recursively to all the data points on space time plane to get each point on the depth plane. 

By summing along the hyperbolas when the equation is applied we get the imaging of 

subsurface. The point M in the fig 2.12(b) is a point scatterer. Wave incident on point M 

from any direction will reflect a wave in all directions. Model is superposition of such 

points.  
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Sequential Kirchhoff migration algorithm:  
 
The Kirchhoff migration is used to model each point in the depth (x, z) plane by a 

hyperbola in the data (x, t) plane. In the pseudo code below the parameters ih refer to the 

separation of a point on a hyperbola from its top at ix.  This algorithm computes 

corresponding z point by summing each t on a given x point to get the z point in (x, z) 

plane [17] and then plot back the (x,z) migrated point in the (x,t) plane. The terms nx 

refers total number of ‘ix’ (trace) points, nt refers to total number of ‘it’ (time) levels, h 

refers to maximum trace number in aperture width and nz refers to total number of depth 

points in (x,z) plane.  Pseudo code of the 2D Kirchhoff migration algorithm is as follows 

KIRCHHOFF MIGRATION (nx, nt, h, velocity, nz)  

Do ix = 1, nx 

 Do it =1, nt 

  Do ih = -h to +h 

   iz =  22 (ih) -  velocity)*(it  

   ig = ix + ih 

   zz(iz, ix) = zz(iz, ix) +tt(it, ig) 

  od 

 od 

 

Do iz = 1, nz 

  Do ih = -h to +h 

   it =  )/velocityih  (iz 22   

   ig = ix + ih 

   tt(it, ig) = tt(it, ig) +zz(iz, ix) 

  od 

 od 

od 
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2.5 Time Complexity Analysis 
 
Time complexity analysis Basics: 
 
To analyze an algorithm is to determine the amount of resources algorithm needs to 

execute it. The efficiency and complexity of an algorithm is stated as a function of input 

size to number of steps which is measured as time complexity or output locations which 

is measured as space or memory complexity. Algorithm analysis is one of the important 

aspects in computational complexity theory, which provides theoretical estimations for 

the resources needed by an algorithm for solving a given computational problem [18]. 

Such estimations can provide us with insight in identifying efficient algorithms. By 

theoretically analyzing algorithms we estimate their complexity in asymptotic sense. 

Asymptotically means we estimate the complexity function for reasonably large inputs.  

This is represented as Big O notation, omega notation and theta notation. Different 

implementations of the same algorithm may differ in efficiency, but in most cases 

efficiencies of two reasonable implementations of a given algorithm are related by a 

hidden constant. 
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Complexity of 2D Kirchhoff migration Algorithm: 

Finding asymptotic running time of Kirchhoff migration algorithm 

 

 

 

 

 

 

 

The running time of the algorithm is the sum of running times for each statement 

executed; a statement takes ci steps to execute and is executed n times will contribute ci n 

to the total running time. To compute T(n) the running time of Kirchhoff algorithm we 

sum the products of the cost and times columns obtaining 

 

    654321 )()()(1()1()1()( CXTHCXTHCXTHCHXTCTXCXnT              

         1110987 )()()()]1([)]1([ CXZHCXZHCXZHCHXZCZX    

KIRCHHOFF MIGRATION (nx, nt, h, velocity) 

Do ix = 1, nx 

 Do it =1, nt 

  Do ih = -h to +h 

   iz =  22 (ih) -  velocity)*(it  

   ig = ix + ih 

   zz(iz, ix) = zz(iz, ix) +tt(it, ig) 

  od 

 od 

 

Do iz = 1, nz 

  Do ih = -h to +h 

   it =  )/velocityih  (iz 22   

   ig = ix + ih 

   tt(it, ig) = tt(it, ig) +zz(iz, ix) 

  od 

 od 

od 

 

Cost Time 
 
C1    (X+1) 

C2    X(T+1) 

C3   XT(H+1) 

C4    XTH*1 

C5    XTH*1 

C6    XTH*1 

 

 

 

C7    X(Z+1) 

C8    XZ(H+1) 

C9    XZH*1 

C10   XZH*1 

C11   XZH*1 
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543322211 )()()()()()( CXTHCXTHCXTCTXHTCXCCXTCXCnT                  

         988776 )()()()()( CXZHCXZCXZHXCCXZCXTH                

         1110 )()( CXZHCXZH   

 

)()()()( 321110986543 CCXTCCCCXZHCCCCXTHnT   

        122187 )()( CTCCCXCCXZ   

 

)()( XZHXTHOnT   

This running time can be expressed as an3 + bn2 + cn + d for constants a, b, c and d that 

depend on statement costs Ci. 

The worst case running time can be expressed as 3rd degree polynomial. 

Asymptotic Notation for the same is as follows 

)()( XZHXTHOnT   

Worst Case analysis  

This characterizes the asymptotic behavior of function by providing an upper bound on 

the rate at which the function grows as XTH+XZH gets large. (Worst case analysis)  

 

2.6 PRAM Model Introduction 
 
Parallel Random Access Model (PRAM): 

The theoretical models are termed as abstract models for developing algorithms. 

In a uniprocessor computing environment Random Access Model (RAM) is widely used 

in developing algorithms. This model had made it possible to develop uniprocessor 

algorithms and establish the algorithm performance relatively independent of the specific 

uniprocessor system on which program is to be run. This model had the property that 
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algorithm that worked well on the model worked well on real serial computers regardless 

of architectures.   

When we talk about parallel computers, we can find many abstract models of 

computation. However there is no model that is as simple and straightforward as RAM. 

The reason for this might be because of difficulties involved in formulating a simple 

model generalizing for all parallel computers as there are several variations among the 

parallel architectures themselves. Parallel Random Access (PRAM) model is a 

straightforward and natural generalization of RAM. It is a simple synchronous shared 

memory model. It consists of a collection of p sequential processors, each with its own 

private local memory and communicating with each other through a shared global 

memory. The input to the parallel algorithm consists of n items stored in n shared 

memory cells and output is n’ items stored in n’ shared memory cells. [19] 

A PRAM computation is a sequence of steps alternating between three types of 

instructions: 

 read  

 compute  

 write 

As in RAM model all the three steps are assumed to take unit time in the model. This 

model is relatively easy and simple to use as its shared memory abstraction hides the 

details of the interprocessor communication and synchronization.  

As discussed in [20] mapping PRAM algorithms onto actual shared memory 

MIMD (Multiple instruction multiple data) machines is not straightforward, because 

many of the realistic machines have limited communication capabilities than the PRAM. 
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The PRAM model assumes each processor can access any shared memory cell in unit 

time, but in reality the realistic machines are more limited. To model shared memory 

synchronous parallel computers [21] we need to consider variations such as EREW-

PRAM (exclusive read, exclusive write-PRAM), CREW-PARAM (concurrent read, 

exclusive write-PRAM) and CRCW-PRAM (concurrent read, concurrent write-PRAM) 

that account for differences in memory access conflict resolution schemes. Another 

aspect of PRAM model is asynchronous shared memory parallel computers. Since many 

of the existing MIMD parallel machines are asynchronous PRAM assumes the processors 

execute in lock-step. In order to effectively support a large number of processors, and 

multiple instruction streams realistic machines must permit each of the processor to 

execute its instruction independently of timing of the other processors. These aspects are 

well described in [20] where it focuses on asynchronous PRAM model.  

 

Asynchronous PRAM [20]: 

We now present the discussion on asynchronous PRAM from reference [20] in this 

section. Similar to basic PRAM model the Asynchronous PRAM model too [20] consists 

of p sequential processors, each with its own private local memory, communicating one 

another through a shared global memory. In this case each local processor has its own 

local program. In Asynchronous PRAM each processor executes its instruction 

independently of the timing of the other processors without any global clock. A processor 

can issue up to one instruction per local clock tick and an instruction is said to be 

complete after a finite delay. In this case there are four types of instructions: 
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 Global reads: reading the contains of shared memory locations into a local 

memory location 

 Local operations: typical operations performed on data present in local memory 

and the result is also stored in local memory. 

 Global writes: writing the contents of local memory cell into global memory cell. 

 Synchronization steps. 

A synchronization step among set of S processors is one in which each processor in S 

waits for all the processors in S to arrive before continuing in its local program. All the 

instructions for processors in S prior to synchronization step should complete before any 

processor in S issues an instruction from its next phase. However, all the processors can 

read and write to the shared memory asynchronously, but no processor can read the same 

memory location that another one writes unless there is a synchronization step involving 

both the processors between the two accesses.  

In general PRAM a processor at step i can use the fact that all the processors have 

completed step i-1. Whereas, in asynchronous PRAM, because of absence of global clock 

and possible arbitrary delays a processor at instruction i does not automatically know the 

progress of the processors. Therefore in order to be sure that all the accesses to a global 

location at a point in the computation have completed, the processor must synchronize 

with all other processors that might be accessing the location. 
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2.7 Parallel Kirchhoff migration: 
 
Parallel Kirchhoff migration details: 

The parallel version of Kirchhoff migration algorithm adheres to the entire 

properties PRAM model. This algorithm is more like Asynchronous PRAM because each 

migration location process is independent of one another. From the reference [1] we can 

see that Kirchhoff time migration is implemented using MPI I/O parallel programming 

environments by Centre of Development of Advanced computing, (C-DAC) located at 

Pune, India. The Kirchhoff time migration algorithm for both 2D and 3D data volumes 

are developed and implemented on a 100 GF distributed memory parallel computer, also 

known as PARAM 10000. For this effort synthetic data set for an overthrust model, 

provided by SEG/EAGE is used for testing of the codes.  

 

Pseudo-code for Parallel Kirchhoff migration algorithm from reference [1]: 

 

INPUT DATA: 

Pin (x, y, t)    stacked data in SEGY Format 

Vrms (x, y, t)   rms velocity data 

PHASE CONVERSION OF INPUT TRACES 

Pphase (x, y, t)    Apply the 45/90 degree phase-shift to 2D/3D input traces 

Calculate the aperture function 

MIGRATION COMPUTATION 

For I = 1, 2, ….. No. of seismic lines. (For 3D data only) 

{ 

For J = 1, 2, ......., No. of output locations (for 2D and 3D data both) 

{ 

Calculate the no of cdp required for this migration location 

Using the maximum half-aperture width from the aperture function. 

Get the First and the last input cdp number 
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For K = First input cdp, Last input cdp 

{ 

1. Calculate the hyperbolic trajectories for each input trace at each 

time level 

2. Interpolate the input trace and phase-shifted trace using the sinc interpolation 

3. Calculate the obliquity and spherical spreading factors for input 

trace for each time level 

4. Multiply the interpolated input trace with obliquity factor and multiply 

the interpolated phase shifted input trace with spherical spreading factor. 

Add both the traces. 

5. Carry out summation of this input trace according to the aperture 

function of that location for each time level. 

} 

write the migrated traces in the output file according to the output locations. 

} 

} 

OUTPUT 

Pout (x, y, and t)  migrated seismic section 

 

Explanation of paralleling the above code:  

The above parallel algorithm is inline with the asynchronous PRAM model of 

computation. The output locations loop is parallelized. In the parallel implementation of 

the algorithm migration location and velocity will be computed by the master processor 

and send to the slave processors. Based on the migration location master can calculate the 

first and last common depth points (Cdp) (amount of input data for migrating their 

locations) and sends it to the worker processors. Once the master sends the required 

information for division of migration locations the workers read their potion of input data 

directly from data volume. This is like slave processor reading from global memory 

location as in asynchronous PRAM model. Then the slave processors do all the required 
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computations and write the migrated output directly to the disk. This is writing back the 

results back to the global location. 

Time Complexity using PRAM:  

Finding complexity of parallel algorithm is no different from complexity of sequential 

algorithm. 

MIGRATION COMPUTATION 

          Cost   time 

For I = 1, 2, ….. No. of seismic lines. (For 3D data only) -----------------  C1       (I+1) 

{ 

   For J = 1, 2, ......., No. of output locations (for 2D and 3D data both) - C2     I(J+1) 

   { 

      Calculate the no of cdp required for this migration location------------------ C3     IJ * 1 

      Using the maximum half-aperture width from the aperture function. ------- C4     IJ * 1 

      Get the First and the last input cdp number 

      For K = First input cdp, Last input cdp ------------------------------------ C5   IJ (K+1) 

      { 

            1. Calculate the hyperbolic trajectories for each input trace at each --- C6     IJK * 1 

               time level 

           2. Interpolate the input trace and phase-shifted trace using the sinc ----- C7     IJK * 1 

               interpolation 

           3. Calculate the obliquity and spherical spreading factors for in--------- C8     IJK * 1 

              trace for each time level 

           4. Multiply the interpolated input trace with obliquity factor ------------ C9     IJK * 1 

 and multiply the interpolated phase shifted input trace with 

 spherical spreading factor. 

             Add both the traces. 

         5. Carry out summation of this input trace according to -----------------C10     IJK * 1 

the aperture function of that location for each time level. 

      } 

      write the migrated traces in the output file according ------------------------C11     IJK * IJK 

      to the output locations.  

   } 
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} 

 
The running time of the algorithm is the sum of running times for each statement 

executed; a statement takes ci steps to execute and is executed n times will contribute ci n 

to the total running time. To compute T(n) the running time of Kirchhoff algorithm we 

sum the products of the cost and times columns obtaining 
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2.8 Methodology 

Proposed Plan for solution: 

The methodology for the solution of the problem is explained in this chapter. To 

achieve the goal firstly, after identifying seismic migration as one of the most compute 

intensive process we studied the function of Kirchhoff migration algorithm which as most 

effective algorithm in terms of cost and time and understood the sequential 

implementation of the same and computed the running time complexity of the same using 

the RAM model. As the Kirchhoff migration algorithm has high potential to be 

parallelized we studied the parallel model of the same. The theoretical complexity of the 

algorithm is computed in form of the asymptotic running time complexities of the 

algorithm for a single processor system as well as for p-processor parallel system. From 

reference [1] we use the results of the Kirchhoff’s parallel implementation on the 

PARAM system.  

In our proposed solution we are mapping the algorithmic theoretical complexity 

with the actual values obtained by the running the Kirchhoff algorithm on the actual 

PARAM System. From the reference [1] we have the results of running the Kirchhoff 

time migration parallel implementation code on PARAM 10000 computer with 40 nodes 

having 4 CPUs and 513 MB RAM per node. From their results we have execution times 

in seconds when the data set of volume 61 MB of input size segy seismic data and 52 MB 

velocity data run on 32 processors as we get the total execution time as  48 min. In 

similar way the data has been collected for same input size and for different no. of 

processors like 8, 16 and 24. Now using the same input size of the data we substitute the 

input values into the theoretically computed worst case running time asymptotic 
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functions and get the values in terms of flops of a factor Kp. We also convert the actual 

run time values from the reference [1] in terms of flops of processors. Once we have both 

the values obtained theoretically and actual values from the PARAM system, we relate 

the functional behavior of both by proposing a function in terms of input size and number 

of processors which gives compute power in terms of execution times. By this we attempt 

to established a theoretical model which takes data volume as input and can give a near to 

close approximation of compute power in terms of running times.  

Theoretical function to be used will be  

For p processor system it will be T (n/p) = O((IJK)2/p) + O(I) 

 Where I = no of seismic lines to be taken in case of 3D data 

  J = no of output locations (X points to consider) 

  K = Cdp values. 

Using these three parameters running time of the algorithm on p processors can be 

found out. 

The function derived will take the input data size. Defining a function or mapping 

between theoretical and actual is not only the goal of this thesis but we will also examine 

the sources of inaccuracies which need to be considered while using the compute power 

function. We will also explain the ideal case if we take into consideration all the unstated 

assumptions and approximations and what are the effects of those inaccuracies on the 

solution proposed. 
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2.9 Review of Literature 

Reference [1] presents the parallel implementation of 2D and 3D Kirchhoff migration 

algorithm. The reference describes a new approach in aperture width selection which is a 

crucial factor in obtaining a high resolution image of the subsurface structures. It also 

discusses about the implementation of the parallel algorithm for Kirchhoff time migration 

for 2D and 3D data sets. The parallel algorithm is developed on PARAM 10000, a 

distributed memory parallel system consisting of 40 nodes. Each node has 4 CPUs and 

512 MB of RAM.  Nodes are interconnected through high speed network for 

communication and the clusters use NFS (Network file system) and MPI (Message 

passing Interface) calls to communicate and synchronize between the processors. The 

implementation of the algorithm is based on Master-Slave model system. In Master-Slave 

system, the job of the master is to provide the required data and parameters to the slave 

processors and also distribute the work among those processors in such a way that it 

minimizes the idle time of the workers and also it is the master’s responsibility to collect 

the result of finished work from the slave processors. This is the general idea about 

master slave system. In actual MPI I/O parallel implementation master sends only the 

required parameters to workers and identifies the portion of the data to be processed by 

each worker. Then it is the worker’s job to read the needed input directly using MPI I/O 

and processes that data and writing back the migrated results directly on the disk using 

MPI I/O. The parallelization of Kirchhoff migration algorithm uses the data-parallelism 

approach and the parallelization is done over the output locations (for X locations). Each 

migration point and its corresponding velocity which can be a constant velocity for the 

whole model or can be varying one is send to the slave processor after computing the 
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Common depth points (Cdp) for that location and also identifies how much data has to be 

each worker requires for migrating the locations. In a 2D case output locations are Cdp 

locations of a line, and incase of 3D they are seismic lines. In the parallel implementation 

with MPI I/O, master is said to send only parameters required for migrating location and 

velocity to the slave. It is the job of the slave to read the locations from the global data 

volume and process the calculations and write the migrated output directly to the output 

location. 

The parallel algorithm for the 2D and 3D Kirchhoff migration is applied to the 

data set of SEG/EAGE (1997) overthrust model with 101x25 CDP traces with inline 

spacing of 100m  and crossline spacing of 100m and interpolated data is 401x97 CDP 

traces with both inline and crossline spacing of 25m. Each CDP trace has 350 time 

samples with sampling rate of 8ms. 

The scalability of the algorithm is studied by running the code on several CPUs. 

Some data with execution times as function of the no. of processors has been recorded 

and found from their results that the graph is scalable. The proposed solution to the 

problem makes use of the parallel implementation results from the above approach and 

attempts to map a function between theoretical running time complexities computed from 

the algorithm and the actual run times of algorithm. And finding out the estimated run 

times by substituting the real data set used in the reference [1] into the theoretical 

asymptotic function and the model derived. 
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CHAPTER III 
 
 

RESULTS 
 

3.1 Solution Approach 

The solution for the problem is explained in this chapter. In Process of finding 

this solution firstly Kirchhoff migration implementation on sequential machines is 

studied and the running time complexity is computed following the RAM model. Then 

we studied the parallel model of the same algorithm and complexity of the parallel 

version of algorithm is computed. Kirchhoff migration can be separated into 2 steps 

firstly each point in the depth (x, z) plane is imaged from the hyperbola summation in the 

data (x, t) plane then the next step is to model the migrated point back into the data (x,t) 

plane to get back the effect of the migration process. The first part is time to depth 

imaging and the second part is depth to time modeling.  

These asymptotic complexities are used in computing the parallel complexity of 

the parallel Kirchhoff migration algorithm. This is explained in greater detail later in this 

chapter. The actual running time values of the Kirchhoff migration are taken from 

reference [1] which has parallel implementation code on PARAM 10000 computer with 

40 nodes having 4 CPUs and 513 MB RAM per node. From these results we have 

execution times in seconds when the original data set of SEG/EAGE (1997) Overthrust 

model which had 101x25 CDP Traces with inline and crossline spacing of 100m was 

used. The original Execution time Vs. No. of processors graph is below. 
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Fig 3.1 Actual running time graph of Kirchhoff migration algorithm on PARAM 10000 [1] 

The table of actual values of execution times in seconds taken from the above graph is 

given below: 

No. of Processors Exec. Time in Sec 

8 11000 

16 5800 

24 3900 

36 3000 

Table 1: Actual running times of Kirchhoff migration on PARAM 10000 computer. 

The same input size of the data is used to compute the theoretical running time values of 

the algorithm from asymptotic functions. The theoretical asymptotic running time for the 

parallel Kirchhoff migration algorithm is expressed as  

T(n)  = O ((I2J2K2)/p) + O (I) 

This is the running time for the algorithm executed on p processors 
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Where the asymptotic function parameters are  

 Where I = no of seismic lines to be taken 

  J = no of output locations (Z points to consider) 

  K = Cdp values. 

From the reference [6] findings we have the input data set values which are 101x25 CDP 

traces. From this we can infer that  

 no of seismic lines to be considered are 101  

 no of output locations will be 101 times 25 (101*25) which is 2525 

 Cdp values can be taken as 104 which are obtained from maximum 

aperture function. 

This gives us I = 101, J = 2525 and K = 104. 

Now plugging in these values into the asymptotic function gives us the approximate 

running times for p= 8, 16, 24 and 32. The table below shows the values. 

 

No. of Processors Theoretical Flops per processor 

8 8.7925x1013 

16 4.3962x1013 

24 2.930x1013 

36 2.1981x1013 

 

Table 2: Theoretical flops calculated from asymptotic function of Kirchhoff migration algorithm 
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The graph showing the execution time computed using the asymptotic function is shown 

below: 
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Fig 3.2 Graph of theoretical flops calculated from asymptotic function of Kirchhoff migration  

 

The execution time ratios of the actual values and the theoretical values when 

compared it is found that theoretical and actual values approximately are having the 

similar increase. The parallel implementation of the Kirchhoff algorithm is implemented 

on PARAM 10000 computer whose system parameters specify the per processor flops of 

the computer as 800 Mflop/s. with processor speed of 400MHz [22]. The actual running 

time values obtained from reference [1] are also expressed in flops by multiplying with 

the PARAM 10000 computer flops i.e., 800 MFlops/s and are equated to the theoretical 

flops the theoretical values obtained are expressed as factor of Kp in terms of flops. 

Similarly the actual values obtained from reference [1] are also expressed in terms of 

flops, since the theoretical values should match the actual values these two results are 

equated as below and corresponding Kp values (units of Kp are flops) are calculated:   

valuesTheorticalKValuesActual p __      
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3.2 Results 

Thus we get the values of Kp for p= 8,16,24,36 processors. The table and its 

corresponding graph below shows the values and behavior of Kp values. 

 

No. of Processors Kp Values 

8 0.100 

16 0.105 

24 0.106 

32 0.109 

 

Table 3:  Kp values  
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Fig 3.3 Graph of No. of processors Vs. Kp values obtained by equating actual and theoretical flops. 

A graph is plotted using the Kp values from the table 4. We have to note that the 

graph is plotted only using the first three values i.e., 8, 16 and 24 Kp values. The reason 

for doing so is, we define a model using the first three values of Kp and verify its 
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correctness by obtaining the Kp value for 32 processors using the model, similarly we can 

extended this to get values for any no of processors p. 

Using the Kp values from the graph, we develop a linear model for the Kp using 

simple linear regression method in form of equation y = m(x) + b where values of m, and 

b are calculated using implicit linear regression formulae [23]. 
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In our case the linear model will be 

bprocessorsofnumberaK p  __ , where a is to be determined by regression. 

a is slope of the equation determined using linear regression slope formula. 

The values obtained for a, b intercept and r are in table 5. below: 

Parameters Values 

A 0.000405 

B (y intercept) 0.097537 

R 0.9253 

 

Table 4: Table of values for slope, y-intercept and correlation coefficient for linear model of Kp and 

no. of processors 

Evaluation notes were added to the output document. To get rid of these notes, please order your copy of ePrint IV now.

http://support.leadtools.com/ltordermain.asp?ProdClass=EPRT1


 37 

The r value which is correlation coefficient is obtained as 0.9253. The value of r closer to 

1 indicates that there is an excellent linear reliability between  

Kp and no. of Processors.   

So, 097537.0__000405.0  processorsofnumberK p  

Therefore Kp is found by linear regression method. 

We now estimate the running time of the algorithm using the Kp values from the above 

model, which gives us estimated flops for 8, 16, 24 and 32 processors. The values are 

shown below 

No. of Processors Kp Values 

8 0.1007 

16 0.1040 

24 0.1072 

32 0.1104 

 

Table 5: Table of Kp values calculated using the linear model of Kp and no. of processors 

We multiply the Kp values with the Theoretical flops from table 2 to get the estimated 

flops for the algorithm on 8, 16, 24 and 32 processors. These values are divided by the 

actual system’s processor flop capacity to get the running times in seconds. In this case it 

will be PARAM 10000 computer per processor flop capacity which is 800 Mflop/s. to get 

the estimated running time. The table 7 shows the estimated running time of the 

algorithm. 
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No. of Processors Estimated running time in sec 

8 11062 

16 5712 

24 3925 

32 3025 

 

Table 6: Table of estimated running times of the Kirchhoff migration algorithm  

 

The graph below shows the trend of estimated running time and actual running time of 

the Kirchhoff migration algorithm. 
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Fig 3.4 Comparative graph of actual and estimated running times. 
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Therefore this model can be defined as  

Actual running time for the application = Kp (theoretical running time of the algorithm) 

 

3.3 Explanation of the results 

Given a compute intensive algorithm we can always compute the time complexity of the 

algorithm and based on the processor peak performance flops of the network/system 

architecture we can compute the Kp values from the simple linear model  

bprocessorsofnumberaK p  __  

that is proposed. Using the factor of these two will approximately give us the actual 

running time of the algorithm on specific architecture.  
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3.4 Assumptions and Inaccuracies in the model 

The model proposed is not perfect as there are some of assumptions and inaccuracies.  

Few such things are discussed here. 

1. The aperture width function used in Kirchhoff migration algorithm plays a good 

part in getting the more accurate migration results. In our study this has been 

made a simple and a more general function which applies the same equation for 

every point of migration is used. Using a more optimal method of aperture 

function might increase or decrease the complexity of the algorithm which might 

improve the results. 

2. The model is just tested on single data set due to the restrictions on resources to 

get more data sets. Testing on more data sets might result in better understanding 

of the model this identifying the errors and approximations more easily. 

3. In terms of computation aspects the parallel algorithm used in creating this model 

is implemented on a specific architecture. In theoretically computing the time 

complexity of algorithm we ignore the actual time required for the processor 

synchronization and the communication time between master and slave 

processors of the architecture. This time might be of great importance in real life. 

4. The model is proposed based on single application of the seismic data processing. 

Taking all other data processing algorithm will results in more accurate model for 

resource estimation. 

5. The study is more based on contact velocity model, a varying velocity model will 

have a better results. 
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CHAPTER IV 

 
CONCULSION 

 
 

This thesis describes creation of a new theoretical model using which, an estimate 

of computational power needed can be found for a seismic migration. In process of 

working towards this goal we map the theoretical complexity of one compute intensive 

migration algorithm, the Kirchhoff migration with the actual results of running time of 

the algorithm. In the course of this thesis we identified migration process as most 

compute intensive process and had examined the Kirchhoff migration algorithm in detail 

and computed the running time complexity of the algorithm on a serial computer 

architecture and parallel architecture. The results and the input data sets from parallel 

implementation of Kirchhoff migration algorithm on PARAM 10000 computer by 

researchers at C-DAC, India are used in process of defining the model proposed. 

The importance of this thesis is by proposing such a theoretical model we will be 

helping oil and gas exploration companies in initial resource planning and estimating the 

compute power they require for compute intensive processes.  The model is completely 

based on theoretical study of the algorithm rather than empherically obtaining the results 

by actually running the application on system architecture. All the techniques used in this 

thesis towards achieving the goal are done in an analytical fashion either deriving the 

values of processor flops using regression or running time asymptotic notations. 
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In this study we use the theoretical results and the actual running time values of an 

algorithm and try to map a linear relation between them.  In this process we convert the 

values obtained theoretically and actual values in terms of Flops that particular computer 

architecture can handle and equated them to get a factor Kp. The behavior of Kp being 

linear we derived the Kp value using regression and proposed a model using this Kp value 

for the problem. 

In future the Kirchhoff migration implementation should be done and tested on 

different parallel architectures and the actual and theoretical results should be compared 

and by doing so, this model can be made more universal. Apart from this the same 

procedure can be extended to many other seismic processes and algorithms and a model 

can be created involving all the processes complexities thus giving a complete solution  

for oil and gas companies.
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Scope and Method of Study:  

The seismic exploration is primary tool in search for oil and gas exploration. The 
results from these explorations are used to produce images of the earth’s subsurface, that 
geologists analyze for understanding the earth subsurface picture. Seismic migration 
process is one of the most computationally intensive steps of all the seismic data 
processing sequence. Migration techniques are highly compute and I/O intensive and 
therefore require high performance systems to carry out the operations efficiently. It is 
well evident that rather than sequential machines parallel computers provide cost-
effective solutions as migration algorithms show lot of potential for parallelism. One such 
algorithm is Kirchhoff migration. The processing of Kirchhoff migration algorithm 
involves handling large volumes of data which needs high computational power. Most of 
the exploration companies cannot afford to have computational power or the estimate of 
the power they need on their own. Therefore there should be a model or technique by 
which oil and gas exploration companies can find out an estimate for the computational 
power they need. This thesis gives a model for estimating the computer power needed to 
run Kirchhoff migration algorithm for a given volume of data. 
 
Finding and Conclusion: 

In this thesis we propose a new technique by which this calculation of resources 
can be found using a model. Towards this goal we are trying to map the theoretical 
complexity of one compute intensive migration algorithm, the Kirchhoff migration   with 
the actual results of the same algorithm whose parallel implementation is done on 
PARAM 10000 computer by some researchers at C-DAC, India. The theoretical results 
and the actual running time values of an algorithm are used and we map a linear relation 
between them.  In this process we convert the values obtained theoretically and actual 
values in terms of Flops that particular computer architecture can handle and equated 
them to get a factor Kp. The behavior of Kp being linear we derived the Kp value using 
regression and proposed a model using Kp factor. Based on migration algorithm results 
we generalized this model. Using this mapping we derive a function which gives the 
amount of resources in terms of processors and execution times. Using this we can 
suggest a cluster or grid confirmation. This attempt will be an initial step towards the goal 
of finding complete grid confirmation accurately.  
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