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CHAPTERI

INTRODUCTION

1.1 Existing Technologies in Communication

With advancement in technology demands have ineceds today’s world, the
user always wants to remain connected to the wadridformation. The traditional wired
systems are no longer enough to suffice currentisie&s a result we see computing
being applied to more demanding and diverse agit® Computation combined with
mobility aids in the development of dynamic netwsr®ne of the important discoveries
in this direction is that of Wireless Sensor NetkgofWSNSs). Wireless Sensor Networks
today play a critical role in helping to solve soofehe most pressing problems facing
human society. These include environmental mompritraffic control, detecting
terrorism attacks, controlling nuclear power plamtsonitoring human health, and
detecting enemy movements in battlefield etc. tmeéna few. These sensors are fragile
devices with batteries that provide minimal powdience computational and
communicational capabilities of these devices aw® wimple and minimal. Typically,
after the batteries are exhausted, the sensorsFdi¢hermore, there is no backbone
infrastructure such as routers or switches in #tevark; therefore the information sensed
by a sensor is routed through other sensors tea $tation. In some environments these
sensors are deployed in a controlled manner. Howeéveother environments there is
little control on how these sensors are deployeehdd, these sensors must be able to

self-configure with no external support.



Due to constraints caused by limited resourceen$ars, any sensor networking
protocol must be energy efficient. A number of gyezfficient communication protocols
for sensor networks have been proposed to extemdifttime of the network in the
literature. It has been shown that clustering redudhe energy required for
communications in sensor networks and a large nuwfi@®mmunication protocol based
on clustering techniques have been proposed inlitdr@ature. The security of these
networks is important in some types of environmeisr example in a battlefield
scenario, it is essential to secure the netwotkhaban enemy combatant cannot infiltrate
the network either to gather information or to atjéalse information. A number of
security protocols based on key management hava pesposed in the literature.
However, as far as we are aware of no protocol thias into account both energy and
security has been proposed to-date in the litezatur this thesis we propose a novel
approach to secure, energy efficient sensor networkmunication protocol based on
clustering and a key management scheme based amgeyfirst proposed by Gligor [9].
This scheme is proposed for flat level topologywweks (networks that do not have
clustering). In this scheme a trust model is eshbtl using this key sharing technique.
The nodes that share keys are trusted nodes agdh@y can communicate with each
other. Furthermore, we extend this protocol by wppglthe concept of ‘force’ to improve
configuration of the network, thus further improyirthe energy efficiency of the
protocol. The concept of force was first repoiiteflL4]. This force is used to redistribute
the nodes in the network and then clustering idieghpo them. In this thesis we propose

a number of energy efficient secure protocols. €haslude a secure clustered protocol,



a secured clustered protocol that takes into addiendegree of neighboring nodes and
finally a secure cluster protocol that considerthldbe degree of neighboring nodes and
applies the concept of force. Simulations resshsw that our proposed protocols
provide energy efficiency as well as security wille last protocol that applies force
providing the best results.

The rest of the thesis is outlined as follows. hater two we review the previous
work that has been done in energy efficient sepsatocols and secure sensor network
protocols. In chapter three we define the problem #the motivation for this work. In
chapter four we describe our secured energy eficdeheme and chapter five concludes

the thesis with results and future work.



CHAPTERIII

LITERATURE REVIEW

2.1 Routing Protocols for Wireless Sensor Networks

Routing in WSNs is very challenging due to sevehalracteristics that distinguish
them from contemporary communication and wirelest@c networks. Some of the
main reasons, which make routing challenging, are:

« ltis not possible to build a global addressingesol for deployment of sensor

nodes due to sheer number of sensor nodes.

« All the nodes are required to sense data and $éméicommon node typically
a base station or the aggregation point.

« As there are large number of sensor nodes depioyaay network so the data
sensed by adjacent nodes is more or less the gantecols must therefore be
designed to exploit this redundancy and thus sawepin the network.

« The sensor nodes are tightly constrained in tefmnesi@rgy, transmission power,
processing capability etc so any routing protocostibe able to do efficient
resource management.

Since the evolution of WSNs, different schemes H@een devised for routing. Some of

the different protocols for data routing are ddssdi below.



2.1.1 Data Centric Protocols

In a network having large number of sensor nodas ot possible to assign
global identifiers to each node due to sheer nunolberodes deployed. Due to lack of
global identification along with random deploymenit sensor nodes makes it very
difficult to select specific set of sensor nodebeoqueried. Therefore data is transmitted
from every sensor node within the deployment regioth a lot of redundancy. This
result in wastage of lot of power of the networkreating protocol that will be able to
select a set of sensor nodes and utilize data ggigpe during the relying of data have
been considered. This consideration has led talideovery of data centric protocol. In
data centric routing sink issues queries to ceragons and waits for the response from
those regions. As data is requested through queiggute based naming is necessary
to specify properties of data. Some of the protmoahich come under this category, are

described next.

2.1.1.1 Sensor Protocol for Information via Negimbia (SPIN)

The idea behind SPIN is to name the data using-lexgl descriptors or
metadata. Before transmission metadata are exchagtgeeen the sensors via a data
advertisement mechanism, which is the key feat@rfS8RIN. Upon receiving new data
each node indicates this to its neighbors and iterasted neighbors (which do not
already have the data) retrieve the data by serdliregjuest message. Thus in this way

duplicate data can be prevented. There are thressages in SPIN to exchange data



between nodes: ADV to allow a sensor node to abeed particular metadata, REQ to
allow a sensor node to request the data and DA&Adarries the actual data. One of the
advantages of SPIN is that topological changes db affect the communications

between nodes, as a node only needs to know alsmeighbors. The main disadvantage
with spins is that it does not guarantee the delie¢ data. For example if the source and
destination are far away and the intermediate nagesot interested in the data, then

they may not request it from the source and in thendestination would not get the data.

Figure 1. SPIN protocol.



2.1.2 Directed Diffusion

Directed diffusion is an important milestone inalaentric routing research. The
main idea is diffusing data through sensor nodesidigg a naming scheme for data.
Node A starts by advertising its data to node BNmde B responds by sending a request
to node A (b). After receiving the requested datp the node B then sends out
advertisements to its neighbors (d) who in turndseequest back to B (e-f) [2]. This
scheme aims to get rid of the unnecessary operafioetwork layer routing in order to
save energy. Direct diffusion suggests the useanfewvalue pair for the data and queries
the sensor on an on demand basis by using thos& paiorder to create a query, an
interest is defined using a list of attribute vahsers such as name of the object, interval,
duration, geographic area etc. A sink through égimbors broadcasts the interest. Each
node receiving the interest can do the cachindpter use. The interests in the caches are
then used to compare the received data with theesah the interest. The interest entry
also contains several gradient fields. A gradisra reply link to the neighbor from which
the interest was received. Hence by utilizing esérand gradients the paths are
established between sources and sink. Several pathde established so that one of
them can be selected by reinforcement. The figetevb shows the complete working of

Directed Diffusion Protocol.
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Figure. 2 Directed Diffusion Protocol Phases [2]

The main advantage of Directed Diffusion over SFNhat in the former, all
communications are neighbor to neighbor so thereoimmeed for a node addressing
mechanism. Each node can do aggregation and caichauglition to sensing. Caching is
a big advantage in terms of efficiency. Furtherm@wected Diffusion is on demand so
there is no need for maintaining global networkology. However Directed Diffusion is
not a good choice for applications, which requioatmuous data as it is based on on-

demand query driven data model.

2.1.1.3 Cougar

Cougar is a data centric protocol that views thevak as a huge distributed
database system. The main idea is to use deckargtigries in order to abstract query
processing from the network layer functions suckedsction of relevant sensor etc. and
utilize in network data aggregation to save enefiyugar proposes an architecture for
the sensor database system where sensor nodet adiader node to perform data

aggregation and transmit the data to the gatewaly Jihe gateway is responsible for



generating a query plan, which specifies the nacgssformation about the data flow
and in-network computation for the incoming queng aend it to the relevant nodes. The

guery plan also describes how to select a leadehéoquery.

Towards gateway

A

Select AVG =threshold
F Y

Average Value

Aggregate operator (AVG)

Partially aggregated results

Network Interface

Figure 3. Query plan at a leader node.

The leader node gets all the readings, calculateaverage and if it is greater
than threshold then sends it to the gateway [Zhdlgh Cougar provides a network
layer independent solution for querying the senstigs some drawbacks. First of all
introducing an additional query layer on each sensde will bring extra overhead to
sensor nodes in terms of energy consumptions anaget. Second in-network data
computation from several nodes will require synairation i.e. a relying node should

walit for every packet from each incoming sourcéoteesending the data to the leader



node. Third the leader nodes should be dynamiocadiyntained to prevent them from

failures.

2.1.2 Hierarchical Protocols

The protocols presented till now were all of flavel topology. These protocols
have the main disadvantage that they cause neteam@estion in a densely populated
network by causing the gateway to overload. Sucérload might cause latency in
communication and inadequate tracking of eventsoAhe flat level topology is not
suitable for large scale distributed WSN becauss@enodes are not capable of carrying
out long haul communications. To allow the netwtarkcope up with additional load and
to be able to cover a large area clustering has pegposed. A cluster is a group of
sensor nodes, which carry only localized commuinoatThe whole network is divided
into various clusters and for each cluster thei ¢tuster head, which can communicate
with other cluster heads or directly with a basgieh. The main purpose of clustering is
to efficiently maintain energy consumption of thensor nodes by performing data
aggregation and fusion in order to decrease thebruwf transmitted messages. Cluster
formation is typically based on the energy reseofethe sensor and the sensor’'s

proximity to the cluster head. Some of the majerdwichical protocols used are:

10



2.1.2.1 LEACH

Low Energy Adaptive Clustering Hierarchy (LEACH) svaéhe first protocol,
which used a clustering approach. The idea is tm fdusters of the sensor nodes based
on the received signal strength and use localalistads as routers to sink. This leads to
saving of energy since transmission is done by slekter heads rather than by all
sensor nodes. All the data processing such aduktan and aggregation are local to the
cluster. Cluster heads change over time to baldmeenergy dissipation of nodes. The
decision is made by the node choosing a random euldtween 0 and 1. The nodes
becomes an cluster head for the current roundeifnilimber is less than the following
threshold

T (n) = P/ (1-P*(r mod 1/p)) if n belongs to G

= 0 Otherwise.
Where P is the desired percentage of cluster heegd@.05), r = the current round, and G
is the set of nodes that have not been clustersheddst 1/P rounds. Though LEACH is
distributed and requires no global knowledge, mpmses single hop communication
inside the clusters, which is not applicable towweks deployed in large regions.
Furthermore the idea of dynamic clustering bringgaeoverhead e.g. head changes,

advertisement etc which may diminish the gain iergg consumption.
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2.1.2.2 TEEN and APTEEN

Threshold sensitive Energy Efficient sensor Netwprktocol (TEEN) is the
hierarchical protocol designed to be responsivéht sudden changes to the sensed
attribute such as temperature. TEEN pursues arbiecal approach along with a data
centric mechanism. After the clusters are formeddinster broadcasts two thresholds to
the nodes. These are hard threshold and soft ticeflom sensed attributes. The hard
threshold value is the minimum possible value of#rbute to trigger a sensor node to
switch on its transmitter and transmit to the @ustead. Thus the hard threshold allows a
node to transmit only when the sensed attribute the range of interest, thus reducing
the number of transmissions significantly. Onceodensenses a value at or beyond the
hard threshold, it transmits data only when theaueslof that attribute changes by an
amount equal to or greater than the soft threshidlmlvever TEEN is not good for
applications where periodic reports are needecedime user may not get any data at all if

the thresholds are not reached.

12
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2.1.2.3 Self-Organizing Protocols

The architecture for self-organizing protocols supe heterogeneous networks that
can be mobile or stationary. Some sensors, thabbeamobile or stationary, probe the
environment and forward the data to a designatedfseodes that act as routers. Router
nodes are stationary and form the backbone of dh@rwnication. Data through routers
are forwarded to more powerful sink nodes. Eaclsisgmode should be reachable to the
router node to be a part of the network. Sensirgaare identifiable through the address

of the router it is connected to. The routing aetture is hierarchical where a group of
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nodes are formed and merged as needed. The atgdiathself organizing the sensor
nodes and creating the routing tables consistswfghases:

- Discovery Phase: The nodes in the neighborhooddf sensor are discovered.

« Organization Phase: Groups are formed and mergéorimng a hierarchy. Each
node is allocated its address based on its posititime hierarchy. Routing tables
of size O (log N) are created for each node. Brasitees that span all the nodes
are constructed.

« Maintenance Phase: Updating of the routing tabiek energy level of nodes is
made in this phase. Each node informs its neiglabout its routing table and
energy level.

« Self-Reorganizing Phase: In case of partition doenbde failures, group
reorganizations are performed.

The proposed algorithm utilizes the router nod&dep all the sensors connected by
performing a dominating set. Since sensor nodesbeaaddressed individually in the
routing architecture, the proposed algorithm idadle for applications such as parking
lot networks where communication to a particuladenés required. The major advantage
of using this algorithm is the small cost of mainitag routing tables and the routing
hierarchy being strictly balanced. The disadvantage the organization phase of the
algorithm that is not on demand and so introdusés @verhead. Another problem is in
the case of hierarchy formation when there are nwany in the networks. This will be

expensive since network cuts increase the probabiliapplying a reorganization phase.

[2]
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2.1.3 Location Based Protocols

Most of the routing protocols for the sensor nekw@quire location information
for sensor nodes. In most cases location informagoneeded to calculate the distance
between two nodes so that energy consumption battieecommunicating nodes can be
estimated. Since unlike traditional wired networkensor networks do not have any
scheme like IP addressing in place so locationrmétion can be utilized in routing data
in a energy efficient way. For instance if the cggito be sensed is known, using the
location of the sensor, the query can be diffusdg o that particular region which will
eliminate the number of transmissions significantlgere are also many location-based
protocols for ad hoc networks such as Cartesiartrapettory based routing, but they are
not applicable to sensor networks because thegarenergy aware. Some of the Energy

Aware location based routing protocols for sensiworks are described next.

2.1.3.1 MECN and SMECN

Minimum energy communication network (MECN) sets apd maintains a
minimum energy network for wireless networks byizitig low power GPS. Although
the protocol assumes the mobile network, it is bheglicable to sensor networks, which
are not mobile. A minimum power topology for statoy nodes including the master
node is found. MECN assumes a master site as fiienation sink, which is always the
case for sensor networks.

The main idea of MECN is to find a sub-network, ethwill have a small number of

nodes and require little power for transmissiomieen any two nodes. In this way global

15



minimum paths are found without considering alltbé nodes in the network. The
protocol has two phases:
1) It takes the position of a two-dimensional plara constructs a sparse graph
(enclosure graph), which consists of all the enagles of each, transmit node in
the graph. This construction requires local companain the nodes. The

enclosed graph contains globally optimized linkgeirms of energy consumption.

|
|
| Relay region boundary
RELAY I
/ 1

REGION /

1

K 1

! I

|

ralay/node ¢ : transmit node i
|

|

| .—l—'

."'.
'\

|
\ |
W ;1— Relay region asymptote
Figure 5. Relay regions of transmit-relay node gai) in MECN [2]

2) Find optimal links on the enclosure graphs. sesi distributed shortest path
Bellman-Ford algorithm with power consumption apah metric. In case of
mobility the position coordinates are updated USHRS.

The Small Minimum Energy Communication Network (S&N) is an extension to
MECN. In MECN it can assumed that every node cansmit to every other node,
which is not possible every time. In SMECN possiblistacles between any pairs of
nodes are considered. However the network isast#lmed to be connected as in the case
of MECN. The sub network constructed by SMECN fanimum energy relying is
probably smaller than the one constructed in MECIioadcasts are able to reach to all

the nodes in a circular region around the broadcass a result the number of hops for

16



transmission will decrease. However finding a setwork with smaller number of edges

introduces more overheads in the algorithm.
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CHAPTER 111

PROBLEM DEFINITION

In wireless sensor networks, protocols have beeamsidered separately for
security and for energy efficient routing. The@vé been very few protocols, if any,
which consider both of these important parametéishough sensors have very limited
resources, security scheme for WSNs consume d fesources such as a sensor node’s
memory, processing power etc. Unlike their wiredrderparts WSNs have very limited
power as they are battery powered. Once deployisd/éry difficult, if not impossible to
change batteries. Furthermore, as the topologyhefnetwork is not known prior to
deployment, it makes even more difficult to desiamy security scheme for these
networks. To date the most efficient security sobefor WSNs are key pre-distribution
schemes. But even these schemes have some dravelmacksove to be inefficient in the
long term [chapter V]. One of the most efficientwaty schemes for WSNs has been
suggested by L. Eschenauer and V. D. Gligor [9]wtirks on random key pre-
distribution for networks with a flat level topolpg

In this thesis we propose to improve the energgieficy of the security scheme
proposed by Gligor [9]. We propose a clustering esed for energy efficient
communication among nodes after this security sehendeployed in the network. A
Cluster is a group of nodes, which are within comitation range of one another. Each
cluster has a head node, which is responsible domaunication inside the cluster. In
WSN most of the energy is spent in the communioabetween different nodes. The

power consumed is directly proportional to the selc@r higher) power of the distance

18



between the nodes so that the greater the distetaeen the nodes, more power will be
consumed when two nodes communicate. Clusteringcesdthe distance to which a
node has to communicate and hence reduces energyroption. One of the most
important protocols for a sensor network, which lenpents clustering, is LEACH [5]. In
this a mechanism of cluster formation is suggestéich divides the whole network into
clusters. Each cluster has a cluster head andlléct® data from all the nodes in its
cluster and then sends it to the base stationtllirédthough this approach results in an
increase in the lifetime of the network, this agmto can be further improved for energy
efficiency. In LEACH, a node chooses by itselfiacome a cluster head randomly. In
contrast, in this work it is the existing clusteakl, which decides on which node is going
to be the next cluster head. LEACH works in rouand tries to distribute energy evenly
among all the nodes by picking a node randomlyhasduster head. LEACH also
assumes that each node in the network has suffieleergy to reach the base station
directly which is unrealistic for a large distriedt WSN. In this thesis the decision of
selection of the cluster head is based on the rentaenergy level of a node and it is
assumed that each node has enough energy to rdashrmdes in its neighborhood
(which will be much closer than communicating dileevith the base station). Therefore
instead of a single hop communication from the telufiead to the base station, as
suggested in LEACH, we use multi-hop communicatiorfurther reduce the energy
dissipation. For carrying out multi-hop communioatithere should be some efficient
trust mechanism. Here we are using the securitgreehgiven by L. Eschenauer and V.
D. Gligor [9] to establish this trust model. On¢ee ttrust model is established we use

balanced clustering to carry out communicationdal®zed clustering is a process in
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which nodes organize themselves to form clusterh #uat each cluster has more or less
same number of nodes. This helps in even dissipafi@nergy among nodes. In another
variation, first a force as described in [14] ipkgd on nodes so that they redistribute
themselves evenly in the network and then balamtestering is done which further

improves energy efficiency. The whole clustering arcurity scheme is described in the

proposed solution, which increases the lifetime sexlrity of a WSN.
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CHAPTER IV

PROPOSED SOLUTION

The main problems with the existing techniques theg either they deal with
security or routing in WSNs but not both. When atimg protocol is designed then it
makes some assumptions about security of the W®Nsaen a security scheme is
designed it does not take into consideration enkngyations of the WSNs. Some of the
existing techniques, which involve key distributionWSNs for achieving security, are:

1) Single Mission Key:

In this scheme all the nodes in the networks sharglobal key and

communications are based on presence of that kitytheé node i.e. the nodes

that have the key are trusted nodes and they cammoaicate. Although the
memory required for storage of keys is minimal, ¢hpture of any single sensor
node will compromise the entire DSN.

2) Pair-wise Private Sharing of Keys:

This solution requires storage of n-1 keys on es@hsor node. Hence, for a

network of size n, each node will be required tyesh-1 keys, one for each node

in the network except itself. This will result itoeage requirements of n (n-1)/2

keys for the whole DSN. For a network having mdmrant 10000 nodes this

storage requirement will be impractical and more@asr-wise private sharing of
keys between any two nodes is not realistic sinasdencommunications are
limited by radio range of the sensor nodes.

3) Random Key pre-distribution:

21



Proposed by L. Eschenauer and V. D. Gligor [9] thi®lves random drawing of
k keys out of a pool of P keys and loading eacls@enode with a ring having
those k keys. This is a probabilistic scheme aedstitcess of the scheme lies in
selecting the size of pool P out of which to dramdom keys. Any two nodes
that share a key have a link between them, whi@nesypted by the shared key.
Hence a trust model is established using sharesl Kédye main advantage of this
scheme is that it is mid way between the abovedgl®mes. It does not require
each node to store numerous keys and also is riaerable to single key

compromise.

The random key pre-distribution scheme describevals the best among all
because it takes into consideration the limitedueses of the sensor nodes and also
provides good security. The drawback of this schentlat it is proposed for a flat level
topology network and thus does not take into actthenenergy consumption in the node
in the long term. In a flat level topology, whendes communicate to the base station for
long time, their energies reduce drastically ared/tbtart to die out. The base station is
normally situated at a large distance from the Bodehe other security schemes
described in 1) and 2) suffer from a lack of sdguor excessive storage and energy
consumption.

To overcome the deficiencies of existing technigthes thesis proposes a scheme
that provides both security and energy efficienagdad on clustering in WSNs. The main

characteristics of this scheme are:
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1) Minimizes energy consumption by balanced clusterClusters are formed using
local information. Clusters are self-organizing elfhimakes the clustering scheme
work effectively even for random deployment. Thastéring algorithm ensures
that each and every node in the network belongsotae cluster and hence
clusters are distributed throughout the network. omr scheme the node’s
remaining energy and its degree (number of nodés wiich the nodes shares
keys) collectively is the parameter for deciding #tatus as head. Before
assigning any node to a cluster the energy levaledlsas degree of cluster head
is taken into consideration. If the degree of dudtas already reached the
threshold, then the incoming node, which is the mage, which shares a key
with the cluster head and wants to become its mgmbessigned to another
potential cluster head. The Potential cluster hi@athis case is the node with
second highest energy level in the cluster. Now ttlode is the cluster head of all
other incoming nodes because the previous clustad has reached its limit.
Threshold in this case is the maximum number ofesathat a cluster head can
accommodate in its cluster. Assigning nodes in thé/ makes sure that no
cluster is overloaded. Although this increases rthenber of clusters, all the
clusters are more or less balanced. Each nodesignasl a unique id, to
distinguish it from other nodes. The communicatidgosthe base station are
minimized because instead of each node commungcatith the base station, as
in the flat level topology network, only clusterdus communicate with the base
station in a multi hop fashion. Thus overall nettraffic is reduced and energy

is saved.
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2) Using Gligor’s security scheme, a trust modegssablished which provides for
more security by reducing the key storage requirgsnat the nodes. This is
achieved by distributing a key ring on each semsale prior to deployment. The
key ring is distributed such that the network ismected. When nodes share a
key, link is formed between them, which is encryply that key. A shared key
discovery phase is carried out to find which noslesre keys directly. After this a
path key discovery phase is carried out. The sgcggheme described by L.
Eschenauer and V. D. Gligor [9] is used to achitne The details of the scheme
are described below.

3) We also derive some performance metwbsch are used to show that our scheme
is better than a scheme which simply employs keydistribution for security in
WSNs, such as the random key pre-distribution sehatascribed by L.
Eschenauer and V. D. Gligor [9], which is for flavel topology networks and
does not take into account the parameters suchifsruaity, distance traveled by
a moving node and energy consumption. Simulatisalte show that the scheme
proposed in this thesis performs better on thedeigae¢hen the scheme described
by Gligor.

It is assumed that we have homogenous, mobile andedWSN. Homogenous
means all the nodes have the same capabilitiesnmstof battery power, memory etc. It
is assumed that the key distribution is alreadyedpnor to the deployment and shared
key and path key discovery has been done. We peapaslution in which a set of nodes
is initially chosen to be cluster heads by the Istaton based on energy level and degree

of the node. Once heads are selected then thechdl@iusters are formed such that each

24



cluster will have more or less the same numberoakes. A node belongs to a cluster if
and only if it shares a key with the cluster helida cluster head node has already
reached its maximum degree then other incoming s1ade assigned to the node, which
has second highest energy level in the cluster itandl form its own cluster with itself
being the cluster head. After formation of clusteh® nodes within the cluster
communicate with the cluster head in a single-tay.ensuring security we store a key
ring in the memory of each sensor node prior tdajepent. The keys for the key ring
are drawn randomly from a pool of P keys. The npddsch have common keys, can
communicate with each other. If two nodes do natela key and want to communicate
they can do this by using a path key, which is stiaed during the network
initialization phase. This kind of key pre-distritan reduces the memory requirement to
store keys at each node. Now nodes only need te sfmecific number of keys rather
than keys for all the nodes in the network. AlthHougodes within a cluster will
communicate only with the cluster head, keys maghsred between two nodes that are
in different clusters, to take care of mobile nod&és nodes move across clusters they
come in contact with different cluster heads basedtheir position. So to facilitate
communication of new nodes with the cluster heayskare shared between any two
nodes. Therefore nodes communicate among themsaiesluring the time of network
initialization and whenever a mobile node entereew cluster. For the rest of the time
once clusters are formed all the communicationgghace between nodes and the cluster

head.
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4.1 Network Initialization

Network initialization phase consists of deploymehtodes in the network. In
this phase a trust model is established by doisigaaed key and path key discovery and
then clusters are formed. Key distribution is da®e described in the paper by L.
Eschenauer and V. D. Gligor [9]. This Key distribattechnique relies on a probabilistic
key sharing among nodes of the network. This egdgntonsists of 5 parts

* Generation of a large pool of P keys and of they iklentifiers.

* Random drawing of k keys out of P to establishkignering of the sensor.

* Loading of the key ring into the memory of eachseen

» Saving of key identifiers of a key ring and assterasensor identifier on a trusted
controller.

* For each node loading the i-th controller node whih key shared with that node.

The Key Pre-Distribution phase ensures that ordgynall number of keys need to
be placed on each sensor node’s key ring to etisat@etwork is connected with chosen
probability. Now at the time of network initializah shared key discovery takes place,
which is followed by path key discovery. This catsiof two phases, Shared key

discovery and path key discovery.
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4.1.1 Key Pre-Distribution

» Shared Key Discovery:

The shared key discovery phase takes place duaghgork initialization where
every node discovers its neighbors in the wiretgsgronment with which it shares keys.
In this phase all the nodes broadcast a list ofidtegtifiers of the keys on their key ring
so that neighboring nodes can discover if they eslaaikey with them. A link exists
between two nodes only if they share a key. Ifin& kxists between two nodes all the

communication on that link is secured by link eptign using the shared key.

» Path Key Discovery:

After shared key discovery, there is a path kegalisry phase that assigns a path
key to the selected pair of nodes in the wirelessmunication range. In this way
two distant nodes can communicate via a third nbde e.g. if node A shares a key
with C and C shares a key with a node say X, th&nwants to communicate with X
it can do it via C. As C is an authenticated nool@ path key is established between
A and X using C and then a link is formed betweean®l C which is encrypted using
that path key. Any further communication betweear& X is carried using this new
link. The distribution of keys on the ring of sensmdes is such that it provides for
some extra keys, which can be used for path keys Thulti-hop communication is
only required at the time of network initializatitm set up path keys. To establish the
network shared key connectivity we need to answerdquestions:

»  What value should the expected degree of a nodeve so that DSN of n

nodes is connected and
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» Given d and the neighborhood connectivity causts imposed by wireless
communication range, what value should the key sing k and pool P have for
the network of size n?
Let p be the probability that a shared key exigsvben two sensor nodes, n be
the number of network nodes, and d = p *(n-1) lmedkpected degree of a node (i.e. the

average number of edges connecting that node tsitiraph neighbors). For above graph

G (n,p)
Pe =lim (n->infiy PrIG(n,p) is connected] = (4.1)
Where,
p =In(n)/n + c/n and c is any real constant (4.2)

pcis the given desired probability for the graph ceativity
Therefore given n we can find p and d = p *(n-1). 4.3)
Once we obtain the degree i.e. d we can determ{nerkber of keys on the key
ring of a sensor node) by knowing the size of tlemory of each sensor node and then
we can find P that is size of the pool (from whichdraw the keys). Also wireless
connectivity constraints limit the number of neightto n’ << n, hence the probability of
sharing key between two nodes will be p’>>p. Novdétermine P (size of the pool from
which keys will be drawn) we can calculate p’ = PHtwo nodes do not share a key]

And thus,
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P =1—(P—K5
(P — 2K)! P!

p1 =1— (1_k/P)2(P—k+l/2)
(1_2k/F£5-2k+l/2)

[9]

(4.4)

(4.5)

pr(two nodes do not share a key) can be derived
From a pool of P keys each key ring is drawn
without replacement so the number of possible k
is: PP = P!/ (k! (P = K)!) PPy is the permutation
of picking k keys at a time from P keys. Now afte
picking first key ring if we pick rest of the key
rings from remaining (P-k) unused keys then the
will not share any keys with the first key ring.
Number of such key rings i€P, = (P-k)! / (k!(P-
2k)1). Thus Pr(no key is shared between two key
rngs) =

KI((P-K)A (4.6

as:

eys

18

PIKI(P-2K)!

Table 1: Derivation of probability equation for twwodes sharing at least one key.

Using the above equation we can answer the secoesdtign above and can

determine the size P of the pool from which to dridne keys so that shared key

connectivity of the graph is established. The pbiiig p’ above is calculated for the

network as a whole i.e. before any clusters arméor Even if a node moves from one

cluster to another, the distribution of the keygrion the node remains the same and the

node can then do the shared key and path key disgcauthin its neighborhood to find a

path to the head node. Because the probabilitytbeabther nodes share a key with the

head node is p’, as before, and the network iselsimce there are many neighbors, the

new entering node will share a key with some ofrtbées.
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4.1.2 Selection of Cluster Heads and Formatiorusdter

All the nodes are assigned unique ids. Initially ttuster heads are selected based
on the energy level and degree (number of neighthatsshare a key) of the node. Each
node in the network sends beacons to its neighiparades. The cluster head selection
can be summarized as:

1) The beacon contains the node id, energy levégh@fhode and status of the
node i.e. head node or member node.

2) Upon receiving the beacon each node comparesenigsgy level with the
energy level in the beacon. If the energy levetha&f receiving node is less
then or equal to the energy level in the beacon thill change its status to
member and send beacon to the sender node to itiiersame.

3) If the energy level of the receiving node isagee than the energy level in the
beacon then it considers itself as the head amndl Iseacon to the sender node
informing the same. Before adding the node tolister it makes sure that its
degree (number of neighbors with which it sharegskas less than the
threshold limit. If the node has already reached threshold then, the
incoming node is assigned to the node, which hesnskehighest energy level
in the cluster, and that node will then form itsmogluster with itself being the
head. When the node is assigned to the new clhstat, first a path key is

setup between that node and new cluster head dielwdter head. Now a link
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is formed between this node and new cluster headhws encrypted by the
path key.

Once all the head nodes have been selected therlusters are formed. Each
head node will send a beacon to its physical negmodes periodically. The nodes
within the range of the head node that receive d@&acespond by sending beacon back
to the head node. The nodes can be in any of tirestates:

(1) Transmitting (2) Receiving (3) Sleep (4) Idle.

Hence when a node is neither transmitting nor w@ogiit is in sleep state. In this
state it listens and whenever it detects a messaggefor it, it enters the receiving state
and accepts the message. Hence, in this mannematlie of the nodes is kept in a
minimum energy consumption state all the time. Twoeles only respond to their
neighbors when they hear something from them amtén@o energy is wasted. On
receiving the beacon from any node, the head nodsigders that node as its member if it
shares a key with that node. This process is chotea network wide scale until each
node is either member of some cluster or is thetefuhead itself. Each member node
knows its cluster id. The cluster id is the id loé thead node of the cluster. Some nodes
are border nodes; i.e. they are in range of mae tme cluster head. Such nodes belong
to all of those clusters. Often there is more tbaa border node between two adjacent

clusters so there may be multiple paths betweerctusier heads.
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Figure 6. Cluster head sending beacons to the neitdeis its range

After the cluster formation the cluster head is poesible for all the
communication outside the cluster. Nodes insidecthster communicate only with the
cluster head so the energy of the head node isteplaster than any other node in the
cluster. Therefore we switch the cluster head ddipgnon its energy level. Each node
has different energy levels and depending on timetyen of messages sent or received the
energy level of node keeps decreasing. Once the t@de goes below a threshold level
of energy it communicates with other nodes in litster to find out their energy levels.
The node with the maximum energy level and haviaglegree less than the allowable
maximum degree limit of the node is given the resgality of the new head node. In
case the energy level of all the nodes is the saerethe existing head node continues as
the head node. Whenever the cluster head is swlitthen all the information is
transferred from the previous head to the new hiédlde old head is incapable of doing
so then the base station takes the charge anderadl the information to the new head

thus ensuring the consistency of all the commuiuinat
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Now this new head node sends beacons to other modessvicinity to form its
own cluster. If a new node enters the region f thister then it also becomes a part of
this cluster, if it has a shared key with the heade. If it does not have a shared key with
the head node then a path discovery will be madengmnthe cluster nodes to establish a
path key for communication between new node andl memle. Hence, nodes do not
become isolated as a result of the change in chustdis is the other occasion when
sensor nodes communicate among themselves, thebBisg network initialization.
Thus the key distribution and cluster formationesok makes sure that the mobility and
cluster head sharing both are taken into accounhtweasing the life time and security

of the network.

4.2 Algorithm for urlbaced clustering
A WSN of n nodes is pre-deployed with the key rimgawn randomly from a
pool of P keys as described above and the sharedrc path key discovery is done to
setup links. The clustering done here does not itatkeaccount the degree of the cluster

head and so clusters formed are unbalanced.

Unbalanced Clustering Algorithm

/ Node(id) means a node whose id is i

/INode(En)means Energy of node whose id is i

/INode(statug)means status of a nodes whose id is i

//(cluster id)Head refers to the head node of cluster i

/l(cluster id) Head(En) means energy of head node of cluster i

/[((cluster idNode(id) )) means a node whose id is j and whose clusteriid
/[ThresholdEnergy is the miomenergy that a node needs to be cluster head
//BorderNodes are the noddsclwvbelong to more than one cluster

1) Node(id)= rand() {for all i = 1....n}All the nodes are agsed unique node ids.
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2) /IEach node is assigned energy and statualipiti

Node(En) = E and Node (statys¥ undecided{where E is an integer and
represents energy level of node and status =cishet or member or head}

3) Node (id) sends beacon to neighbor(i) {for all i=1....... . kkn}
beacon = (id, status, En)

4) /[I[Energy level of each and every nodsoispared to select cluster heads
/[Each node contains a table, which has entryvferyeother node in its cluster.

if Node(En) > Node(En) {for all j !=i and j = neighbor(i)}
then Node(id) = Head, clusterid =i;
Head sends beacon to neighbor (Head)
Node (status) member {for all k such that k = neighbor(Head)}

/[Tables for node k contains ids ofta# nodes, which are its neighbors i.e.,
/Ibelong to the same cluster as k

Node(id) has a table for Node(idYsuch that j = neighbor(k), cluster
id(Node(id) ) =i for all k belongs to cluster id = i}
Node(Head) has a table for Nodeg({duch that cluster id(Node(ig)= i}

SelfOrganizeCluster() //Nodes move to melkster head at center

else if Node(En¥ Node(En){for any j such that j = neighbor(i)}then
if Node(id)<= Node(id) then

Node(id) = Head, cluster id = i

Head ndg beacon to neighbor(Head)

Node(statyus) = member {for all k such that k =
neighbor(Head)}

Nodegdhas a table for Node(id) {such that m =
neighbor(k), cluster id(Node(id) =i for all k belongs to
cluster id =i}

Node(Head) has a table for Nodg{(idjsuch that cluster
id(Node(id),) = i}
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else Node(id) = Head cluster id = j and above process is
repeated for this Head as well.

}

SelfOrganizeCluster() //Nodes muvenake cluster head at center

}

else Node(ig)= Head, cluster id = j; and above process of Selgaenembers is
repeated for this Head

5) /[Energy losses due to communications

if ((cluster id)Node(id) )) sends datato (clusteriiigad then
(cluster igNode(En)- = V {where V is any positive integer}
(cluster idiead(En) - = W{where W is any positive integevk
else if (clusterid)i Head sends data (@luéter idNode(id) )) then
(cluster idhlead(En) - = V
(cluster idjlode(En)- = W {for all i such that i = cluster id and al
j such that j = member of clusteth id i}

6) //Changing of existing cluster head if its eneigbelow ThresholdEnergy

if (cluster id) Head(En) < ThresholdEnergy then

compare energy level of all nodes within thestdu

New Head = (cluster idjode(En) {where j!=iand energy level of j is > energy
level of all the nodes inside thester}

cluster id = New Head(id)

7) Two cluster heads communicate via BorderNodes

/[Cluster heads broadcasts requests to als eh@mbers and all members know about
/ltheir neighbors which are in the same clustereréfore border node forwards
Ilrequests to other cluster head if the destinatimate is not in the same cluster.

SelfOrganizeCluster ()

/[This is the definition of the function call, inked in step 4 (in if and else blocks).

/I This function organizes cluster such that clubtad lies in the approx center and
/ all other member nodes are around it. We mouwstet head by distance D, which
/l'is the mean of distance of all of its membanghe direction Theta, which is mean
/I of angle which of all of its members form witkdd.

/[Theta is calculated by finding relative positioicluster head and its members

Il (whether member is if'12"3™ or 4" quadrant //relative to the head node).
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For each node i such that i is cluster head
do
for each node j such that j belongs tstelr of i
do
Theta = Theta + ¥ Y; Sign of Theta depending on relative position afd f
Xj - Xi
D =D + P B //[Find distance between i and |
od
end for
MeanDistance = FindMean of D
Mean Theta = Find Mean of Theta
Move the node i by angle Theta framginal position by MeanDistance
End For

}

Repeat above step 3-6 6 till every node in the odtws a member or a cluster head

4.3 Algorithm for balanced clustering solution

A WSN of n nodes is pre-deployed with the key rimgawn randomly form a
pool of P keys as described above and shared lsep\diry and path key discovery is
done to setup the links. This algorithm takes iatcount the energy level as well as

degree of cluster head.

Balanced Clustering Algorithm

/ Node(id) means a node whose id is i

/INode(En)means Energy of node whose id is i

/INode(statug)means status of a nodes whose id is i

//(cluster id)Head refers to the head node of cluster i

/l(cluster id) Head(En) means energy of head node of cluster i

/[(Node(degreg)meanslegree of node whose id is X

/((cluster idNode(id) )) means a node whose id is j and whose clusteriid
/[ThresholdDegree is the maxnher of nodes that a cluster head can have in its
cluster
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/IThresholdEnergy is the minmenergy that a node needs to be cluster head
// BorderNodes are the noddsclwbelong to more than one cluster

1) Node(id)= rand() {for all i = 1....n}All the nodes are agsed unique node ids.

2) Node(En) = E and Node (statysy undecided{where E is an integer and
represents energy level of node and status =cishek or member or head}

3) Node (id) sends beaconto neighbor(i) {foralli=1....... , kKkn}
beacon = (id, status, En)
/[Energy level of each node is compared to othéerdo select the cluster heads

4) if Node(En) > Node(En) AND Node(j) shares key with Node(hnd
Node(statug)!= Head {for all j I=i and j = neighbor(i)}then

{

if(Node(degree& ThresholdDegree )

{
Node(statusyF Head, clusterid =1i;
Node(statusi member
Cluster id(Node(id)j) =

}

else

While((Node(degrge= ThresholdDegree))
x = FindMaxEnergy(ndigin(i)) such that x shares key with i
End While

Node(status)x = Head
Node(status)j = member
Cluster id(Node(id)jx=

}

SelfOrganizeCluster() //Nodes etw make cluster head at center

else if{
(Node(Enk= Node(En)) AND (Node(j) shares key with Node(i)) And
(Node(status)!= Head)
then if{
Node(degresy ThresholdDegre&hen
Node(statugy Head, cluster id = j
Node(status)member
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Cluster id(Node(id) = j
}

else{
While(Node(degreey ThresholdDegree)

x = FindMaxEnefggighbor(i)) such that x shares key with i
End While

Node(status)x = Head
Node(status)i = member
Cluster id(Ndatl)i) = x

}

SelfOrganizeCluster() //Nodesvento make cluster head at center

}

//Energy losses due to communications
5) if ((cluster idXNode(id))) sends datato (clusterjid¢ad then
(cluster igNode(En)- = V {where V is any positive integer}
(cluster id{ead(En) - = W{where W is any positive integevyk

else if (clusterid)i Head sends data (@luéter idNode(id) )) then
(cluster idjlead(En) - = V

(cluster idjlode(En)- = W {for all i such that i = cluster id and al
j such that j = member of clustéth id i}

6) //Changing of existing cluster head if its enyeiggbelow ThresholdEnergy
if (cluster id) Head(En) < ThresholdEnergy then
compare energy level of all nodes within thestsu

New Head = (cluster idjode(En) {where j!=iand energy level of j is > energy

level of all the nodes inside thester}
cluster id = New Head(id)

SelfOrganizeCluster() //Nodes move tkeneluster head at center

7) Two cluster heads communicate via BorderNodes

8) Apply Force on the network (Each node one ana)tto move the nodes to improve
the coverage. Force on each node i by node j engoy

By=Dn (CR - [on- Pal) Pa=Bn  [14]
(M) [p—pnl

F =Y F, where j = physical neighbor of i AndiE totalforce on node i

EnergyConsumed of node i = ki*B; where
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D = distance moved by node i on application jof F
K = proportionalitgonstant

Fand EnergyConsumeésl calculated in this way for each node in the oekw

SelfOrganizeCluster ()
{

For each node i such that i is cluster head
do
for each node j such that j belongs tstelr of i
do
Theta = Theta 4 ¥ Y; Sign of Theta depending on relative position afd &
Xj - Xi
D=D+ R B //Find distance between i and j
od
end for
MeanDistance = FindMean of D
Mean Theta = Find Mean of Theta
Move the node i in the direction ggivby Theta from original position by
MeanDistance
End For

}

Repeat above step 3-6 till every node in the netuga member or a cluster head

4.3.1. Analysis of the Algorithm

In this section we analyze the properties of theve proposed algorithm

(Balanced Clustering)

Lemmal: The Algorithm will take constant numbeitefations to terminate.

Proof: Step number 3 of the algorithm shows thargwode sends beacons to its
physical neighbors. Next step 4 checks that whetheyde shares a key with its physical
neighbor and if it does then decides about the hede based on their energy level. The
Number of key shared neighbors of a node is fas t&an the number of physical

neighbors. Hence the algorithm will terminate inité iterations. If the total number of
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nodes are N and each node has on an average Kcahgsighbors then the algorithm

will terminate in N*K iterations

Lemma 2: The worst case processing time complexigach node is constant.

Proof. Each node has to process messages frorhyisicpl neighbors. Let total number
of nodes in the network be N and let K be the nunatbg@hysical neighbors on average
for each node. Here N>>K. So each node will takK)@ifne to process messages from
its neighbors because processing time per messagmstant. Next a head has to decide
about membership of a node depending on whetheshares a key with it; this
computation takes an additional time say t. K beiegy small compared to N will result

in small time complexity i.e. O(K) + t.

Lemma 3: The probability that two nodes within eaxther’s cluster range are both
cluster heads is zero i.e. cluster heads are vettllzlited.

Proof: Step 4 of the algorithm ensures that a natlenly be selected a cluster head if it
not one already. The algorithm thus iterates thincalgthe nodes in the network and if a
node is already a cluster head then it will nobhbglto any other cluster. a cluster in this
case contains only those nodes that share keyslhasiare within communication range
of each other. If condition in step 4 is false &y node because it is head, then it cannot
belong to any other cluster. In other words, suppes cluster heads come into direct
contact with each other. As they exchange theerggnlevels and/or their degrees, one
of them will win out and become a cluster head t#wedother one will become a member.

Hence no two cluster heads, can be in direct conwation range within each other

40



Lemma 4: Cluster heads of two adjacent clustersnoonicate with each other via a
border node.

Proof: The way in which two cluster heads commueida via border nodes. Border
nodes are the nodes that belong to more than asecl As shown in Lemma 3 a head
node can only communicate with member nodes. Noikewhecking condition for each
node in step 4 of above algorithm, if a node isady a member of some cluster, it still
can be a member of other cluster if it satisfiesdther conditions. Now as these nodes
belong to more than one cluster that means that share keys with more than one
cluster head and so can communicate with them.c8otwo adjacent cluster heads will
communicate via these nodes.

Lemma 5: Time complexity of the algorithm is cométa

Proof: The algorithm starts by assuming that theusy scheme is already deployed in
the nodes. While doing a shared key discovery, sicgtere a list of their physical
neighbors as well as shared key neighbors. Now aadlevery node sends and receives
beacons from its neighbors. This is done in pdrallee time required to send beacon by
a node is constant and there are say N nodes imetivrk so total time required is O(1).
Next nodes exchange messages with their neighbarartsfer data. This takes a constant
time, which is very small. Adding both makes tineenplexity as O(1) + C, where C is a

small constant.

Lemma 6: Worst case message exchange complexityoperis O(1)

Proof: Each cluster head generates a constant erunofbmessages. A node does not

respond to a message until it receives one. Atgargn instance there will be more than

41



one cluster heads and so remaining all other natlegespond to beacons send by them.
Now a cluster head sends only constant numberaifdres to its surroundings and hence

message exchange complexity per node is O(1).

4.4 Performance analysis of the proposed scheme

The proposed scheme for providing security as a&ltlustering is very energy
efficient and results in improvement in more thare @spect of WSNs. The importance
of this scheme is that it provides security to @usd WSNs. Any security mechanism for
sensor networks use a lot of resources for compuagiand communications and this
leads to decrease in battery power of sensor rexteshus the life time of the network as
a whole reduces. To avoid this first of all thewsgg mechanism must involve as fewer
computations as possible. The security scheme idedcrabove involves minimal
computations but it involves communications at time of network initialization to
establish shared and path keys. Later clusterdoanged in the network to make the
network more energy efficient. Some of the paramsete be considered while analyzing
the performance of clustered networks, are:

1) Uniformity
2) Time for deployment

3) Effect of force between nodes, on thsvoek:

1)  Uniformity:
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Uniformly distributed nodes spend energy more gvémough WSN than sensor
nodes with an irregular topology. When the distabe¢éween sensor nodes become
similar then less transmission power is requiredramsmit data to any node. In our
proposed scheme when the clusters are formed teemdtwork as a whole becomes
structured. The cluster head lies in the centéh@ftcluster with the member nodes placed
all around it. The algorithm makes sure that chssége self-organizing. This means that
after formation of cluster, nodes rearrange theweseto that the head lies in the center of
the cluster. This makes the topology even. Moreawates only need to communicate
with the cluster head and cluster head is nearllgeasame distance from all the member
nodes. As we know the transmission power requietirectly proportional to the square
or higher power of the distance between the noglesd uniformity can be defined as the

average local standard deviation of the distanetsden the nodes. In [14] uniformity is

defined as
U=1Y Uand 4.7)
N
Ui= (L Y (Dij— M) j=1.. K (4.8)
Ki

Where, N is the total number of nodes
Ki is the number of neighbors of ithde
Di,j is the distance between the itld ¢he jth nodes,
U is the uniformity; inverse of U gsseneasure of uniformity of network.
The smaller the value of U, the mandarm the network.
Mi is the mean of inter nodal distances betweentthnode and its neighbors.
In determining the value of Ui, that is, uniformig& the ith node, only nodes,

which reside within the communication range of ithenode, will be considered. In the
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proposed scheme a cluster contains only the ngdles in neighborhood of a node so
this equation can be applied to each cluster taiobtiniformity and then all the
uniformity values can be added and divided by Noldain uniformity for the whole
network. A smaller value of Ui means that nodesmoge uniformly distributed in the
network. In a cluster nodes are more or less orgdnin a structured way with the cluster
head in the center and thus the value for Mi (intagal distances) will be the same for all
nodes resulting in a low value of Ui. In contrast,a flat topology such as Directed
diffusion [2] the nodes are randomly spread allrove node can therefore sometimes
communicate with a distant node and can sometiragsmunicate with near node thus
resulting in unequal consumption of energy. Thigses some nodes to die earlier than
others resulting in the average lifetime of thenwek to be reduced.

2)  Time for deployment:

This is one of the main criteria in measuring perfance of any network. This
includes time elapsed till nodes reach their statdee, that is, it is the total time required
for the network to stabilize. The network is intalde state when nodes have discovered
their cluster membership and are ready to sensea@menunicate data. In our scheme,
the nodes do a shared key discovery followed bwth gey discovery to find all the
neighbors. All the nodes broadcast at the same finvee assume that the total number
of nodes in the network is N then the time spenbfoadcast from N nodes will be O(1).
Nodes come to know about their neighbors only dftey see the packets sent by them.
Therefore shared key discovery and path key disgade&es the time O(1). Once the key
discovery phase is over then the clusters headseleeted. This will take time O(1)

because each node will again send beacons toighbwing nodes to inform about its
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status, id and energy level. Once the cluster hi@ael selected then the clusters will be
formed which will take time O(1). Clusters are samifjanizing and they arrange
themselves in such a way that cluster head lifisdrcenter and all the members surround
it. This rearrangement takes a small time as nod®ge some distance to accomplish
this. So overall this process will take time Of1D(1) + O(1) which is constant time.
This constant time is a little bit more as compatedhe time required for flat level
topology networks to stabilize, as flat level nettikvgodo not need to send beacons to form
clusters and decide cluster heads. However, dmeenétwork is stabilized then the
clusters result in saving of communication energthe network.
3) Effect of force between nodes on the network

Nodes move in a sensor network in order to incré@seoverage. They normally
move in a direction where node density is lesshed hetwork can overall sense more
area. The distance traveled by each node in thellend8SN will depend on the
distribution of the nodes in the network. Distatreeled by a node is also related to the
energy required by that node to travel that distaddie less the distance traveled by a
node, the less the energy consumed. Each nodesusned to have some GPS system
attached to it, which helps a node to know its tioca We consider the concept of force
to define the movement of nodes. The concept afreefis first reported in [14]. The
force on a node by another node is dependent odishence of that node from this node.
Greater is the distance lesser is the force apphagdefine force 't as force on ith node

by jth node at time step n to be

P ZQin (cR - |F5n‘ an Adg—_dg (4.9)
(MU} [p-pPnl  [14]

Where, cR stands for communication range
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ip stands for location of ith node at time step n
[y stands for local density of ith node at time stefequal to the number
neighboring nodes of ith node at time n)
Mu stands for the expeatedsity
Mu can be calculated by the formula ¥N*pi* (cR) ?, N is total number of
nodes, cR is the communication radius axfhénode and A is the area of the
network.
The direction of the force can be calculated uswctor addition. Due to force on
a node by other node, it moves in a particularatiia that can be calculated as:
Let F be the magnitude of the force, as calculatedbove equation, on a node i
by node j. First we find direction of node j relaito node i, i.e. whether node j is in first,
second, third or fourth quadrant relative to i. fTten be done as

Let the position of node i be xi, yi and of nod®ejXj, yi.

Theta be the angle between i and j,

Theta =
1) Pi If xi—xj=0,where pi=3.142 (4.10)
2

2) (yj—yi) ifxj>=xiAndyj>=vyi (4.11)
(xj — xi)

3) (yi—y) ifxj<=xiAndyj>=Yyi (4.12)
-(xj — xi)

4) -(yj—yd) if xj<=xi Andyj <=Vvyi (4.13)
-(xj — xi)

5 -(yi—y) ifxj>=xiAndyj<=vyi (4.14)
(xj — xi)

Depending on the above condition we will obtain fihend then calculate the force

in the x direction and y direction using Fx = F ddseta and Fy = F sin Theta
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Where Fx and Fy are the components of force F & xhand y directions
respectively.
We thus resolve each and every force acting onde nmdo x and y components.
After this we will add all the x components andrtfadl the y components. The resultant x
and y component forces can be given as:
Fx(res) = Fx1 + Fx2 + ... (4.15)
Fy (res) = Fyl + Fy2 + ... (4.16)
Total force on a node will be
F(res) = Sqrt[(Fx(resi}+ (Fy (res)j] (4.17)
Due to this force each and every node moves andéhgork rearranges itself.
The clustering algorithm is applied after this. eTitesults for the performance of the
network after this force is applied are shown ia thsults chapteResults also show that
the loss of energy in moving the nodes is compardbl the energy lost in the
communication while nodes form clusters and do tiatasfer. Hence there is no large
overhead in moving the noddde algorithm to achieve this is shown below.
Force Calculation Algorithm

Apply Force on the network (Each node one at a)titnemove the nodes to
improve the coverage. Force on each node i by pisdgiven by

Fo=Dh (CR- [P~ Pnl) D= pPn [14]
(M) [p—dnl

F =Y FY, where j = physical neighbor of i AndiE totalforce on node i
Node i moves by application of force Fi

EnergyConsumed of node i = ki**MD; where
D = Final(R) — Initial (R)
D = distance moved by node i on application jof F

K = proportionalitgonstant
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FFand EnergyConsumesl calculated in this way for each node in the oekw

4.5 Communication and Computation Overheads

There is some overhead involved in the formatiorcioéters. We have defined
four different states of node operation and a nallays tries to be in the minimum
power consumption state thus reducing the ovenglfgy consumption. The energy spent
in cluster formation is later compensated as thelesoinside clusters have to
communicate shorter distances and only a headgsponsible for all the communication
inside a cluster. Moreover, the head is switcherkgtilar interval so that no node runs
out of energy faster then other nodes in the alu€dscillations that may arise due to
constant switching of heads is reduced by keepmgsaillation count at the base station
for each cluster head. As soon as this count reagimeaximum limit then that particular
node is no longer assigned the responsibility w$telr head.

The proposed algorithm includes the following owatts. In the calculation of
uniformity of the cluster there are extra calculai at each and every node. The Mi
(mean of the inter nodal distances) for every ndkde,uniformity for every node, for
cluster and network has to be calculated. Buthalrtodes already have the information
about their neighbors (because during the detetromaf the shared key, the nodes
identify the nodes within their communication range their physical neighbors). Hence
there is no need to calculate Di,j (distances betwa node and its neighbors) and
therefore no communication is required. Whetheoderlies in the communication range
of other node is determined using signal stren@imilarly for determining the force that

must be applied on the network there is an overh@madevery node. This includes

48



determining the expected density (Mu) for each nodke already know the other
parameters such as the position of nodes (we hssuareed that each node has a GPS
system) and local density i(l;), which is equal to the number of physical neigisbaf a
node. Time for deployment is the other parametérichvinvolves some communications
overhead as, described above, but this can beddrnmecause the base station can carry
the load for this overhead at the time of deployniégnce the overheads in the proposed
approach are within the capabilities of sensor nats/and the batteries lifetime would

not be affected greatly.
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CHAPTER YV

RESULTS AND CONCLUSION

Aim: To simulate and compare the following schemes

1.

2.

Key ring scheme for security [9] which does imoblve clustering

Key ring scheme for security [Sec 4.1] with tdugg based on energy levels of a
node.

Key ring scheme for security [Sec 4.2] with tdusg based on energy levels and
degree of a node in terms of the keys shared weijhbboring nodes

Key ring scheme for security with force calcidas to redistribute nodes
followed by clustering based on energy levels asgtele of a node in terms of the

keys shared with neighboring nodes

Environment: VC++ .NET

Power Consideration:

In WSNs each sensor node has a limited battery p@amd hence a limited

lifetime. The power of the nodes is mainly consum&d communication and

computations. Since we are using a key pre-didgtadbhuscheme as the security scheme,

minimum computations are involved. There are sommrounications at the time of

network initialization for cluster formation butelenergy lost in that is compensated later

when nodes only have to communicate to the clustad and hence loose less energy.

The power required for transmission depends ondibance between the nodes; the

greater the distance, the more the power requi@ddstering reduces the distance
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between the nodes because then nodes have to caocateuonly with their respective

heads resulting in overall less power wasted.

Data Structures:

All the nodes have a neighbor table, which contaires list of their physical
neighbors. The border nodes will contain more wblecause they will have neighbors in
more than one cluster. The values in the tablespdated at regular intervals based on
the packets received from the neighbors. A linkBsused to maintain table(s) at each
node. This allows entries to be added and delet¢ke list as nodes move in or out of
range of other nodes. In addition to the neighbblet there is another table called shared
key neighbor table that contains entries for altledes with which a node shares at least

one key.

Simulation Parameters:

Total Number of nodes in the network: 50

Size of the key pool from which to draw the key30Q
Size of the keyring on each node: 50

Area used for nodes boundaries: 1000 units

Broadcast range of the sensor nodes: 10 units

A network of 50 sensor nodes is formed and pre ayepl with keys drawn

randomly from a pool of 1000 keys. The size of kieg pool is decided based on the
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probability equations provided by Erdos and Re®yi After deployment a shared key

and a path key discovery is made to find out neddswhich other nodes share keys.

5.1 Graphs

1) Number of Communications Vs Ave remaining poafa node:

Simulations are carried out to find out averageai@mg power of a node versus

the Number of communications in the network for thlk four schemes. Number of

communications is the random number of communinatarried out between nodes for

data transfer during one program run. The graphioét is shown below:

NumOfComm Vs Ave Rem Power Of A Node
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Figure 7. Graph for number of communications vsraveaining power of a node
The graph shows the variation of average remaipower of a node in all the 4

schemes. It shows that for equal number of comnatioigs, ave remaining power of a
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node is greatest in our proposed Force & Clustesoigeme. First nodes are spread out
evenly by applying force. Evenly here means thatesadistribute themselves in such a
manner as to improve the coverage of the netwaskadcomplish this nodes move from
region of high density to region of low densityukisg in a more even spread of nodes
and clusters. As expected, in the Clustering & ®egcheme, where there is no force
applied but only balanced clusters are formed déipgnon the energy level and degree
of a node, consumption of energy is more as condp@re¢he first case. The reason for
this is that as clusters are self-organizing sg tbem a structure such that the head lies
in the center and all the members surround it. donfsuch a structure nodes move.
These movements cause energy losses. In unbalahwstdring, energy consumption is
even more due to the unequal distribution of nomteslusters. The head nodes of
clusters, which are heavily loaded, losses eneagief than the head nodes of lightly
loaded clusters. This leads to unequal consumpfoenergy. The difference between
energy consumption in this case and the previoesi®small because balanced clusters
are formed only when nodes start reaching theie3twldDegree (Max nodes which a
head can support). In the last case of Gligor'ssehthere is no clustering involved so
all nodes communicate over longer distances, eslhetd the base station directly. This

results in drastic reduction in their energy levadandicated in the graph.

2) Number of Communications Vs Number of Nodes &liv

Simulations are carried out to obtain number of esodlive in all the four

schemes and the results are shown below:
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NumberOfCommunicationsVsNumberOfNodesAlive
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Figure 8. Graph for number of communications vs benof nodes alive

The graph above shows the number of nodes alivar aftfixed number of
communications has been carried out in the diffesehemes. What is interesting here is
that Gligor's scheme and clustering scheme statwofh same performance but
gradually as the numbers of communications incraage performance of Gligor's
scheme degrades more. This happens because whes camimunicate in a flat level
topology for a long time, their energy decreasessitterably and they start dying off.
The communications between nodes are random. lipitizere is not much difference
between two schemes because nodes, which are caoatiog, are not far enough. So
energy dissipated in clustered and flat level togplnetwork is nearly same. . In the
clustering schemes, nodes communicate with eadr gth other nodes and not directly
so less energy is spend in communication. In thed trscheme, which is

clustering&degree the number of nodes alive is awene. This is because clusters are
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balanced so no cluster head is over loaded andeha&hdeads dissipate their energies
equally. The performance of the fourth scheme esltbst of all the schemes because on
applying force it provides a good distribution afdes on which clustering is done later.
As nodes are distributed evenly so they have toemess distance to form a cluster with
head in center and nodes around it. So energyindgsming clusters in this case is less
and hence more numbers of nodes are alive. Thigstmat as we move from flat level
to clustered scheme and then to a balanced cldstefeeme that number of nodes dying

due to energy depletion gets less and less.

3) Number of Nodes Vs Uniformity:

Uniformity gives a measure of distribution of thedes in the network. If nodes
are distributed evenly then it results in evenriistion of energy in the network.
Simulations are carried out to show that when elusg) is done then nodes are more
uniformly distributed in the network as comparedatmetwork in which there is no

clustering. The graph showing the comparisons dotmity for both the schemes is:
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Number of Nodes Vs Uniformity
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Figure 9. Graph for number of nodes vs uniformity

In the graph above Uniformity (U) is defined by tequations (4.7) and (4.8).
Here lower value of U indicates more uniformity.€Timain factor in determining U is the
means of inter nodal distances. A Cluster is forsugch that the head is at the center and
all other nodes surround it. Due to this distane®vben a node and its cluster head i.e.
two communicating nodes in this case is more & &rgial to the mean of inter nodal
distance. So the difference of distance betweeoda and its cluster head, and mean of
inter nodal distance, is much less i.e. (Di,j — Mgc 4.4] and which in turn results in low
value of U. In Gligor's Scheme, the network hasla fevel topology so no such
conclusions can be drawn about distance betweemooimating nodes. As shown in the
graph the values of U are less for clustering&degeheme than Gligor's scheme at all

times.

56



4) Key ring size Vs Pr (At least one key is shared)
Simulations are carried out to show how the prdiglof sharing key between
two nodes varies as size of key ring varies. Thaggns formulated by Erdos and Renyi

[14] are used to find out the probability of keyashg between two nodes.

Key Ring Size Vs Pr(At least one key is shared)
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Figure 10. Graph for key ring size vs pr (at leas key is shared)

In this graph as the size of the key ring incredbesprobability of key sharing
between two nodes also increases. This is prediictarause the size of key pool from
which we draw keys for storing them on the key rioig nodes is the same. The
simulations show that if the size of key ring isde&0 then there is an almost 100%
probability that two nodes will share at least deg if the keys are drawn from a key
pool of size 1000 keys. In carrying out these satiohs we have varied the size of the

key pool and the size of the key ring to find dit effect on various other parameters.
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5) Energy loss in communication Vs Energy loss ovimg nodes due to force:

The comparison of energy loss during communicat@renergy loss during
moving of nodes due to force is to determine wireithe worth moving the nodes using
the force equations described in section 4.4 (3dhd difference between both energy
losses is small then we can consider moving thesity applying force so that it can
eventually result in less energy consumption. Témson for moving the nodes is to
increase the coverage of the network. Along withrease in the coverage, energy
consumption in future communications is also reduaier nodes have been moved and
then clustered. The graph below refers to randomber of communications for a given
number of nodes. The energy consumed in commumisais scaled according to values
in [6]. The standard values for power consumptiothie transceiver of sensor node are
24 mw (milli watts) for transmission and 14 mw (iImivatts) for receiving. These values
give the minimum power required to do one commurooa Power is energy consumed
per second. We are assuming that there is one camoatwn per second. Therefore
energy consumed per second will be in mJoulesi(daliles). Now the energy consumed
in communication also depends on the distance legiwiee sensor nodes. We multiply
this distance by the minimum energy required agrgigbove depending on whether a
node is transmitting or receiving and thus getfthal value of the energy lost in that
communication. Hence, we calculate energy consufeedall the communication
between various pairs of nodes and then sum thab get total energy lost for certain
number of communication for whole network. The dmuns used for calculating energy

lost in communications are:
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Ec=k*(p—-p) *[(EL) « +(EL)] (5.1)
Where, i =1 to T (Total number of nodes involvedransmission)
j = 1to R (Total number of nodes ilweal in receiving of messages)
Ec = Total energy lost in communication
k = proportionality constant
pi = positionof node i
p = position of node |
(EL): = Energy loss of transmitting node (mJoules)
(EL), = Energy loss of receiving node (mJoules)

The energy lost in motion is calculated dependingttee force applied. When
nodes move by application of force as calculatedeqyation (4.9) they cover some
distance. We multiply this distance by the amourfbace to get total work done on the
node and total work done is equal to the total gnespend. The equation used for
calculation of energy lost in motion is:

Em =Fi* (B-p (5.2)
Where i = 1 to N (Total number of nodes in the roaty

Fi = force on node i as given by equation (4.9\ewton

pr = final position of node i

p s = initial position of node i

Unit of (pi— p o) is meters
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Energy Lost in Communication Vs Motion
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Figure 11. Graph for energy lost in communicatisremergy lost in motion

The graph shows that difference between energgsossboth cases is relatively
small and hence the idea of moving the nodes byyimgpforce is viable. This is
particularly true as the number of nodes in thevosgt increases. Initially as there are
few nodes in the network so resultant force on esmdte by other nodes is small and
nodes thus move a small distance and hence enengyimed for motion is little. There
are also fewer communications when the number desads small but there are few
clusters as well. So cluster heads have to comrateiover long distances to send
messages to each other. Due to this more eneiggtis the beginning. As the number
of nodes increase, the network becomes dense andottes exert more force on each
other and so more energy is lost in their motioklowever, the energy spent in

communications does not increase much because dnerenore clusters (as there are
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more nodes in the network) resulting in more clusteads. These cluster heads are
closer to each other in a dense network that paase network. As the number of nodes
increase, the number of communications also inesed&cause there are more nodes,
which share keys with other nodes in the networld hence they carry out trusted
communications with them. Thus at the beginningehe a large gap. Hence in a sparse
network it is worth applying force to move the nedeHowever, in a dense network the
advantage of applying force is less. Other factoh as the rate of communications and
the energy spent in communications must be factorethen determining whether it is

worth applying force.

5.2 Conclusion

In this thesis we have proposed a novel approaenaogy efficient secure sensor
networks. The random key pre-distribution schemop@sed by L Eschenauer and V.D.
Gligor ensures that it works for any distributedeless sensor network regardless of its
topology. Furthermore, due to the probabilistic met used for key distribution the need
for storing large number of keys on each node eatly reduced. A relatively small
number of keys ensure that there is a high proibamf network connectivity. The
proposed approach uses clustering to save endvtyyeover, by clustering there is no
need for each and every node to transfer its degatly to the base station. This research
shows that performance metrics such as uniformigyimproved. Uniformity gives the
measure of the energy dissipation in the networkoAcept of force between the nodes is
used to move nodes in such a way as to improveragege When nodes are moved due

to the force and then clustering applied, it resuit reduced energy consumption
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providing more coverage. We also considered theheael caused by applying force.
Simulation results show that the overhead in motiegnodes due to force is comparable
to the energy lost in communications. Althoughréhie an initial expenditure of energy,
in the long run this saves energy as far as weaag@e no previous work has tried to

combine energy efficiency and security for senstworks.

This work can be further extended to reduce thepudation overheads on the
nodes. While we apply force and calculate the umifty of the network there are some
computations involved, which result in loss of gyeof nodes. Though application of
force to redistribute nodes provides advantagdsng term but it would be beneficial if
energy losses while calculating force can be lodie®nother area for further research is
investigating the effect of large number of clusten the network. As clustering results
in formation of many clusters each having few membi¢ would be interesting to know
what effect it would have on the performance ofribevork if we reduce the number of

clusters and increase the number of nodes peeclust
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