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CHAPTER 1

INTRODUCTION

The CMOS (Complementary Metal Oxide Semiconductor) technology has allowed for a

dramatic development of microelectronics since the 1960s. Even though the reduction of

physical size in electronic devices provides for a much higher speed and density for the

systems, it brings some serious related problems such as extremely high power consump-

tion, heat dissipation and unreliability. According to some studies, CMOS technology may

hit the physical limitation around middle of 2010s. The QCA (Quantum-Dot Cellular Au-

tomata) has been introduced as one of the six alternative technologies [1]. It not only

provides nanoscale system implementation, but also provides a new way of computation

and data transformation [2, 6, 7, 18, 19]. In the QCA paradigm, a regular array of cells each

interacting with its neighboring cells, is employed in a locally interconnected architecture

[8, 9]. The coupling between the cells occurs due to their electrostatic interactions. Such

arrays are, principally, capable of encoding digital information. The fundamental unit of

QCA is the QCA cell created with four quantum-dots. A QCA cell is a nano-scale device

which can store logic states and transfer information using Coulomb interaction. The con-

ventional CMOS digital logic holds its logic state due to the voltage level, but QCA holds

its logic state due to the position of electrons. A QCA cell consists of a square with four

dots at each vertex and two electrons. Due to the Coulomb repulsion, these electrons can

only be in the diagonal vertex. So, these two different polarization states are associated

with binary 0 and 1. Figure 1.1 shows two possible polarizations of QCA cells. Proper

allocation of the number of QCA cells is the first step in building logic devices. The most

popular QCA devices such as Majority Voter gate, Inverter gate, and even binary wires

consist of the number of QCA cells only.

Clocking is important in most computational technologies and a requirement for the
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Electron Quantum Dot

Polarization=+1
(Logic 1)

Polarization=-1
(Logic 0)

Figure 1.1: The fundamental unit of QCA is the QCA cell created with four quantum-dots
positioned at the vertices of a square. The cell is loaded with two extra electrons which
tend to occupy the diagonals of the cell. Binary information is encoded in the two possible
polarizations. The cell will switch from one polarization to the other when the electrons
quantum mechanically tunnel from one set of dots to the other.

synchronization of information flow in QCA. Presently, all QCA circuit proposals require

a clock not only to synchronize and control information flow, but also to actually provide

the power to run the circuit [12, 3]. Apart from the clock, the QCA cells are not powered

by any other external source. Therefore, it is difficult to imagine a QCA circuit that can

avoid using a clock.

As the concept of QCA clocking, the 4-phase clocking has been proposed and used in

[4, 5]. The 4-phase clocking signal is applied to four adjacent buried wires. Each wire has

voltage that raises and lowers linearly in order to switch the QCA cells placed above it. The

4-phases are: ”Switch”, ”Hold”, ”Release”, and ”Relax.” Adjacent wires have aπ/2 phase

shift so that every fourth wire has an identical signal. With CMOS clocking, clock high

means logic 1 and clock low means logic 0. But with 4-phase clocking, clock high means

”DATA” (either logic 0 or 1) and clock low means ”NULL” (empty data). Basically, QCA

cells in the ”Hold” phase of 4-phase clocking retain transmitted data, but they lose the data

in the ”Relax” phase.

The differences between QCA and CMOS clocking, such as the way to hold data, the

way to synchronize data flows, and the way to power QCA cells makes the design of a QCA

circuit quite different from that of a VLSI. Due to the 4-phase clocking, overall timing of

a QCA circuit is mainly dependent on its layout. This fact is commonly refereed to as the

”Layout=Timing” Problem [16]. One of most severe limitations of ”Layout=Timing” is
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that of wasted buffers to synchronize QCA circuit. For example, as shown in Figure 1.2

that is a QCA circuit for a simple logic function F =̄AB, consists of one QCA inverter

gate, one MV gate and four QCA wires. The resulting waveform in Figure 1.2 is incorrect,

because the QCA wire for input B is in the clock zone 0, and MV gate is in the clock zone

2.

A
F =  AB 
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Figure 1.2: Layout and waveform of logic function F =̄AB without proper synchronization.

When the MV gate is in the ”Switch” phase, the wire of input B should be in the
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”Hold” phase. Since data can be transferred only between ”Hold” clock phase QCA cells

and ”Switch” clock phase QCA cells, a buffer (i.e. an array of cells within the next clock

zone) which delays the input B by one clock should be added into the design. In other

words, the input wire B should be divided into clock zone 0 and clock zone 1, as shown in

Figure 1.3.

A
F =  AB 

B
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A
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max: 1.00e+000

min: -1.00e+000
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Figure 1.3: Layout and waveform of logic function F =̄AB with proper synchronization.

It is obvious that the buffer consists merely of an array of cells which delays input B by

one phase, and this wastes cells as well as space. Basically, in order to synchronize QCA
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circuits, many extra buffers are needed, and each buffer has a different number of cells and

clocking zones. This fact makes global floorplanning more complex since the number of

additional buffer clock zones must be properly detected and considered. In addition, every

buffer consists of QCA cells and clocking zones, and they increase the overall cell count and

clock zone count. If we can design a new type of AND gate that keeps input B steady until

input A comes in, then the buffer can be removed from the design and the gate is made free

from ”layout=timing” constraints. These kinds of asynchronous methodologies are well

defined in CMOS-based VLSI. The following problems, which are due to ”layout=timing”

constraints, will be resolved in this thesis.

• Complex global floorplanning: The synchronization of QCA circuits is an essential

factor in running whole circuits correctly. Synchronous QCA circuit design needs

a number of buffers to synchronize. Since each buffer may have a different num-

ber of clock zones and cells, before designing a QCA circuit, each buffer’s clock

zone and cells should be completely determined and assigned. This makes global

floorplanning more complex.

• Number of clocking zones and cells: It is obvious that an increase in buffers means

an increase in clocking zones and cells.

• Wasted Area: Basically, the number of cells in the first clocking zone in QCA circuits

may have more cells than the last clocking zone does. If the space of each clocking

zone is the same, then the last clocking zone may waste much space. In addition,

synchronization buffers are nothing but clocked arrays of QCA cells in a given space.

Most buffers, thus, may waste a lot of space.

In order to eliminate such layout=timing constraints from the QCA circuit, NCL (Null

Convention Logic), one of the CMOS-based asynchronous circuit design methodologies,

will be applied to the QCA paradigm. As one of the CMOS-based asynchronous method-

ologies, NCL was developed and patented by Karl Fant and Scott Brandt in 1994. NCL is a

logic that integrates data transformation and controls it into a single expression (i,e,. DATA

or NULL) thus yielding inherently clock-less or delay insensitive circuit and systems.
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Because of the separation between control and data representation, there is no invalid

data for NCL circuits. On the other hand, the validity of the NCL DATA state depends on

data encoding, not time synchronization. After having a valid output, NCL circuits ignore

any invalid inputs and they keep its value until all of its inputs become NULL. When they

have NULL output, they continue to be NULL until the expected number of inputs has

became valid data. Therefore, there is no invalid output between the DATA and the NULL

output of NCL circuits. If there is no NULL output of a NCL circuit between two different

DATA outputs of the circuit, it means that the circuit is not a valid NCL circuit. NCL uses a

combination of multi-wire data representation and control protocol, and NCL circuits only

switch between data representation of DATA and a control representation of NULL. So, no

clock is needed for NCL circuits [21].

Since the concept of QCA clocking (i.e., 4-phase clocking) brings many critical de-

sign problems such as complex floorplanning, circuit complexity, reduced circuit density,

wasted space, and increased cell count, complete applying of CMOS-based NCL asyn-

chronous methodology may eliminate strict clocking limitations from QCA circuits. On

the other hand, synchronous QCA circuits do not obey the ”layout=timing” problem, be-

cause of their delay-insensitivity. Therefore, the NCL provides following advantages for

the QCA circuit design:

• Easier global floorplanning: The synchronization of QCA circuits is an essential

factor in running the whole circuit correctly. Synchronous QCA circuit design needs

a number of buffers to synchronize. Since each buffer may have a different number

of clock zones and cells, before designing a QCA circuit each buffer’s clock zone and

cells should be completely determined and assigned. QCA-based NCL circuits are

free from complex floorplanning since they do not need buffers for synchronization.

• Reduced number of clocking zones and cells: It is obvious that NCL circuits are not

needed in order to include extra buffers for synchronization purposes. So, cell count

and clock zone count will be reduced for NCL circuits.

• Increased density: Since the buffers are nothing but clocked arrays of QCA cells in
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given space, most buffers may waste a lot of space. Elimination of buffers provides

better space density for NCL circuits.
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CHAPTER 2

PRELIMINARIES AND REVIEW

Since they are quantum mechanical particles, the electrons in QCA cells can tunnel between

the dots in a cell. The electrons placed adjacent to each other will interact due to the energy

difference between them. This is called kink energy. [9, 8, 13, 20, 10]. Any cell which is

not polarized cannot affect its neighboring cells. On the other hand, the polarization of one

cell will be directly affected by the polarization of its neighboring cells. The interaction

between two neighboring cells is known to show cell-to-cell response. This interaction

forces nearby cells to synchronize their polarization. Therefore, the given information

(logic 0 or 1) can be transmitted from input cell (or fixed polarization cell) to destination

cell, and any array of cells between the input and the destination cell should act as a binary

wire. The basic QCA wire is shown in Figure 2.1(a).

2.1 QCA Primitive Gates and clocking

In order to design complete logic circuits with QCA cells, two simple QCA gates are used

with a QCA wire. The most fundamental gate in QCA is the majority voter (MV) [11, 20,

6]. The output of the MV gate is equivalent to a logic function F(A,B,C) = AB + AC + BC.

A MV gate consists of five QCA cells arranged in a cross as shown in Figure 2.1(b). Both

logic AND gate and OR gate are easily created by fixing one input of the MV gate. For

example, if the input C is fixed at logic input 1, then logic function can be implemented as

F(A,B,1) = AB + A1+ B1 = A + B. The MV gate, which includes one fixed logic input 1,

is exactly the same as the logic OR gate. When one of the MV inputs is fixed to logic input

0, then the MV gate is equivalent to logic AND gate. If the input C is fixed to logic input

0, then a logic function can be implemented as F(A,B,0) = AB + A0 + B0 = AB. Since the
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MV gate’s only logic set is not complete, QCA inverter gate, shown in Figure 2.1(c), is also

used along with the MV gate.

Colombic interaction

(a)

(c)

(b)

Signal propagation

Input
B=1

Input
C=0

output
F=1

Input
A=1

output
F=0

Input
A=1

Figure 2.1: QCA primitive devices[7]: (a)Binary wire. (b)Majority Voter. (c)Inverter

The QCA clock is quite different from the standard CMOS clock. In a CMOS-based

VLSI, the clock is used as a data signal. Basically, the CMOS clock has a high phase as

well as a low phase. For example, clock high means that the data is binary 1 and clock

low means that the data is binary 0. The QCA clock is used not only to synchronize and

control data flow, but also to provide the power to run the circuit [12, 3]. The QCA clock

has switch, hold, release and relax phases [14]. This concept of QCA clocking is the 4-

phase clocking. During the first clocking phase, the switch phase, all QCA cells in the

first clocking zone become polarized due to their input cells or the neighboring cells of

the previous clocking zone. This causes their interdot potential barriers to be raised. This

is the essential phase in which the actual computation occurs. The second phase is the

hold phase. During this phase, the barriers are held high and they restrain any electron

tunneling of cells in this clocking zone. Therefore, nearby cells of the next clocking zone

keep computed results and act as inputs for cells of the next clocking zone. In the third

phase, the release phase, barriers are lowered and cells are unpolarized. In the last phase,

the relax phase, barriers and cells maintain their end status of the release phase. Figure 2.2
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shows the 4-phase clocking scheme.

Clock Zone 0

Clock Zone 1

Clock Zone 2

Clock Zone 3

Switch Hold Release Relex

Phase1 Phase2 Phase3 Phase4

Figure 2.2: 4-phase clocking(left) and QCA clocking zones(right).

Clocking zones grant classical latch behavior to cells. So, since a data can be stored

in each cell’s latched polarization, the four phase clocking scheme emulates shift register

behavior. In order to get a correct data from QCA circuits, proper order of clocking zones

should be considered.

2.2 Design Challenges in QCA

With the four phase clocking scheme, it is possible to design QCA circuits while ensuring

that each QCA cell is powered, and that the information is processed and forwarded in

a timely manner. However, inherited characteristics of QCA, such as the way to hold

state, the way to synchronize data flows, and the way to empower QCA cells, make the

design of QCA circuits quite different from CMOS-based VLSI and introduce many new

design challenges. The most severe challenges are due to the fact that the overall timing

of a QCA circuit is mainly dependent on its layout. This fact is commonly referred to as

the ”layout=timing” [15, 16]. According to the four-phase clocking scheme, QCA cells

placed in one clocking zone require one complete clock cycle (four-phases) to receive the
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information from the previous clocking zone and forward the information to the following

clocking zone. So, QCA wires and gates in QCA circuits must be placed in the proper

clocking zone. For example, let us consider a QCA gate with two input wires. If these two

inputs do not come through the same number of clocking zones, one of the inputs could

arrive at the gate before the other one does. As a result, incorrect output may be obtained.

There are three QCA physical design procedures are described in [15, 25]

• Partitioning: In this step, the given QCA circuit is partitioned so that it can be placed

into corresponding clocking zones and fulfill the timing constraints. Each clocking

zone and its following clocking zones in the given QCA circuit must be in proper

order (i.e., any clocking zone in the ”hold” phase should be followed by neighboring

clocking zones in the ”switch” phase). It is important that each clocking zone has a

similar width and height so that the buried clocking wire can be uniformly distributed

with ease.

• Placement: In a QCA environment, wire crossings are expensive in terms of manu-

facturing since either the use of large circuits to exchange the position of two signals,

or a 45-degree change in the cell orientation is expensive. So the number of wire

crossings should be minimized. The devices are arranged within their chosen clock-

ing zones in such a manner that the number of wire crossings is minimized.

• Routing: In order to minimize number of wire crossings, optimal wire routing design

is needed.

These three design procedures are mutually dependent. If more clocking zones are

provided, it will be much easier to make all the signals reach their destinations in a timely

manner. However, providing more clocking zones may increase the latency of the circuit

[14]. If we try to make a good placement by minimizing the number of wire crossings, the

routing will become difficult and may need larger spaces to route the wires and more cells

to lengthen the wires. In addition, if we try to make the clocking zones have a uniform

width and height, we will lose some flexibility for the placement. Five significant problems
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with designing QCA circuits due to the ”layout=timing” problem have been described in

[16]:

• Wire Length: When designing QCA circuits, the length of a wire within a given

clocking zone should be minimized. Since the lengthening of a wire means that the

number of cells in the wire is increased, the probability that a QCA cell will switch

decreases in proportion to the distance. Also, wire length determines the clock rate,

because every cell within the clocking zone must make the appropriate polarization

changes before a given zone can change phase. Since shorter wires ensure a greater

probability that all cells will be polarized properly, minimizing the wire length is

significant.

• Clocking Zone Width: Clocking zone widths should also be minimized in such a

manner that wire lengths can be minimized and uniformed to increase the manufac-

turability of the circuit.

• Number of QCA cells per Clocking Zone: If too many cells are included in a single

clocking zone, the clock rate could deteriorate simply because the time it takes for

all the cells to make the required transition will most likely increase.

• Wasted Area: Basically, the number of cells in the very first clocking zone in QCA

circuits (i.e., number of cells in input wires) tends to be more than the number of

cells in the last clocking zone (i.e., number of cells in output wires). If the space of

each clocking zones is the same, then the space efficiency of the last clocking zone

is lower than the first clocking zone. Also, inclusion of buffer cells in the design to

synchronize data flow increases wasted area.

• Lack of Feedback: In order to design sequential circuits, data feedback is essential.

Since the 4-phase clocking scheme allows data to flow in one direction, including

feedback loops in QCA circuit design may complicate clocking and floor planning.
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As methods to solve these problems, the ”trapezoidal clocking” and the ”universal

clocking cell” have been proposed in [16]. QCA inherently lends itself to such a ”trape-

zoidal clocking” structure in which there is initially n inputs and after a certain number of m

clocking zones only an output remains. It is possible to stack another trapezoid with oppo-

site data flow to make feedback possible. By allowing data to flow in two directions and by

carefully fitting trapezoids together, denser and compact QCA circuits could be generated.

Also, clocking zones can be arranged or tiled so that there are multiple wire loops and wire

crossings to allow feedback and routing. The universal clocking floorplan is a standardized

clocking zone structure in which various functions can be implemented to allow feedback

and routing. These two architectures focus on synchronization of QCA circuits. Unlike this

approach, an asynchronous methodology such as NCL (Null Convention Logic) [21]can be

used to eliminate such ”layout=timing” problems.

2.3 The Null Convention Logic

The Null Convention Logic (NCL) was developed by Theseus Logic, Inc., Orlando, FL

and patented as an innovative asynchronous paradigm in 1994. NCL is a clock-free and

delay-insensitive logic design for digital systems [22]. Instead of representing a logic state

in NCL logic, a wire defines the arrival of data. Wires are combined to form a definition of

logic states. Any delay insensitive encoding can be used such as dual rail, quad rail and so

on, but in this paper dual rail encoding will be used.

NCL uses symbolic completeness of expression to achieve self-timed behavior. A sym-

bolically complete expression is defined as an expression that only depends on the relation-

ships of the symbols present in the expression without a reference to the time of evaluation.

Traditional Boolean logic is not symbolically complete; the output of a Boolean gate is

only valid when referenced with time. For example, let us assume it takes1ns for output Z

of an AND gate to become valid once its inputsX andY have arrived. As shown in Figure

2.3, initially supposeX = 1, Y = 0, andZ = 0. If Y changes to 1,Z will change to 1 after

1ns; soZ is not valid from the timeY changes until1ns later. Therefore outputZ not only
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depends on the inputsX andY , but time must also be referenced in order to determine the

validity of Z. This can be critical whenZ is used as an input to another circuit.

X0

X1

Y0

Y1

Z 0

Z 1

NCL AND 
Function

X 0

X 1

Y 0

Y 1

Z 0

Z 1

1
0
1
0

1
0
1
0

0
1
0

1 NS 1 NS

Valid
Output

Valid
Output

Null
Output

Figure 2.3: (Top): Symbolic incompleteness of Boolean AND gate. OutputZ not only
depends on the inputsX andY , but time must also be referenced in order to determine the
validity of Z. (Bottom): Dual-rail encoded NCL AND function and associated waveforms.
Due to the hysteresis behavior inherent in each threshold gate. Time is never referenced to
determine the validity ofZ. Figure adopted from [27]

With dual rail encoding, NCL uses a combination of dual wires and NCL circuits switch

between a logic based data representation of DATA and a control representation of NULL.

On the other hand, combination of dual rail represents one of three states, DATA0, DATA1

and NULL. For example, if there are dual wires D0 and D1 for dual rail signal D of a certain

NCL circuit, value D depends on the combination of D0 and D1. The DATA0 state (D0 =

1, D1 = 0) corresponds to a Boolean logic 0, the DATA1 state (D0 = 0, D1 = 1) corresponds

to a Boolean logic 1, and the NULL state (D0 = 0, D0 = 0) corresponds to the value of D,

which is not yet available. The two rails are mutually exclusive so that both rails can never

be asserted simultaneously; this state (D0 = 1, D1 = 1) is defined as an illegal state. The

separation between control (i.e., NULL state) and data (i.e., DATA state) representations

provide a self-synchronization for NCL designs. Consider the behavior of a symbolically
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complete AND function using NCL as shown in Figure 2.3.

15



CHAPTER 3

PROPOSED QCA-BASED NCL DEVICES AND DESIGN

NCL has been proposed as an asynchronous system design methodology for CMOS [23]. It

is difficult to realize NCL in QCA directly since the circuit operation mechanism of QCA is

substantially different from the CMOS. In order to realize NCL in QCA, basic QCA-based

threshold gates with hysteresis, as basic building blocks of NCL, will be proposed. Then

the manner in which it would be possible to eliminate global delay-dependency among

logic gates in QCA circuit by utilizing NCL will be investigated. A NCL-based 1-bit full

adder which consists of QCA-based threshold gates has to be designed in this work. This

will be compared to a traditional QCA full adder in which NCL has not been applied.

Finally, design analysis and optimization techniques, and some design metrics for QCA-

based NCL circuits, such as area overhead in terms of cell count and clock zone count

assignment overhead will be proposed.

In order to design QCA-based threshold gates with hysteresis, an EDA (Electronic De-

sign Automation) tool for QCA ”QCADesigner” developed by the University of Calgary

ATPTI laboratory [26] will be used. The latest version of ”QCADesigner” (version 2.0.4)

provides two different simulation engines: coherence vector and bistable. The bistable

engine will be used in the ”QCADesigner V2.0.4”

3.1 QCA-based NCL Devices and Full Adder

Threshold gates with hysteresis are the basic building blocks of NCL designs. One type of

threshold gate with hysteresis is the M-of-N threshold gate with hysteresis. This is denoted

as THmn gate, and hasn number of inputs and one output signal where1 ≤ m < n [23].

THmn gate has two special properties: threshold behavior and hysteresis behavior. The

threshold behavior means that the output of the THmn gate becomes 1 when at least m of
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n inputs becomes 1. The hysteresis behavior means that the output only changes after a

sufficiently complete set of inputs have been established. For example, if the current output

of TH23 gate is 0, then the output remains 0 until at least 2 of 3 inputs become 1. In

addition, to change the output from 1 to 0, all 3 inputs must be 0. The symbols of THmn

gates and TH23 gates are shown in Figure 3.1(a) and (b).

Input 1

Input 2

Input n

Outputm

A

F2B

C

A

F3B

D

C

(a) (b)

(c)

Figure 3.1: (a)The THmn gate symbol, it has been adopted from [23]. (b) TH23 gate
symbol, and (c) TH34W2 gate symbol. Note that weight of the input A is 2.

Note that TH23 gate is equivalent to a sequential logic Boolean functionFt+1 = (A +

B + C)Ft + AB + BC + AC, whereFt+1 is the current output, andFt is the last output

of the gate. In order to demonstrate the feasibility of designing NCL gates with QCA cells

while preserving the 4-phase clocking for the gates, a QCA-based TH23 gate [?] has been

designed using QCADesigner V2.0.4. Layout of the gate is shown in Figure 3.2(Top).

Five MV gates and one feedback have been used in the design. Since a MV gate can

be used as either logic ”AND” gate or ”OR” gate, four MV gates are used to compute

”(A + B + C)Ft+” part, and just one MV gate is needed to implement AB+BC+AC. A

feed back loop is used to forward the previous outputFt into the circuit. Nine different

clock zones have been used in the design. With 4-phase clocking, every fourth clock zone

is in the same phase. For example, all inputs of the TH23 and the output F are in the same
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phase since the output F is in the eighth clock zone. This means that there are two cycle

delays between the inputs and the output as shown in Figure 3.2(Bottom).

Another type of threshold gate is referred to as a weighted threshold gate, denoted as

THmnWw1,w2,...,wR, wheren is number of inputs,m is threshold, and w1, w2,...,wR are

the integer weights of input1, input2,...,inputR, respectively [23]. For example, consider

a TH34W2 gate, whose n = 4 inputs are labeled A, B, C, and D. The weight of input A,

W(A), is therefore 2. Since the gate’s threshold m is 3, this implies that in order for the

output to be asserted, either inputs B, C, and D must be asserted together, or input A must

be asserted with any one of B, C, or D. The symbol of the TH34W2 gate is shown in Figure

3.1(c). Note that the TH34W2 gate is equivalent to a sequential logic Boolean function

Ft+1 = (A + B + C + D)Ft + (BC + BD + CD)A + BCD, whereFt+1 is the current

output, andFt is the last output of the gate. Likewise, a QCA-based TH34W2 gate [?] also

has been designed in the exact same manner which was used to design QCA-based TH23

gate. The layout and the waveform of the gate are shown in Figure 3.3. Note that there

are 12 different clock zones which have been used in the design. Therefore three cycle

delays exist between the inputs and the output. Notably, the local network of QCA cells

within both TH23 and TH34W2 gates are fully synchronized and powered by the 4-phase

clocking scheme. But the gates themselves are delay-insensitive since it has threshold and

hysteresis behaviors.

A synchronous QCA full adder consists of three MV gates, two inverters, and 5 different

clock zones and 165 cells are used in the design as shown in Figure 3.4. Although this full

adder has logically minimized form, it is not free from the ”layout=timing” problem. For

example, let us use the full adder as a building block to develop a 2-bit full adder. This is

simply done by making a connection between the carry-out of the first bit full adder and

the carry-in of the second bit full adder and adding more buffers for synchronization. Since

the carry-in value of the second bit full adder will be delayed by 5 clock zones, the other

two inputs of the second bit full adder should be delayed by 5 clock zones. In addition,

output of the first digit full adder should also be delayed by 5 clock zones. The layout of

the synchronous 2-bit full adder is shown in Figure 3.5(A). It is obvious that the buffers
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Figure 3.2: QCA-based TH23 gate and its waveform.
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Figure 3.3: QCA-based TH34W2 gate and its waveform.
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consist of clocked wires and that they waste a lot of cells and space. This design may cause

complications due to the ”layout=timing” problem which was discussed in section 2.3.

A B Cin

Cout

Sum

Figure 3.4: The layout of synchronous QCA full adder.

A dual rail full adder consists of two TH23 gates and two TH34W2 gates [23,?] as

shown in Figure 3.6. Since both TH23 and TH34W2 gates are delay-insensitive, they

can be located anywhere in the given area and the corresponding interconnects and fan-

ins and fan-outs can be also freely placed, because the global timing dependency is fully

removed. The NCL full adder has inherited threshold and hysteresis behavior from TH23

and TH34W2 gates. This NCL full adder as well as any NCL circuit consisting of NCL

full adders does not obey the ”layout=timing” constraint. For example, when we design a

2-bit full adder by using a NCL full adder as a building block, a 2-bit full adder is simply

obtained by connecting the carry-out of the first digit NCL full adder to the carry-in of the

second digit NCL full adder. Each NCL full adder in 2-bit full adders is delay-insensitive;

so they can be placed in a same clock zone as shown in Figure 3.5(B). Therefore, any NCL

circuit designed with NCL full adders also has the same properties that a NCL full adder

does.
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Figure 3.5: (a)The 2-bit full adder using synchronous QCA full adder as building block. In
order to synchronize the circuit, two buffers are added. Addition of buffers may cause seri-
ous problems such as wire length, number of cells per clock zone, and wasted area problem
[16]. (b)NCL 2-bit full adder scheme. Assume that all inputs and outputs of full adders
are in a same clocking phase (i,e,. ”Switch” phase for the clock zone 0). In other words,
every wires outside full adders are nothing but either extended inputs or extended outputs
in a same clock zone. Because all wires outside full adders are located in a single clock
zone, and NCL full adders are delay-insensitive, the full adders can be placed anywhere in
the given area.
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Figure 3.6: Dual-rail full adder design. Two TH23 and two TH34W2 gates are used. Since
the design is placement-insensitive when implemented in QCA, since all wires outside
THgates are in a single clock zone and THgates are delay-insensitive. The design can be
located anywhere in the given area. The Figure adopted from [23].

3.2 Design Integration

Designing a NCL-based QCA 1-bit full adder with QCADesigner can be done simply by

combining two TH23 gates, two TH34W2 gates, and wires in a single clock zone. But

implementation of the full adder with QCADesigner has complex multiple wire crossing

problems. Typical QCA wire crossings can be implemented with an array of 90-degree

cells and an array of 45-degree cells (i.e.,inversion chain) since the 90-degree cell cannot

have an affect on a 45-degree cell in a direct line, and also since a 45-degree cell has no

switching effect on a 90-degree cell in a direct line [28]. In order to complete the QCA

wire crossing, there are two special devices called X-to-+ (i.e.,90-cell to 45-cell) and +-to-

X (i.e.,45-cell to 90-cell) converters. A simple QCA wire crossing example is shown in

Figure 3.7.

Multiple wire crossings should be implemented with this simple wire crossing design.

When we implement two wire crossings between arrays of 45-degree cells and arrays of 90-

degree cells, it can be simply done by combining two simple wire crossings, shown as 3.8.
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Figure 3.7: Simple QCA wire crossing with X-to-+ converter and +-to-X converter. Even
though All cells in a same clock zone, 90-degree cells transmit their state to not 45-degree
cells but 90-degree cells and 45-degree cells transmit their state to 45-degree cells . Figure
adopted from [28].
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Figure 3.8: A simple example of multiple wire crossings. The Output AO yields an incor-
rect output. The AO is effected by not input A but input C.
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Figure 3.9: This example describes relation between 90-degree cell and 45-degree cell with
QCADesigner simulation tool. The Output AO is exactly same as output A1. Even though
A0 is output from 45-degree cell, it has fan-out value of 90-degree cell input A.
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The output AO in the Figure 3.8 is effected by input A and follows input A’s wavefront. But

AO is exactly the same as output CO. This means that input C switches output AO. On the

other hand, a 90-degree cell can switch a 45-degree cell in a direct line with QCADesigner

simulation tool. If a 45-degree cell and a 90-degree cell can affect each other in the direct

line, QCA wire crossing by 45-degree cell and 90-degree cell method cannot be used in

QCADesigner. Figure 3.9 has been designed in order to illustrate the relations between

a 45-degree cell and a 90-degree cell. This design shows us that QCADesigner does not

distinguish between 45-degree cells and 90 degree cells in a same line since the 45-degree

output AO is affected by the 90-degree input A. Even if we design a complete circuit with

the 45-degree and the 90-degree cell wire crossing method, the QCADesigner may yield

an incorrect output. So a 45-degree cell with a 90-degree cell wire crossing method cannot

be implemented with the QCADesigner. The QCADesigner provides for multiple layers

to cross QCA wires. The NCL full adder will be developed with multi-layer wire crossing

method.

NCL circuits need a device that monitors the outputs of NCL circuits [27]. The NCL

register keeps its data until it receives all of its inputs, before requesting the next either

NULL or DATA wavefront from the previous register. This is the hysteresis behavior that

NCL circuits usually have. In order to verify the validity of QCA-based NCL full adder, a

register stage must be attached to the single full adder. In this case, a simple QCA-based

NCL register can be designed with six SR flip-flops, since the register of the single full

adder does not request a control signal from the next register. Since a dual-rail NCL full

adder has two input rails per inputX, Y , andCi, six total SR flip-flops would be attached to

each of the input rails. A SR flip-flop has two inputs (i.e.,S andR) and two outputs (i.e.,F

andF̄ ), whereF̄ is complement ofF . If S andR are both 0,F andF̄ retain their last value.

A SR flip-flop consists of two nor gates and two feedback loops. In the QCA paradigm,

nor gate is merely a combination of the MV gate and the inverter gate. Therefore, a QCA

version of SR flip-flop can be designed by two inverters, two MV gates, and two feedback

loops. Even though the SR flip-flop has two outputs, only one output is used as an input to

the NCL full adder. On the other hand, one of inputF andF̄ can be removed. Finally, a
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modified SR flip-flop consists of one inverter, one MV gate, and one feedback loop. The

modified QCA-based SR flip-flop and its waveform are shown in Figure 3.10.
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Figure 3.10: Layout of modified QCA-based SR flip-flop and its waveform. A SR flip-flop
have two outputsF andF̄ , but only one output,F will be attached to input of full adder.
So, an inverter which yields output̄F has been removed from the design.

The SR flip-flop has two different datas. (R=0, S=1) represents data 1, and (R=1, S=0)

represents data 0. Both (R=0, S=0) and (R=1, S=1) are ignored, and the last output of

the flip-flop remains as the current output. On the other hand, a SR flip-flop keeps current

data until it receives the other data. Even though the SR flip-flop does not need a ’NULL’

control signal, it has a hysteresis behavior. Therefore, SR flip-flops may substitute for NCL

registers of the single full adder.

QCA-based NCL full adder has been designed by the multi-layer wire crossing method.

The design consists of two parts, full adder and register. The Full adder is composed of two

TH23 gates and TH34w2 gates, and the register is composed of six modified SR flip-flops.

Note that the flip-flops are not part of the NCL full adder. They are being used as simple
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substitutes to the NCL register in order to verify validity of the QCA-based NCL full adder.

QCA-based NCL full adder and flip-flops are shown in Figure 3.11.
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Figure 3.11: Layout of QCA-based NCL full adder and six flip-flops that substitute NCL
register. Flip-flops generate input signals which represent hysteresis behavior. 1158 cells
of 1350 total cells are used for full adder design within1.9 µm2 space.

Dual rail NCL full adder uses a combination of dual wires and the full adder switch

between logic based data representation of DATA and a control representation of NULL.

Synchronous full adder has three inputs X, Y, and Ci, but dual rail NCL full adder has six

inputsX0 andX1 for X, Y0 andY1, for Y andCi0 andCi1 for Ci. Each input of the NCL

full adder is extended from SR flip-flop. This doubles the number of inputs. Therefore,

the design in Figure 3.11 has twelve inputsX0S, X0R, X1S, andX1R for input X, Y0S,

Y0R, Y1S, andY1R for input Y, andCi0S, Ci0R, Ci1S, andCi1R for input Ci. Value of

X depends on the combination ofX0 andX1. For example, If X’s current data is 0, then
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X changes to data 1, only whenX0 changes to data 1 andX1 changes to data 0. This dual

rail encoding method had been discussed in Section 2.3. Two inputs of a SR flip-flop act

as dual rail inputs for each wire of the dual rail.X0 is switched to data 1, whenX0S has

data 1 andX0R has 0. Therefore, all inputs with the same capital letter correspond to each

other. With the help of the truth table for full adder, corresponding dual rail data table and

SR flip-flop data table is shown in Table 3.1.

X0-S X0-R X1-S X1-R Y0-S Y0-R Y1-S Y1-R Ci0-S Ci0-R Ci1-S Ci1-R X0 X1 Y0 Y1 C0 C1 X Y C Co S Co-0 Co-1 S0 S1

1 0 0 1

1 0 0 1

1 0 0 1

1 0 0 1

0 1 1 0

0 1 1 0

0 1 1 0

0 1 1 0

1 0 0 1

1 0 0 1

0 1 1 0

0 1 1 0

1 0 0 1

1 0 0 1

0 1 1 0

0 1 1 0

1 0 0 1

0 1 1 0

1 0 0 1

0 1 1 0

1 0 0 1

0 1 1 0

1 0 0 1

0 1 1 0

1 0 1 0

1 0 1 0

1 0 0 1

1 0 0 1

0 1 1 0

0 1 1 0

0 1 0 1

0 1 0 1

1 0 0

0 1 0

1 0 0

0 1 0

1 0 1

0 1 1

1 0 1

0 1 1

0 0 0 0

0 1 0 1

1 0 0 1

1 1 1 0

0 0 0 1

0 1 1 0

1 0 1 0

1 1 1 1

1 0 1 0

1 0 0 1

1 0 0 1

0 1 1 0

1 0 0 1

0 1 1 0

0 1 1 0

0 1 0 1

Input
Dual rail Dual railSR Flip-Flop

Truth Table for
Full Adder

Output

Final OutputInitial Input

Table 3.1: Truth table for full adder and its corresponding data table of SR flip-flop and
dual rail. Initial input table will be applied to Input vector table of NCL full adder. Final
output table will be used as the measure which determines validity of NCL full adder. Note
that, not only dual rail, but also SR flip-flop transmits data by dual rail encoding method.

Inputs of the SR flip-flop should not be directly applied to input vector of NCL full

adder, since NCL full adder requires NULL control signal to switch current data. On

the other hand, even though NCL full adder receives another valid input data, it does not

switch its current data without NULL control signal. Therefore, NULL control signal must

be inserted between every input data. Figure 3.12 is a screen shot of input vector table for

NCL full adder.

NULL control signal is repeatedly placed in every 10th column from column 0, and

it remains during 5 complete clock cycles. For example, both (Ci0R=1, Ci0R=0) and

(Ci1R=1, Ci1R=0) represent logic data 0. This means that the two corresponding inputs

Ci0 andCi1 have data 0. In the dual rail encoding scheme, (Ci0=0, Ci1=0) represents
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Figure 3.12: Screen shot of input vector table for NCL full adder.

NULL state. DATA signals appears every 10th column from column 5, and they are en-

coded in the same manner. Even though each blank column has the logic value 1, it does

not have an effect on the data, because of NCL circuit’s hysteresis behavior. On the other

hand, NCL circuit ignores current data and keeps last data, until NULL control signal has

been transmitted.

Result waveform is shown in Figure 3.13. NULL control signal is placed between the

output signal. With NULL control signal, NCL full adder determines the validity of output

without a reference to the time of evaluation. On the other hand, every data followed by

NULL control signal is valid data. Therefore, NCL full adder is delay-insensitive. NCL

full adder has 20 different clock zones, and SR flip-flop has 4 different clock zones. So,

the Output has been delayed by 6 complete clock cycles. Result wave front of output is

equivalent to final output table in Table 3.1, except NULL control signal which lies between

the output data.
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Figure 3.13: Result waveform of QCA-based NCL full adder.
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3.3 Design Evaluation

NCL full adder consists of 1158 cells within1.9 µm2 space, but the synchronous full adder

consists of just 165 cells within0.21 µm2 space. Approximately, the NCL full adder is

7 times bigger than the synchronous full adder. The NCL seems to be inefficient with a

small size circuit. However, the NCL full adder will be quite efficient for a big size circuit.

If n number of NCL full adders are used to develop n-bit full adder, NCL full adders can

be located into a single clock zone, and they do not need any buffer for synchronization,

because of their delay-insensitive property. In the same case, Synchronous n-bit full adder

needs
∑

(n − 1) number of input buffers and
∑

(n − 1) number of output buffers to syn-

chronize. So, NCL is more suitable to a big size circuit design. For example, in order to

design a 4-bit synchronous full adder, additional six input buffers and six output buffers are

necessary for synchronization reason, but 4-bit NCL full adder can be designed with four

1-bit full adders. Addition of delay buffers may cause serious loss in both cell count and

clock zone space. Figure 3.14 describes 4-bit full adder example.
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Figure 3.14: 4-bit full adder example. (A) Synchronous 4-bit full adder. Six input delay
buffers and six output delay buffers are used with four 1-bit synchronous full adder. (B)
NCL 4-bit full adder. Only four NCL 1-bit full adders are used. Shape of 4-bit full adder is
either rectangular or linear, since each NCL full adder can be placed anywhere in the given
area.

An output buffer is nothing but a clocked array for result output. Since the width be-
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tween input and output of synchronous full adder is 23, cell count of an output buffer is

also 23. This is minimized cell count for output buffer. An input buffer has two clocked

arrays, and length of each array is also 23. Cell count of an input array, therefore 46. That

is also the minimized cell count for the input buffer. Obviously, Carry-out wire of current

adder is only an extension of the carry-in wire of the following adder. This extension wire

is not a delay buffer, but a simple extension wire between neighboring adders. So, there

aren− i extension wires in n-bit adder. If the cell count of an extension wire ise, then the

total cell count of synchronous n-bit adder can be calculated by :

165n +
n∑

i=1

23(i− 1) +
n∑

i=1

46(i− 1) + e(n− 1)

= 165n +
n∑

i=1

69(i− 1) + e(n− 1) (3.1)

Synchronous 1-bit full adder lies on0.21 µm2 space. Both Adders and buffers occupy

the same size space like Figure 3.14(A). Total used space of Synchronous n-bit adder is: :

n2 ∗ 0.21 µm2 (3.2)

Total cell count of NCL n-bit adder is simple. 1158 cells are used in each full adder.

NCL n-bit adder consists of n number of NCL full adders. Even though NCL n-bit adder

does not require any additional buffers to synchronize, it still needs extension wires be-

tween the two neighboring adders. Since the NCL full adder employs a dual rail encoding

scheme, two extension wires should be inserted between neighboring adders. So, total cell

count of extension wires is shown in terms of2e′ ∗ (n − 1), wheree′ is cell count of each

extension wire. Total cell count of n-bit full adder is:

1158 ∗ n + 2e′ ∗ (n− 1). (3.3)

Total used area can be calculated in same manner. Size of NCL full adder is1.9 µm2.
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Therefore, total used area of NCL n-bit adder is:

n ∗ 1.9 µm2. (3.4)

Cell count of extension wiree ande′ are not fixed. Since the size ofe ande′ are mainly

dependant on the layout of the circuit, they can be reduced and minimized by proper floor

planning. For example, if all the carry-out outputs are directly connected to the carry-in

input of next digit adder without an extension wire, value of bothe ande′ will be 0. With

this ideal condition, we can remove unknown valuee and e′ from formula 3.1 and 3.3.

Table 3.2 has been developed without bothe ande′.

Cell
Count

FA

NFA

Used
Area

FA

NFA

3,252

9,264

15.2

13.44

n=8

10,920

18,528

30.4

53.76

n=16

1,074

4,632

7.6

3.36

n=4

39,524

37,056

60.8

215.04

n=32

149,664

74,112

121.6

860.16

n=64

581,952

148,224

243.2

3440.64

n=128

FA: Synchronous n-bit full adder

NFA: NCL n-bit full adder

Cell Count: cells

Used Area: um 2

Table 3.2: Total used cell count and used space for two different versions of n-bit full adder.

Synchronous full adder seems to be more efficient when n is below 16. However,

synchronous full adder wastes more space which is occupied by delay buffers. Insertion

of a delay buffer reduces circuit density. For example, when n=32, total cell count of

both synchronous full adder and NCL full adder are almost same, but the used space of

synchronous full adder is 3.5 times larger than used space of NCL full adder. When n goes

over 30, NCL full adder is more efficient in both cell count and used space aspects. NCL

35



seems to be more suitable for a big size system. Assume that there is a possible way to

reduce the size of a buffer. However, this may not reduce cell count, because the cell count

of both input and output buffers is already minimized (i.e., 23 cell for output buffer and 46

cell for input buffer). It makes global floorplanning more complex, since space reduction

may change each buffer’s shape. No complex floorplanning is required for the NCL full

adder. Since NCL full adder is delay insensitive, each can be located within any spot in a

given area. The overall timing of QCA circuits is mainly dependent upon its layout [16].

Asynchronous n-bit adder is an extreme case of this timing constraint that is referred to as

the ”Layout=Timing” problem which has been discussed in the previous chapter. QCA-

based NCL devices are free from this constraint.
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CHAPTER 4

CONCLUSION

The concept of clocking for QCA, referred to as the four-phase clocking, is widely used

and it is possible to design QCA circuits while ensuring each QCA cell is powered and

the information is processed and forwarded in a timely manner. However, inherited char-

acteristics of QCA, such as the way to hold state, the way to synchronize data flow, and

the way to power QCA cells, make the design of QCA circuits quite different from VLSI

and introduces a variety of new design challenges, and the most severe challenges are due

to the fact that the overall timing of a QCA circuit is mainly dependent upon its lay out.

QCA suffers from this strict timing constraints referred to as the ”layout=timing” problem.

Applying NCL asynchronous methodology to QCA paradigm eliminates this problem, and

it also provides many advantages such as easier floorplanning, increased circuit density,

reduced complexity, decreased cell count, and reduced space.

In order to realize CMOS-based asynchronous methodology in QCA, NCL, one of the

CMOS-based asynchronous methodologies has been used. THmn gates are basic building

units for NCL circuit designs, and they have threshold and hysteresis behaviors. These be-

haviors are significant since they provide delay-insensitivity for the NCL circuits. In order

to synchronize, NCL circuits refer to control data represent NULL rather than time. There-

fore, they do not need delay buffers to synchronize. QCA-based TH23 and TH34W2 gates

have been developed to optimize QCA asynchronous methodology, and they also have the

same properties that CMOS based THmn gates usually have. Basically, ”Layout=Timing”

constraint forces synchronous QCA circuits to waste many buffers for synchronization pur-

pose. Applying NCL to QCA eliminates the ”Layout=Timing” problem as well as the delay

buffers from QCA circuits. QCA-based NCL 1-bit full adder has been developed with two

TH23 gates and two TH34W2 gates. In order to verify validity of the QCA-based NCL
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full adder, six modified SR flip-flops that substitute the NCL register are added into the

NCL full adder design. Simulation result of the QCA-based NCL full adder indicates that

NCL can be realized in the QCA paradigm. QCA-based NCL full adder has succeeded

two important behaviors such as hesteresis behavior and threshold behavior from TH23

and TH34W2 gates. NCL circuits do not need buffers to synchronize, since they are delay-

insensitive. Large scale synchronous QCA circuits may have more number of buffers in-

side. An extreme example is shown in TABLE 3.2. From the table, we realize the NCL is

more suitable for a large scale circuit design.
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