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CHAPTER |

INTRODUCTION

A sensor network consists of spatially distributed sensork Witited computational and
communication capabilities. These are used in varied applicatians as monitoring
environmental conditions, military and industrial purposes. Variondskbf sensor nodes are
used in the network. They can be broadly classified based on tlegic@mmunication range and
power capability. The sensors have limited computational cétgadild hardware complexity.
One such example of a sensor is the SmartDust sensors [XH ds specifications shown in
Table 1, giving us an idea of its limited resources. Is thesis, sensors and nodes are terms

which are used interchangeably.

CPU 8b, 4MHz

Storage 8Kbytes program, 512B Memory, 512B
EEPROM

Communication 916 MHz Radio

Bandwidth 10 Kbps

Operating System Tiny OS

Table 1: Typical configuration of a sensor node

Each sensor runs on battery power and is equipped with certain kiadiofcommunication
device which can communicate only in small range. Theresamsors which use dual radio
communication device, one for short range and the other for long.r&hgse kind of dual radio

communication devices are manufactured by Sensoria CorporadpnThe software which is
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used in the sensors must consume little computational power andh¢hogerating system used
should be less complex than conventional operating systems. Exampbeerafing systems
which are used are Tiny OS [15] and Lite OS [16]. Algorithmedu®r computational purpose

should consume less energy and therefore use of certain cryptographic reefiiedsided.

Typical sensor networks have a base station or a conttollenonitor the activities in the
network. The networks may be static, dynamic or both i.e., theonetwonsisting of both static
and mobile sensors. In this thesis we have dealt with two kihdstworks, one is static sensor
network and other is mobile sensor network. If the network de#tisstatic sensors, we call it
Wireless Sensor Network (WSN) and if it deals with mobkié@sors, we call it Mobile Sensor
Network (MSN). WSN’s are used particularly in areas whieh\eery remote and direct human
intervention is least possible. One such example is the areathngernational borders where
instead of human, if sensors are deployed; the situation could beoradreasily. Also, WSN's
are used to monitor environmental conditions provoked by natural dssasten as volcanic
eruptions, landslides, Tsunamis. Apart from these, WSN’'satssmbe used for industrial and
medical purposes and also to monitor traffic situations. &eas where MSN'’s can be used
widely include army at war. Sensors are deployed on movingtelgach as soldiers and army
vehicles, which helps them communicate information about thatisih around them. Also,

MSN can be used to monitor cattle, emergency vehicular information and rhanyoiposes.

One of issues with sensors when distributed spatially should comateimth each other in a
secured manner since the data associated with these sargbtsbe confidential. Efficient
cryptography techniques are to be used for communication among trsamoflpublic key

cryptography is precluded since it had been reported by Carman, lindiMatt [18] that when
compared to the energy consumption of 1024 bit AES and 1024 bit RSAttiretdkes higher
computations than the earlier. Also, using master key for thee er@twork is infinitely scalable

but might be a compromise on the security of the network. Thus, efficiemdeggement
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Figure 1 Randomly distributed Sensors

among sensors is of prime importance while designing a netkeskmanagement among both

MSN and WSN's would be considered here in this thesis.

One solution to the above discussed problem is to use uniquerkegdh pair of nodes. This is
not just robust but also attains maximum resilient during nodesrespaand adversaries attack.
But, due to the storage limitations of the sensors, alutlique keys cannot be stored. Consider a

total of m nodes of which two nodes share a unique key. This will result total of

(m(nzl_l)) keys in the network with each node stor{ng-1) keys. This is very high considering

the storage limitations of a nodenifis large. Also considering the ad-hoc nature of the sensor
networks, nodes add to the network over time. Thus, efficient kayagement has to be

performed addressing solutions to all the problems that occur in designingvitbekne
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Figure 2 A typical networks with clusters divided and a base station

One of the issues these sensors face is broadcasting ofgagsEhey cannot broadcast longer
ranges, so to send messages to sensors which are at loteygredihan the range, it should send
via multi hops and these hops should be finite. Thus, while desigrengetwork, prime criteria
which should be met is that the number of hops required for a geessabe delivered at

destination should be less, relatively.

Rest of the document is divided into chapters with introduction behagter 1. Chapter 2 deals
with literature review followed by methodology in chapter 3, findingshiapter 4 and conclusion

in chapter 5.



CHAPTER Il

LITERATURE REVIEW

There has been wide range of research going on in key managemeineleés and mobile
sensor networks. Symmetric key pre distribution and pair wise keybdisbn are the approaches
used earlier but this scheme uses Birthday Paradox [8],[9]ri4i8&ntifying the number of keys
that are to be stored in each sensor. In addition, for clusteringeohetwork,K-means++
algorithm [7] has been employed. Also, Dijkstra’s shortest dgtrithm [11],[12] is used which

would be discussed in detail along with the usage in chapter 3.

CLUSTERING

K-means++is an improved version df-means algorithm which reduces the complexity in
finding thek means [32]. This algorithm can be used to iderkifpeans out of nodes in the
network and assigning rest of the nodes to the means thus foohistgrs. Ink-means++
clustering algorithm, the number of clusters is figedriori. We assume the number of clusters
chosen to bd and this choice is based on the network size and geographid#rpa$ each

node.



According to k-means++ clustering algorithmk means are identified initially, one for each

cluster. For this, following steps are to be followed,

1. Choose an initial centre from the set of all node points sayuniformly at random.

D(y)?

2. Choose next mean from the set and nanyewith probabilityZ D)7 proportional to
XEU

D(x)?

3. Repeat step 2 until all thecenters are identified.

Binding is done in order to form clusters by assigning nodes tondans. Hence, new mean
positions are calculated and binding is done. This process is repattalere is a change in the

position of the means.
BIRTHDAY PROBLEM

In the proposed scheme, as mentioned earlier, birthday problenedsiruglistributing keys
among nodes in the network [8],[9],[10]. Birthday paradox or birthdallem is a probabilistic
approach, which selects pairs of people from a set of randomly cheeeie who share same
birthday. This is also a problem for identifying number of peogie share same birthday with
certain probability. Considering an year with 365 days, for thbalility to be 1, the number of

people to be considered are 366.

Let the probability with which we have to find number of peapl& a room to be(n) and

number of days to b& So, according to the birthday problem

()

p(n) =1 -—72*
The equation can be approximated to

pm =1 - (1=



RELATED WORKS

Eschenauer and Gligor [2] proposed a “key ring” scheme using randghsgwherein, from a
large pool of keys§, few keys were selected and stored in the node such that igtdoes share

at least a key with certain probabilipy Each node carries a subset of keys called the key ring of
sizemfrom Sand finds common set of keys among subset of any two randomly chosen key rings.
This scheme requires three main steps namely, key présdigin, key discovery and path key
identification. In the key discovery phase every node sendssaage to all other nodes. The
neighbors upon receiving the message determine which keys aed shtn which node. Also a

path is established among nodes if they do not share a keyhi@&nd tdone in path key
identification. This populates the entire network and this psones/ have to be repeated every

time a node is added or a node is replaced.

When the “key ring” approach by Eschenauer and Gligor [2] reqairdsast one node to be
shared among the neighbors, tiReomposite scheme proposed by Chen et. al. [19] reqqgires
keys of neighbors to be shared which increases the resilience in the netwodchEni® reduces
the size of the key pool but increases the key ring sieact node by repeating the keys to be
stored. Also, the network has more chance of being compromised whenrtiter of nodes
captured is more than 1% of the total network size bt éonsidered advantageous when it is
less than 1%. Zhou et. al. [20] based on symmetric polynomials, ptbpokey management
scheme witht — degredK+1)-variate symmetric polynomial witk credentials selected for each
sensor node. Using these credentials, polynomials share is ezhgna then both the credentials
and polynomials shares are stored in the nodes. Two sensors can produce saryevkasn the

credentials differ in one dimension.

There are also schemes which assume the deployment knowledge teoiragrove key

management performance in WSN's [20,21]. A proposed key managenatocol by Du et.al.



[21] which is based on [2] uses Guassian probability distohutiinction (pdf). In this scheme,
the network area is divided into square cells with eachbeglly associated to one group of the
sensors. There is division of key pool into sub key pools and sineras many sub key pools as
the squared cells. Also, sub key pools of each cell have céagimrelated to those of their
neighboring cells. Each node randomly selestsodes from the sub key pool and stores, thus
improving the protocol performance when the network size is hugethgue are still few
problems associated with this protocol, main being static nodeshérstheme which is similar
to [21] is Zhou et. al. [23]. They proposed a protocol called LAWEch is based otrdegree tri-
variant symmetric polynomial. Each node has two creder{tidlsn2)wherenl is cell identity
andn2is node identity. Based on these credentials, nodes calculate p@lysbare and if nodes
have one mismatch in their credentials, they can generateractokey. So, all the nodes in a
cell can establish a connection among themselves but themnlgréwo specific nodes from

different cells sharing a key directly with each other.

Du et. al. [24] proposed a pair wise distribution scheme whkitlased on blom’s key distribution
scheme. In blom’s scheme [28](/a+1) x N matrix G is defined which is public, whei¢ being

the size of the network. Also, it generates several synmizimatrices ofA +1) x (A +1) which

are private. The scheme Asresilient; it means that the network still remains se@wuen if A
nodes are compromised. But if more thiarl nodes are compromised, the remaining nodes
cannot communicate and entire network is compromised. The blongmedls modified by Du

et. al. [24] in order to increase the resilience in the ndétwat the scheme even then requires
O(\) memory to generate matrix and secret humbers which wilideel in generating keys
among neighboring nodes. In this scheme, largereases the resilience at the expense of large
memory. Moreover, there is network over head in computing thevdeigh ultimately degrades
the overall performance of the network. Another scheme has lvepaspd by Yu et al. [29]

which also uses blom’s scheme for the key management. They havel dhedeetwork area into



hexagonal cells and associatBdand G matrices are stored in sensors based on the prior
deployment knowledge. Cells are of two types, one is basamelbther normal cell. Normal
cells are neighbor with two base cells but the base cellaarneighbors. A confidential matrix
B; is allocated to each base cell and also to its six neighddlsr so as to produce required
information to the sensors. Though the connectivity of the schemlese to one, the memory

used by sensors is very high.

Location based protocol proposed by Kihyun et al. [26] uses pivases in establishing efficient
routing in mobile sensor networks. Although this scheme does notiomeabout key
management, it has an approach in establishing routing protooolgamobile sensors. In first
phase node sends advertisement messages to all the neighboanttiesn receives reply from
them in second phase if only when they want to send the reply. dnpthéise, data is forwarded
upon receiving the reply message from sensors. This way comatianiés made and messages
are exchanged among nodes. This uses global positioning system throighheach sensor
knows about the location of itself and also the location of the rsinle. Kifayat et al. [27]
proposed group based key management for mobile sensor networks in which they havédoth sta
and mobile sensor nodes and the network is divided into groups. Kel; fitogn pool of keyS
are loaded into static and mobile sensors in pre-deployment [hasesimilar fashion as
employed in [2]. With these keys they can communicate with semsarsout of each group and
moreover each group has a group leader which receives daterypted format from nodes in
the group and sends to sink node. Mobile nodes roam in the netwodstatdish connection
with at least one sensor in each group with a probalBilityithin its communication range. This
scheme does not talk about connectivity of mobile sensor ifateyot in the communication
range of sensors in any group and also has one major drawbackeas gnoup leader

compromise entire group of sensor nodes get compromised.



Dongg et al. [25] proposed group based key pre-distribution schemeschieisie has two parts,
one is group based EG in which key pool size at any instangeefgi500 and each sensor node
randomly selects 50 keys each from in-group and cross-group instéftoe®as the second one,
group based PB scheme at any instance of time include 49 deges@té polynomial.
Polynomial share from in-group and cross-group is assigned to easbr s@de. The scheme
which comes close to the proposed scheme on WSN is a clustergnagpdkey management
scheme proposed by Lin et al. [30]. This scheme divides tive eetwork in clusters and each
cluster has a cluster head and sensors and a base statitve foetivork. This scheme use
LEACH [31] protocol in electing new cluster heads. Cluster headsordinary sensor nodes
which could communicate to base stations and all the cluster imesidgle hops. This seems to
be practically impossible as sensors with such limited conwatioh range cannot interact in

single hop.

As mentioned, the proposed scheme deals with two kinds of networkiseimigeWireless Sensor
Networks (WSN) and other Mobile Sensor Networks (MSN). Bothnitevorks cover most of
the problems mentioned above and also deal with different kinéyihlanagement approach
which has not been used earlier. In addition, both the netwaltkdsevdivided into clusters based
on standard clustering algorithm whose usage will be discussketigith The main criteria are to
reduce the total number of keys to be stored at each sensaerraimdmize the over head at each
sensor. The proposed approach requires that data be routed over manlyefodeit reaches its
destination. This indicates that there is an underlying connectisre®detrouting and security
and that implicit security technique [3],[4],[5] may be usedoute data via multiple channels,
thus spreading the vulnerability over several nodes and commonicziiannels making an
adversary’s task harder. There is also the question of noder@mise which may be countered
by using tamper-resistance hardware in each node [6]. Further yozertatecture has been used

to achieve balance between number of keys per node and routing complexity [13].
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CHAPTER Il

METHODOLOGY

As mentioned earlier, we would be dealing with two kinds of netwbkk®; one is Static
Wireless Sensor Network (WSN) and other is Mobile Sensgtwdrk (MSN). In both, the

network will be divided into clusters and would use similar kind of key manexgetechnique.
STATIC WIRELESS SENSOR NETWORKS

In this network, none of the sensors move. All the nodes are @epfapdomly and the network
will be divided into clusters, not necessarily of same siaehHlivided cluster will have a sub
controller in addition to a main controller which belongs total ¢lusters. The next phase after
clustering is to load the keys into the memory of the nodes and these keys stesthé@mory is
called a key set. Keys are also to be distributed among ube centrollers for their
communication, as all the sub controllers may not be in the comrtionicange. After key
distribution is done, the deployment phase begins and the communication Hraomgdes is

established. Figure 3 gives an idea of how the network is divided udizid.

In a cluster, say afi nodes, there ar(e"("z—_l))pairs of keys. Each sub controller has to find a way

of populating the key set of each sensor node. Also, main contriglleto the work similar to
that of the sub controller in distributing the keys amongstiiecontrollers. Once the network is

divided into clusters, it is assumed that each node intendittgts peers within the cluster and

11



there is no direct interaction with nodes outside that cluster.

Other assumptions are, each sub controller is within the comnionicahge of its own cluster
and main controller can communicate with all the sub controllers. Albazantrollers have more
communication and computation capabilities than other nodes in tiverketikewise the main
controller has more computational capabilities than sub congalied nodes. Moreover sub
controllers in the network may not communicate with main contratlesingle hop. For that
reason it may require multiple hops for message to be broadcasted tartle®mteller from sub

controllers.
CLUSTERING OF WSN

Using K-means++algorithm, clusters ankimeans are identified. Once this is done, each node in
the network is associated to one of the other means andhigitassociation entire network with
divided clusters are formed. The main goal is to minimize theduhe square distances within

each cluster and is given by (1)
Sy T jes 1% — my [P ——— (1)
wheremy, m, ng ..... m are the means of the clusters initially defined.
SE={x: || x-mf|| <|| x- mb|| for all i*= 1, 2, ... k}
Xj is the relative distance ¢f,y) in the network from origin.

mi is the relative distance of meg@qy) from origin.

12



Updating the means:

t+1 - 1

= tX
i ISlfl ijESL- ]

t — Ranges from 1, 2... till the means does not change

Thus, thek means locations will be identified and these will remaitoaations for controllers of

those clusters.

KEY DISTRIBUTION

During key distribution phase, we can draw an analogy of birthdaylepnoto relate to the

present scenario as follows,

1. Total number of nodes in a cluster can be associated to number of days.
2. Number of people in a room can be associated with number of nodéasysteyrs

with each node in the cluster.

By this analogy, we can identify the number of keys to beedtor the sensors. In WSN, as the
network is divided into clusters and is based on the assumptiosetistdrs in the clusters cannot

directly communicate with sensors in other clusters; two typesyahkmagements are required.
1. Key Distribution among nodes.

2. Key Distribution among sub controllers.

13



{©  Sensor Node
(g Sub Controller

()

Main Controller

Figure 3 Network divided into clusters with sub controllers and a main coatroll
KEY DISTRIBUTION AMONG NODES

In the network, assume total number of nodes tontand is divided intk clusters. Choose a

cluster randomly witin nodes and probability(s), which is given by

p(s) _1 _(1 B %)C(S,Z)

14



Here,s is the number of nodes with which the node shares a key. Seyh&zk of each node
would be at least. As the value op changess value changes and this gives us the total number

of nodes where two nodes share a common unique key. Consider a randaninnibaecluster
. . . .. n(n-1)
and randomly choosenodes which share a unique key with nodethe cluster. Out (ﬁT)

total keys, those nodes with which nadghares a key are stored in the memory. This process is

repeated till all the nodes of the clusters stores keys.
KEY DISTRIBUTION AMONG SUB CONTROLLERS

Not every sub controller can interact with all other suintwllers due to its limited
communication and storage limitations. So, a key distribution shouldelsergramong the sub
controllers to have an effective communication. To accomplis) &l those sub controllers
which are within the communication range are to be identifiestl fThen, the same method as

that of the nodes can be employed here.

Let| be the number of clusters identified within a communicationearglistanced. From the
birthday problem, we identify the number of sub controllers sharing &ewng themselves. Say
a sub controllesi has to share keys witss sub controllers within its range out of the tatal

number of sub controllers, the probabilitfss)can be determined as,

p(SS) =1 _(1 _ %)C(ss,z)

Here we get the value aisi.e., total number of sub controllers with which sub contrdler
shares a key. Thoss sub controllers are chosen randomly frbmhich is in the range of that

sub controller under consideration.
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PATH IDENTIFICATION

After key distribution phase, path has to be established amdegedif nodes which may either

belong to same cluster or to a different cluster. There are two waysdh thig can be done.

1. Path among sub controllers

2. Path among nodes.

PATH AMONG SUB CONTROLLERS

When there is a inter cluster communication, there has to gmhathat exists between sub
controllers. For this purpose Dijkstra’s shortest path algorfttith[12] is used. All the weights

are assumed to be equal to1l.

According to the shortest path algorithm the following stepst@rbe followed in order to

identify the path from one sub controller to other.

1. Initially assign a sub controller and identify all those sub rotlets which can
interact with it.

2. Assign all the sub controllers status as not visited.

3. When all the nodes neighboring the current nodes are visited,theadarrent node

visited.

If by the 3rd step all the nodes are visited at least ageaach end there, if not, mark the next

node as the current node and repeat the process from step 2.

Thus, by this procedure all the paths between different sutotiergrare identified and stored in

their respective memory.
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PATH AMONG NODES

Each path has to be identified from a source node to a destinatianmsidad of populating the
network at the beginning, the path is established between two nbdesrequired. Hence, when
a message has to be transferred from one node to another forsthienfe, a path will be

identified using the key sets and this path is stored for the tme& use. This way, path is

identified between different nodes and stored in sub controllertWidhneases that are to be dealt

are:
1. The source node and the destination node belonging to the same cluster.
2. The source node and the destination node belonging to the differentscluste
CASE 1

Assume a path to be identified between the nodexlj which are in the same cluster. Nade
sends message,iifindj share a key, the message is broadcasted directly, otheralezks for

noden, where

{n]ifn e{key set of i} and n where dkj < dxj, x = {key set of i}

dnj defines a noda which is the closest node {o

When the message is broadcasted, tthe next nearest node jois searched and this process is

repeated till there is a path directly frano j.

As an example, assume a path to be identified from ndde. From the procedure described
above, we get's to be nodes, m, p, u, t, eand thus the path fromto p is c-0-m-p-u-t-e-r This
path identified will be stored and it will be used for thectrgme when a communication is

required fronc to p.
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CASE 2

When a node has to communicate with a node in another cluster, stdl€@oobmmunication is
also needed along with node communication. Thus, when a node in one clustty has
communicate with a node in another cluster, that node sendssageeto its sub controller. This
sub controller based on other sub controller's information sendsssage to the destination
cluster’s sub controller through the path which has already bemedeThus, after reaching the
sub controller of destination cluster, it will send a messagke first node of its cluster and then

the process as discussed in case 1 is repeated. The path thishestéielre again will be stored.

MOBILE SENSOR NETWORK

This network has been designed considering an army situatawaratWe considered sensors
having two kinds of radio communications, one being lone range andbating short range. In
this network, all the nodes are mobile and they move in groupsahtiet time. But few sensors
may move out of the group either to join other groups or to fonemagroup. Hence we divide
the network into clusters and elect a cluster head lmséueK-means++algorithm. Alongside,

there is a base station to monitor the activity of the sensors in the network

We calculate the mean position and the sensor at that positiom éuster head. Cluster heads
switch on their long range radio in order to communicate with atluster heads. In doing so,
they will add extra load on the battery and this load has to bédted among all the sensors in
their respective clusters. This is possible since alsémsors are move and hence there would be
change in the mean position of the clusters. Also, the nodes ard addedeleted from the

clusters frequently. Therefore, cluster heads change frequently anddnilsiting the load.
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CLUSTERING OF M SN:

Clustering is done using-means++algorithm as used earlier for WSN. Initially, positionef
meansare identified and these positions are assigned to therdhgstds. Since there is frequent
addition and deletion and also change in the relative positidhe @iodes, cluster head elections
are done periodically by the base station. Thus, instead of loaddiidual node, the load is

distributed on almost all the nodes by the change of cluster heads.

In identifying the mean position, the main goal is to minimize $um of square of distance

within each cluster given by equation (1)
S Bajes 1% — my [P ———— (1)
Updating the means:

t+1 - 1

= tX
i ISlfl ijESL- ]

t — Ranges from 1, 2... till the means does not change
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©  Sensor Node

((9))

Main Controller

Figure 4 MSN showing long range and short range radio communication

KEY DISTRIBUTION

As the nodes move continuously, the key distribution would be dynamitharefore the keys

are not pre distributed except for the key that is sharddthe base station. Using this common
key, nodes decrypt the encrypted key set received from thestadigm. Similar to what we have
discussed earlier in WSN, there will be two kinds of commuioicat one is among the nodes

within a cluster and the other among the nodes belonging to differemrslust
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Henceforth, there will be two kinds of key distributions,

1. Key distribution among the nodes within the cluster

2. Key distribution among the cluster heads.
KEY DISTRIBUTION AMONG NODES

Keys are distributed among nodes within a cluster using birthday problem. Wendarysdraw

an analogy with slight modifications and can be related as follows.

1. The number of nodes in a cluster at a moment of time with total number of days

2. The number of people in a room is associated to the number of keyd.share

If we consider the number of nodes in a cluster to bBed number of keys with which each node

in a cluster shares keys to §ehen probabilityp(s) can be calculated as

1 C(s,2)

P& =1-(1-3)

At different values ofp(s) you get different values &fand by these we say that each node at a
particular moment of time store keys. Consider a node it shares keys witls other nodes
randomly chosen amongnodes in the cluster. Each time the node is added and deletedvérom t

cluster, the new key set is given to the sensors.
KEY DISTRIBUTION AMONG CLUSTER HEADS

Base station will randomly assign ID’s to all the clusters. We caitesiyndraw an analogy using

these ID’s as follows,

1. The number of clusters at a moment of time with the total numhkaryst
2. The number of people in a room is associated with the number of keys shared.
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Let | be the number of clusters identified within the communicatiogeaf distancel. Each

cluster heaa¢th shares keys witehnumber of other cluster heads, then

p(ch) =1 - (1 _ %)C(sh,z)

From the value o$h we identify the number of cluster heads with whibtshares keys. So each
time a sensor is elected as a cluster head, it shddisonal keys in order to communicate with
other cluster heads. When the cluster head change, the base widtsend the packet of

information containing encrypted key set to it.
PATH IDENTIFICATION

The path identification among sensors in MSN is bit different frioan of WSN. Each time the
path might not be same from the source to the destination asdle are mobile. There are two

kinds of paths which have to be defined.

1. Path among nodes within a cluster.

2. Path among nodes of different clusters.

PATH AMONG NODESWITHIN A CLUSTER

Path among nodesandj within a cluster is identified using following procedure.
{n | if n €{key set of i} and n where dnj < dxj, x = {key set of i}}
dnj defines a noda closest possible nodejto

Assume a path has to be identified from node j not sharing a common key. Using the
procedure described, nearest nod¢ ite., n, sharing common key with is added to the path
fromi toj. This process is repeated till a node is found which shares acrokay with.
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PATH AMONG NODESOF DIFFERENT CLUSTERS

If both the nodes belong to different clusters, the head nodes ofuters will also have to

involve in the communication along with the normal nodes within thdeclu§hus the source
node initially has to send message to the head node of that .chséel node gets the cluster ID
to which the destination node belongs to from the base station dasedID. Further, it sends
the message to that cluster head following the same proceddrscassed earlier in the path
among nodes within a cluster. For the head nodes to communicate with eacheyh®&rjtch on

their long range radio communication. Upon receiving the medbadeead node of that cluster

sends message to the destination node.

ADDITION/DELETION OF SENSOR NODES

When the nodes are added, the information is first updated totbestaion and then based on
its location it joins in any of the clusters. As per the atbarj if the new node is unable to join in
any of the clusters, that node will form a new cluster wéto other nodes in it. This node will
switch on its long range radio communication for communicatirty wiher nodes. As these
nodes are mobile, this node at any moment of time will joincargy of the clusters and then it

turns off its long range radio in turn reducing the over head on the battery.

When the nodes, either lose their battery power or is compromigeccompletely dead by any
reason, we say that the node has been deleted. The deletedimimadeiation is updated to all

the nodes within the cluster to which it belonged. Then neéwfskeys are generated and the
normal operation are resumed. If the deleted node is the head Imedehe new head node is
selected using clustering algorithm and this information s &e all other nodes by the base

station.
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NODE MOVEMENT FROM ONE CLUSTER TO ANOTHER

These nodes will always in movement and thus might have a cbameeving away from the
clusters. Therefore, the message will be notified to the basensabout its present status. When
the node joins any of the other clusters, it receives new set of keys fromerstdigm. If it does
not join in any cluster, then as discussed earlier in the addigction above, it would form an

another cluster with zero other nodes in it.

24



CHAPTER IV

FINDINGS

RESULTSAND ANALYSISOF WSN

Simulations are done to investigate the results using new¥@®00 nodes which is divided into

4, 8 and 12 clusters in each case.

Number of hops on an average in 4 clusters is presentedph gf Figure 5. In a cluster of 12000
nodes with 499500 keys, we store key set of size which varies fromm 264, 15 when the
probability is 0.1 and 204 when the probability is 0.999999999. The number ofohogs

average is 28.7 at probability 0.1 and it is 2 at probability 0.999999999.
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Figure5. No of hops on an avg vs probability for 4 clusters
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Figure 6 presents the case of 8 clusters for a network of size 4000 nodes. leratk&d nodes
with 124750 keys, we take key set of size which varies 0o 144, 10 when the probability is
0.1 and 144 when the probability is 0.999999999. The number of hops on an avdra@eaits

probability 0.1 and itis 1.9 at probability 0.999999999.
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Figure 6. No of hops on an avg vs probability for 8 clusters

COMPARISON OF HOPSAND KEY SET SIZE FOR CLUSTERS

Figure 7 represents a graph which shows the key set sizg fseluced when the number of
clusters is increased at different probabilities evennvthe network size is same. At probability
0.5, the key set size is 37, 35 and 21 when the network is dividedlusters of 4, 8 and 12

respectively.

Similar observations are done for the number of hops on an avenage 8 and 12 clusters.
Figure 8 shows at different probabilities that the number of heggce when the number of
clusters increase even when the network size remaingutie é\t probability 0.5, the number of

hops is 11.3, 11.2 and 7.8 for the network of 4, 8 and 12 clusters respectively.
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RESULTSAND ANALYSISOF MSN

Simulations were carried out for a network of 12000 nodes with a maximum of 300ranmaimi

of 200 nodes in each cluster. At different percentages, sauliation was run for 30 times.

According to birthday problem, the number of keys each senserat@0 percent is 8 and 37 at
90 percent assuming 300 to be the node size in the cluster. Furthegn$or is the cluster head
it has to store an additional of 3 to 10 keys to be able to commentdit other cluster heads.

Figure 9 represents graph showing the number of hops atediffpercentages. It is observed

clearly that upon increase in the number of keys stored, the number of haasdecr
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Figure 9. No of Hops vs Percentage

Simulations were also carried on to check the resilientraatiithe network. This was done by
removing few sensors from the cluster and then carrying osirtindation. Figure 10 is a graph
representing the number of hops to the percentage of nodes delésedbderved comparing
figures 9 and 10 that the number of hops overall has increasetheBe is fall in the number of
hops upon increase in the number of deleted nodes. This is betdesecase in total number of

Sensors.
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Figure 11 shows us the probability of link failures at diffeprcentages of deleted nodes. If 20
percent of the overall nodes in a cluster are deleted,c2mesf nodes are unreachable. Similarly
when 70 percent of nodes are deleted, 5.6 percent of nodes are urieedthaore than 70% of

the nodes in the network are deleted, the network is assune dompromised since there is

Figure 10. No of Hops vs Percentage of nodes deleted

steep increase in the link failure.
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Figure 11 Probability of link failure vs Percentage of nodes deleted
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Most of the time sensors operate only with their short randje end therefore overall power
dissipation should not be very high. But when the sensor is a chestdr it operates on its long
range radio thus making it to consume more power and if &uydart sensor continues its
operation on its long range radio, there is a chance thagds its battery power soon. Hence,
there should be a change in the role of the cluster heaafteryin order to reduce over head on
individual sensors. Since sensors in the network are mobietémel to change their relative

positions very often and so is the change of the role of the clustgr he
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CHAPTER V

CONCLUSION

This thesis presents key management scheme for statimoalith sensor networks. The scheme
presented for static sensor network is an effective profocalividing the network into clusters

and for distributing keys among them. This method is efficidr@nathe nodes in the network are
divided randomly and can be clustered easily as compared to #evbhase the nodes were
distributed in a uniform fashion. Simulations were carried on forptieposed design and the
results are presented in graphs. These results show thagrfbemance in terms of number of

hops and number of keys stored in a node improves as the number of clusterssincrease

The scheme for mobile sensor network presents an effective afaistributing keys among
sensors which are mobile. The network is divided into alsidgtased on their physical location
and maximum distance between any two points in the clusteeisammunication range of a
sensor. By dividing the network into clusters, we are actliatif§ing the key pool size to have
keys of only nodes in the cluster. Usage of a sensor node waightwo types of radio
communications would help the sensors to communicate with seatsdosger distance via
cluster heads cluster heads. Simulations are performed which gtevimproved overall

performance of the system.
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