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CHAPTER 1

INTRODUCTION

1.1 Background and Motivation

Biopotentials reflects the biochemical processes ongoing in livasges [1]. The
importance of understanding biopotentials lies in the fact thatdaeyaid clinicians to
diagnose diseases and bioengineers to study the communication ro&ties cells.
However, different biopotentials contain different frequency componeiits weak
amplitudes. For example, Electrocardiography (ECG) has aenegurange from 0.05
Hz to 100 Hz and an amplitude range from 1 mV to 5 mV; Electromyogi@&MG) has
a frequency range from 20 Hz to 2 KHz and an amplitude range froiw' to 10 mV;,
Extracellular Action Potential (EAP) has a frequency rdnge 0.1 Hz to 10 KHz and
an amplitude range from 5V to 50QuV [1;2]. As a result, amplifying and filtering
circuitry is usually required before a useful biopotential is present foefusthdy.

Among these biopotentials, EAP is especially useful for neuroprizsstaties [2].
By observing the neural spikes generated by neurons in the brain, alvle i® predict
the instructions given by the brain intended for body actions. However, most otithé ne
spike energy falls in the frequency range from 300 Hz to 5 KKkilevEAP contains the
frequency components from 0.1 Hz up to 10 KHz. Hence, a filtering $tagedo be
implemented to enhance the signals within the interested band andhtgtéhose outside

the band.



Biopotentials can be amplified and recorded externally with exktesircuitry, or
internally with internal or implanted circuitry. Implanted circyithas the advantages
over its external counterpart such as lower noise, smallergathysze and lower risk of
infection of the body [2]. Due to the low frequency characteristiche biopotentials,
fully integrated, implantable filters with accordingly low cutéféquencies have to be
utilized to accomplish the internally filtering and recordingkta Such low frequencies
usually require very large capacitance and resistance, whiehuteicceptable chip area.
As a result, alternative techniques such as gm-C and MOSFE€&thods have been
utilized to implement these filters.

As a popular technique to implement fully integrated filters, gmi€es
transconductors to replace resistors to realize the cutoff freguy@hcin recent years
transconductors with very small transconductance have been proposeiffebsnt
research groups. These transconductors utilize attenuation, or sticadle¢echnique as
source degeneration to realize small transconductances withemdedtlinear range [4-
6]. However, gm-C methods are probably not very area and poweemrtffizzcause the
area dedicated to a transconductor is comparable to that for anadd@Aa gm-C filter
usually doesn’t provide a very high gain while performing the task of filtering.

MOSFET-C filters are another solution for fully integrated aygions. Historically,
gate voltage controlled MOSFET’s operated in triode region have ussehas pseudo-
resistors for a long time, and have been applied to neural segraling applications by
several research groups in recent years [7;8]. The advantagaa@BauglOSFET as a
pseudo-resistor are that: 1) Very high resistance is adiieeuraa small area; and 2) The

resistance is tunable. However, the disadvantage is also obvious, igtilat when a



gate voltage-controlled MOSFET resistor is used, the resistanaénerable to process
variations, and even to OTA output common mode voltage deviations when one side of
the pseudo-resistor is connected to the output of an OTA, especialythén®d1OSFET
resistor is biased in the subthreshold region in order to achies® digh resistance, in
which case the resistance is exponentially dependent upon the h&gesolSignificant
changes in the resistance can be induced by small processownarior output common
mode voltage shifts. Hence tuning is usually required for voltage-cleatrpseudo-
resistors to bring back the desired resistance value. In casésas implantable
applications when tuning is impossible, gate voltage controlled psesidtors are not
practical.

An alternative way to bias the pseudo-resistor is to use “cubiasing”. As it is
easier to achieve predictable currents in today’s semiconductoispescinan to achieve
predictable voltages, it is easier to achieve predictable apsestby biasing a pseudo-
resistor with a current. In this work, we use current biasinignigqoe to bias pseudo-
resistors in the subthreshold region. Test results show that chiasatl pseudo-resistors
have more predictable resistance and are insensitive to the OPpéAt @aimmon mode
voltage. Current biased pseudo-resistors are good candidates fantmbie filter

applications.

1.2 Objective

The objective of this project is to develop a tunable low power fuitggrated
bandpass filter for neural signal amplifications. The bandwidth effilter is from 500
Hz to 5 KHz, and the area should be as small as possible fomiatpla applications.

The targeted power consumption is less thai\2for a gain of 40 dB. The lower cutoff



frequency is tunable from tens of Hz to hundreds of Hz. The filikibe fabricated in
both a half micron 3-metal 2-poly CMOS bulk process for a power sup@yV and a
half micron silicon-on-sapphire (SOS) CMOS process for a powerysopdl.2 V. Test
results will be given.

A low power second order sigma-delta ADC modulator will be dedigase the
digitization circuit. The signal bandwidth for the modulator is 5 Kifd the resolution is
10 bits. The power consumption is aboutyd/8 for a power supply of 1.2 V. The ADC

will be simulated in a half micron SOS CMOS process.

1.3 Organization

Chapter | introduces the background, motivation and objective of this work.

Chapter Il is the literature review section, which reviewstéolniques in gm-C and
MOSFET-C filter design. Some of the circuits are also satedl to verify their
performance.

Chapter 11l discusses the design of a tunable low power full inezhfdter which
uses current biased pseudo-resistors. This section startshevitleview of low current
MOS transistor models which will be used in pseudo-resistor ckaratton and
subthreshold filter design. The performance of current biased pseustofrés then
analyzed in detail. This chapter analytically verifies thatrent biased pseudo-resistors
are suitable for fully integrated biomedical applications. Lay@sues concerning
subthreshold circuit design are also addressed. The filters wagnel@ and simulated in
two CMOS processes: a half micron 3-metal 2-poly CMOS bulkessodor the single
ended filters and a half micron silicon-on-sapphire (SOS) CMOSegsofor the fully

differential filters. Simulation results are given.



Chapter IV discusses the design of a 10-bit second order sigmaAl®. The
OTA'’s used in this ADC operate in the subthreshold region. Techniguegducing
harmonic distortion and OTA offsets are also discussed. Simulation regulis given.

Chapter V gives the measurement results for the bandpass aherexperimentally
proves the analysis about the current biased pseudo-resistor in chapter lil.

Chapter VI summarizes the results of this work.



CHAPTER 2

REVIEW OF FULLY INTEGRATED CONTINUOUS-TIME FILTERS

Analog filters can be divided into two categories: switched-@&mafilters and
continuous time filters. In order to avoid aliasing, switched-démafilters must sample
the input signal at frequencies higher than Nyquist frequency, which resulf@swath
higher gain-bandwidth-product (GBP) and hence higher power consumphans t
continuous time filters for the same signal bandwidth [3]. Consigehe low power
requirement for this project, continuous time filters are selected.

This section reviews the techniques to implement continuous-tireesfikome of

which have been utilized to the neural amplifier of this project.

2.1 Gm-C Filters

A popular technique to implement fully integrated continuous timedili® gm-C
filters. Gm-C filters use transconductors and capacitors as kbgi building blocks.
Transconductors are actually voltage controlled current sourtieswnear relationship
between the input voltage and the output current. An additional requirgitaeet on
gm-C filters for neural recording applications is a very $rtrahsconductance since
neural recording gm-C filters normally realizes very lowotfufrequencies. This section
reviews some basic techniques and configurations to implemenobriitst gm-C filters

and to realize transconductance reduction and linearization.



2.1.1 First Order Gm-C Filters

Fig. 2.1 illustrates a diode connected transconductor which is arnguitdtock for
first order high-pass or low-pass gm-C filters [9]. Assumimg ihput voltage and the
input current ar&/j, andl;, respectively, the equivalent input impedance can be expressed

as.

Z =-n 2.1)

Since the transconductor is a voltage controlled current source |ahenhip between

the input voltage (as showing in Fig. 2.1) and the output current is:
Iout :_gm\/in . (22)

Observindlout = -lin, the input impedance can be finally expressed as:
z -1 (2.3)

The advantage of this structure is that gtsis variable, i.e. it's tunable. For fully
integrated neural filters, when large resistance is ndizabde by a real resistor, a
transconductor with extremely small transconductance can béeamasive. Techniques
for minimizing the transconductance will be reviewed in section 2.1.2.

Fig. 2.2 shows the structures of a first order lowpass filtgr. @2 (a)) and a first
order highpass filter (Fig. 2.2 (b)) by replacing the reaktess with the diode connected
transconductor mentioned above. The transfer function for both filterbeabtained
using voltage divider rule. By referring to (2.3), the transfection for the low-pass

filter is:

out gm
- ] 2.4
sC+g,, 2.4)

n



And for the high-pass filter, the transfer function is found to be:

Vou __ SC (2.5)
VvV, sC+g,
Iin
—
Iin
—
Vin - g Iout
m 0
gyl

Figure 2.1, A diode connected transconductor.
Both filters in Fig. 2.2 filter the input signals without offeriagy gain (not very power
and area efficient), however the cutoff frequencies are adjustaidecan be made very
small without using large resistors. The positions of the polebdthr cases arg,/C.
Another disadvantage associated with these filters is thatahsconductors introduce

more noise than a single MOSFET pseudo-resistor.

Vin o% Vout Vin 04{ } Vout
C

R c
I )

9m  —— Vou

(@) (b)

Figure 2.2, (a) Gm-C lowpass filter and (b) Gm-C highpass filter.



The structure showing in Fig. 2.2 (b) has been used for neural segpmading
applications to realize an adjustable large time constanBj2¢ascading it after a high

gain stage, its noise contribution can be ignored.

2.1.2 Transconductance Linearization Techniques

As mentioned above, transconductors are voltage controlled current saifites
linear transconductance. Ordinary OTAS’ transconductance is nat loezause it is a
function of the overdrive voltages and the drain currents of the iramgistors. In order
to resolve this problem, different techniques have been proposed nemtifaithors,
such as source degeneration, bump linearization, nonlinear term latocelnd
attenuation [10;11].

Fig. 2.3 shows two source degeneration schemes. Source degenarabually

current-voltage feedback in which cases the transconductance is given by [12]:

g
:—m y 2.6
Omert =77 9, Rs (2.6)

wheregn, is the transconductance of the input transistors. Each case.i8.Figas its
advantages and disadvantages. Fig. 2.3(a) has a better noise peséothaa Fig. 2.3(b)
because the noise generated by the current sink appears msrconode noise at the
output, which is in contrast to the differential noise in Fig. 2.31(b). However, the bias
current flows through the resistorsg Bnd reduces the input an output common mode
ranges in Fig. 2.3 (a), which is in contrast to the circuitiqy E.3 (b) where the bias
current doesn’t flow through &2and the input and output common mode ranges are not

reduced. Fig. 2.3 (b) is more suitable for low voltage applications, such ascRiBE



The resistor R can also be implemented by diode connected MOSFETs when a
large value is required, as showing in Fig. 2.4(b). This is actaaliyesponding to the
case in Fig. 2.3 (a) where the real resistors are replacadtive elements. In Fig. 2.4(b)
the transistors Mand M; act as two degenerating resistors whose equivalent regissanc

1/gms and (2.6) can be expressed as:

Im

— T
1+9,,/9, ®

gm,ef‘f =

Vie—| Rs Rs v Vie—| 2Rs v

2|D ID ID

@) (b)
Figure 2.3, Source degeneration techniques.
When a transistor is biased in the subthresholdomegits transconductance is
proportional to its drain current, i.@w = Ip/nUt [13]. In Fig. 2.4(b), M, M4, Ms and M
all have the same transconductance because theyl #ased in weak inversion region
at the same bias current, igg, = gmsin (2.7), and the effective transconductance ean b

simplified as:

g
==m 2.8
gm,ef‘f 2 ( )

10



It is interesting that the transconductance ofadistor in weak inversion region is
not related to its geometry, so it is impossiblehange the effective transconductance of
M3 to Mg by altering their geometries.

The simulation results of the transconductancéhefttansconductors in Fig. 2.4(a)
and Fig. 2.4(b) are compared in Fig. 2.5 and Fi§. 2he simulation results were
obtained from Cadence analog environment in arhalfon three-metal two-poly CMOS
process. The sizes of;Mo M, are 4@@m/6um and the sizes of Mand M are both

2@6um/6um. All transistors are biased at 30 nA to guaraatesak inversion operation.

30na (1) (v) 30nA

VCMé )

Figure 2.4, Transconductors biased in weak invarsgion.

30nA (¥) (¥) 30nA

VSWEPT
Vswepr Vem
f 60 nA

(a) (b)

Fig. 2.5 was obtained by fixing one of the inputsh& common mode voltage of 0
V (with a power supply of £2.5 V) while sweepingtbther input from -600 mV to 600
mV. It is observed that the linear range of thendtmnductance is expanded with a
reduced magnitude. The effective transconductahtkeotransconductors in Fig. 2.4(a)
and Fig. 2.4(b) is plotted in Fig. 2.6, labeledday andgmp, respectively. It is found that

the change oflm, is more gradual thag,, and the maximal value of, is one-half of

11



Oma FOr the same percentage errgy, expands to a wider input voltage range. The
disadvantages of this source degeneration techr@cpiebvious: 1) the improvement in

linearity is limited due to the different transcaiethnce characteristic in weak inversion
region and; 2) the two diode connected transigtuisice the input common mode range

of the circuit.
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Figure 2.5, Drain currents of the input pairs M4 versus the input differential
voltage before (a) and after (b) source degeneratio

The circuits in Fig. 2.7 correspond to the casé&im 2.3(b) with active elements
replacing the linear resistor. Czarnul et al andrkmenacher et al proposed the circuits
in Fig. 2.7(a) and (b) with transistors biasedrinde region [14;15], respectively; and
Torrance et al proposed the circuit in Fig. 2. A@dh transistors biased in saturation
region [16]. The effective transconductance ofdineuit in Fig. 2.7(a) is identical to that
in Fig. 2.4(b). The transconductance in Fig. 2. ®dlnable by adjusting the gate voltage

of M3 (Vs3); however, the gate voltage has to be large entmias M in triode region

12



for better linearity. The disadvantages of the wiren Fig. 2.7(a) are that: 1) it is
sensitive to the common mode input voltage bec&®dsgcan be altered by changing its
source voltag&/ss which is affected by the common mode input volthdd and; 2) it is
sensitive to the offset voltage which is a resuitdevice mismatches. The latter
disadvantage makes it unsuitable for fully integdafpplications. An improved version
of Fig. 2.7(a) is shown in Fig. 2.7(b), in whicrseahe gates of Mand M, are tied to the
input terminal. This topology alleviates the filisadvantage mentioned above because
the gate voltages of dand M, track the input voltages. The effective transcaalce is

given by the authors as (M M, M3 = My):

O
et = 5 (2.9)
1+ 7L
45,

4. 50E-07

4.00E-07 | /

3. 50E-07 /
& 3- 0007
3
£ 2.50E07
B
3
§ 2. 00E- 07 /
g B
F 150807 { N

1. 00E- 07 / \

5. 00E- 08 / \ N

0. 00E+00 — e

0.8 0.6 0.4 0.2 0 0.2 0.4 0.6 0.8
VSVEPT- VM (V)

Figure 2.6, The effective transconductance of thesconductors in Fig. 2.5.
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The circuit in Fig. 2.7(c) use transistors in sation to perform source degenerating,
whose effective transconductance is also identcé?.12). This circuit is not sensitive to

input common mode voltage but the linearity improeat is limited.

Figure 2.7, Active source degeneration.

Silva-Martinez et al combined the circuits in Fig/(®) and Fig. 2.7(c) together to
achieve better linearization performance and smalmsconductance [17], as showing
in Fig. 2.8.

Another linearization technique, calletbump-linearization by the authors, was
proposed by Sarpeshkar et al [5]. This circuitr@rf the ‘bump circuit invented by
Delbruck [10]. In this circuit, an additional cuntepath consisting of M3 and M4 is
introduced into the transconductor, as shown in Eig. It is called “bump-linearization”
because the currehireaches its maximum whé&f =V_, which is like a “bump shape”.
The underlying principle is explained by the aughior[5] with the aid of (2.10) to (2.13),

if the transistors are biased in the subthrestexiin:

I, = sinhx 10)

| = )
! S + coshx
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Figure 2.8, Source degeneration technique combirigg2.7 (b) and (c).

ﬂ=1+%, (2.11)
x=Bem), 2.12)

wherew = WL is the aspect ratio of the “bump transistors3 Bhd M, n is the
subthreshold slope factor att is the thermal voltage. Whem = 2 and hencg = 2,

(2.10) can be expressed as:

sinhx X x° X’ X

=—— + — +..s (2.13)
2+coskx 3 54C 453¢ 7776(

9

Attenuation techniques achieve linear range extendly attenuating the input
signals. Attenuation can be achieved by using eiplassive elements (a voltage divider
consisting of two linear resistors in series) dinacelements (bulk driven transistors [18]
or two transistors in series [19]). However, ategian technique increases the input
referred noise, which disqualifies this techniquent being applied to neural signal

recording applications when the noise performasgmportant.
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T
-

M M,

Figure 2.9, Bump-linearization.
Equation (2.13) indicates that th¥ and ¥ order terms don't exist and th& Brder term

dominates the distortion, however, this term islser@ugh to be ignored.

Wang and Guggenbuhl described a nonlinear termediation technique in [20].
This technique uses two cross-coupled input pang of which has an offset bias
voltage \k, as showing in Fig. 2.10. Assuming all transistmes biased in the square law

region, the currents andl, can be expressed as:

I1 :g(\/n _Vx _th)2 +§(\/i— _VB _Vx _th)z’ (214)
|2 = g(\/ _Vx _th)2 +§(\/i+ _VB _Vx _th)z' (215)

The output currenty — 15, is then given by:

I =1, =BV Vi, -V). (216
This circuit requires that all transistors are hie square law region. When the circuit is
biased in weak inversion region for low power aggiions, alternative topologies have

to be implemented.
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Figure 2.10, A circuit implementation of nonlingarm cancellation technique.

Since MOSFETs biased in weak inversion region beH#&we bipolar junction
transistors (BJTs), the transconductance lineaoizatechniques developed for BJT
circuits can be transplanted to MOSFET cases in weadsion region. Fig. 2.11 shows
a linearization technique using multiple input pawith offset input voltages for BJT
cases (Fig. 2.11 (a)) and MOSFET cases (Fig. 2))iIn(lveak inversion region.

Calder and Tanimoto et al described this technigug¢2l1] and [22] for BJT
transconductors. When the offset voltage is chosen properly, the combinational
transconductance contributed Qy andQs (or Q. andQ,) will be maximally linearized.
When there are only two differential pairs in phalajas in Fig. 2.11 (a)), the equivalent
transconductance is given by taking the derivativihe differential currents with refer to

the differential input voltages:
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Figure 2.11, Transconductance linearization topgekgsing multiple differential pairs

with input offset voltages: (a) BJT case, (b) MOSHKiaSe in weak inversion region.

dldiff 34

G(V ): dldiff12
i d(V,, +Vi)

+
d(V,, -V1)

where

18

(2.17)

(2.18)

(2.19)



V. +V
| oy =len—i~, =1 tanh —0o—21 |, 2.20
diff 34 C3 C4 EE }‘( 2UT j ( )

It is found that whe; = 1.317U~, the derivatives o6 atVi, = 0 are zero to the highest
order, which indicates a maximally linearized t@rsluctance. A practical realization of
the offset voltageV; is achieved by setting the aspect ratio betweentivo input
transistors ((V/L):/(WIL),) to be exp{1/Ur). In the case when exp(1.317) = 3.73, the ratio
is set to 4.

For MOSFETSs in weak inversion region, the thern@tageU- is replaced byUr
in (2.19) and (2.20) for the same results, wherne the subthreshold slope factor. A

comparison for these two cases is given in Taldle 2.

2.1.3 Simulation Result for a Gm-C Filter

The first order high pass filter in Fig. 2.2 (b) sveimulated with Cadence Virtuoso
Analog Environment in a half micron three-metal {paly CMOS process. The
schematic of the transconductor used in this sitimnas showing in Fig. 2.12, which is a
modified version of the one described in [5]. Thiéedence of this transconductor is that
it doesn’t use bulk driven transistors to achiew@ngconductance linearization and
attenuation as in [5], since bulk driven transistare not very well modeled by the
simulator. The transconductor was biased in théhseshold region with a bias currdpt
= 1.3 nA, and the capacitor in Fig. 2.2(b) was 2 gle simulation result is showing in
Fig. 2.13, in which the cutoff frequency is 480 Hhe simulation result indicates that
even though the transconductor is biased at algargurrent, a relatively large capacitor
is still required for low frequency applicationsivén the fact that this filter doesn’t

provide any gain, it is not an efficient way to ilement low frequency filters.
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TABLE 2.1,BJT AND MOSFET TRANSCONDUCTOR COMPARISON

BJT (Fig. 2.11 (a))

MOSFET (Fig. 2.11(b))

Transconductance
of Q1 and M1

D

O =

IC1
T

0

_ IDl

9 =10

Differential
Output Currents

V

diff 12 =

|
|

e tan
e tan

|
diff 34 — |

in _Vl
s

Vin tV4
(1

I =l .tan Vin =My
diff12 — ' SS 2nUT

I =l ..tan Vi +Vy
diff 34 SS 2nUT

Condition for

Maximal V, =131, V, =1.317U,;
Linearization
il
Ig
I !
My | M,
Iout
—[ M| M — —
Vim l' Vip
|2l My |‘ll1
L ™
Mg;:“»—”j‘Mm M11;:||—4”j‘M12

Figure 2.12, Transconductor with source degeneraim bump linearization techniques.
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Figure 2.13, Frequency response of the gm-C high pler.

2.2 MOSFET-C Filters

MOSFET-C filters are an alternative to gm-C filteiar realization of fully-
integrated continuous time filters. Due to theimisarities to active-RC filters, filter
theories about active-RC filters can be translatéol MOSFET-C applications directly
[3]. Since a MOSFET biased in triode region (calpsgudo-resistor in this project) is a
nonlinear resistor, linearization techniques havebé utilized to reduce output signal

distortions.

2.2.1 Equivalent Resistance

Since MOSFET-C filters replace the linear resistorRC filters with MOSFETS, it

is necessary to study the equivalent resistaneeMOSFET in triode region. Nowadays
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all the MOSFET-C filters use gate voltage contbIMOSFET’s as pseudo-resistors. If a

MOSFET is biased in strong inversion region, itsieglent resistance is given by [23]:

1

uCOX(Wj[(VGS Vv (2.21)

Ios =
L

It's clear that the equivalent resistance is notdr and its value depends upon the drain-

to-source voltag®ps. The effective resistance is defined ¥gg = 0.

= ! | (2.22)

uCox(VD(Ves -V,)

If the MOSFET is biased in the weak inversion regibe equivalent resistance is [13]:

(= Ys , (2.23)
(VAR \VA Vg
L ey e AV
T T
l 5o = 2nuC,, VTVUTZ ex;{;\SOJ : (2.24)
T

Equation (2.23) shows that the equivalent resigtdoc a subthreshold MOSFET is a
strong function of the gate bias voltage, the tmokst voltage and the drain-to-source
voltage due to the exponential relationships. Thereld be magnitudes of difference for
the equivalent resistance across process cornbeseffective resistance is defined for

Vps = 0:

= (2.25)

22



Since MOSFET pseudo-resistors are nonlinear, fachnique as nonlinear terms
cancellation have to be implemented to extenditieat range of the pseudo resistors.
One popular technique is to use fully different@bology to cancel out the even order
terms. For pseudo-resistors biased in the subtbicksigion, the equivalent resistance is
exponentially dependent on the gate bias voltagetzathreshold voltage which is hard
to control, and alternative bias schemes have tdiliged to establish a more predictable

resistance.

2.2.2 MOSFET-C Linearization

One technique for MOSFET-C linearization is to @isky differential circuits to
cancel out higher order distortion terms. Fig. 2st®dws two integrator circuits to
implement this technique. Banu and Tsividis desctithe circuit that is able to cancel
out all even order distortion terms [24], whichsisowing in Fig. 2.15(a); and Czarnul
modified Banu and Tsividis’ circuit and proposediecuit which is able to cancel out
both even order and odd order distortion terms,[35] showing in Fig. 2.15(b). Their
techniques are based on the drain current modeMOSFETs in the triode region
introduced by Penney and Lau in [26].

For the circuit in Fig. 2.15(a), the output voltagfeghe integrator can be written as:
1 ,
V, =V, -V, = —zj_w(l b1 — | py)dt’, (2.29)

wherelp; andlp, are the drain currents of the input pseudo-resis®y expandindp;
andlp; in a Taylor series with refer ¥, (i.e. Vi. andV..), and observing that, andV.
are opposite in sign, all even order terms carapeealled.

Fig. 2.15(b) is a modified version of Fig. 2.15f@Wwhich case:
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1 ,
Vo =Vo. =V, = _EJ-_OO[(I 1 +1p2) = (o3 +1p,)]dt

: (2.30)
1 ,
= _E_LC[(I pr | D3) +(l p2 — | D4)]dt
By using the model suggested by by Penney andriLf26i, it is found that:
o —lps = ZK(V(:1 _VCZ)(\/i+ _Vs) ) (2.31)
I oo = ps = 2KV, —Ve,) (Vo —Vs). (2.32)
And (2.30) can be expressed as:
V=V, -V, = —%f 2K (Vo ~Vg,)(V,, —V, )t (2.33)

Equation (2.33) is a linear function of the inpuffetential voltage, and the equivalent

resistance is:

R——
K(Vc1 _ch)

@3

A fully differential neural amplifier front end wasso described by Mollazadeh et
al in [27], which is showing in Fig. 2.15. This @it is based on Harrison’s capacitive
coupling high-pass filter described in [28]. By ngsia fully differential topology, even
order distortion terms introduced by the pseuddstaisare cancelled out. The authors
report a total harmonic distortion less than 1%levthe input peak-to-peak voltage is 10
mV and the gain is 39.6 dB.

In this project, a fully-differential topology ids® implemented to cancel out the
even order distortion terms coming from the nordmgseudo-resistor which is biased in
the weak inversion region. Chapter Ill details thesign of a current-biased pseudo-

resistor and the techniques to improve its lingafiable 2.2 summarizes the advantages

and disadvantages associated with gm-C filtersM@&FET-C filters.
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Figure 2.14, Fully differential MOSFET-C integrator
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Figure 2.15, Fully differential neural filter.
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TABLE 2.2,GM-C AND MOSFETFC FILTER COMPARISON

Gm-C MOSFET-C
1. Tunable;
2. Large time constant, smg
. Transconductance _
tunable; area,
' 3. High gain — power and
. Very small - :
Advantages area efficient, lower input
transconductance

achievable — large time

constant.

1Y

referred noise;
Simple structure — closely
relative to active RC
filters.

Disadvantages

. Complicated in

Low gain — not power
and area efficient, high
input referred noise;

structure;
Linearization

techniques required.

=

Nonelinear,
Vulnerable to process
variations — tuning
required.
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CHAPTER 3

TUNABLE LOW-POWER FULL INTEGRATED FILTER DESIGN

3.1 Review of Low Current MOSFET Model

The low current, weak inversion model proposed hy Bnd Vittoz [13]is used in
this project for circuit modeling. This section dfty reviews this model as it sets the
fundamentals of this project.

When MOSFETSs are biased in weak inversion regioa,current is mainly due to
diffusion mechanism, as opposed to the strong siwer case where drift current
dominates. The advantage of this model is thatoiigdes a smooth transition from triode
region to saturation region, i.e. the same draimec expression can be used in either

triode region or saturation region, as showing3ii )

o =1g —1g =ID0-exr{ Ve ]{ex;{_vs}—ex;{_vﬂ}, (3.1)
n-U, U, U,

-V.
where |5, =1, -exp{%} . lr and Ir are called forward current and ‘“reverse
n-U;

current’ by the authors, as expressed in (3.2) and (3.3):

Vv

e =1g-exp——21, (3.2)
L YUr ]
VR

|, =1s-exg ——2 (3.3)
L U ]




In this model, the authors refer all the voltagethe substrate, and, Vs andVp are the
threshold voltage, the source voltage and the draltage respectivelWp andls are

defined as the ginch-off voltagé and the ‘Specific currerit by the authors, where

V, V. .
Ve :%, andlsis expressed as:
l,=2-n-8-U2, (3.4)
W,
B=p-Cy- Le“ - (3.5)
eff

The specific currenits can be compared to the drain current to determhithe device is
biased in strong inversion (fti > I5) or weak inversion (folp <1g). By factoring out the

exponential term containings, (3.1) can also be expressed as the followingvedgmt

o= | '_jle{vale{V_V} 36
I U, U,

Equation (3.6) suggests two important operation esaathich are useful in this project:

expression:

the saturation mode and the conduction mode.

The transistor can be considered to be saturat¥d # Vs > SUt in which case
1-exg-(Vp —Vs)/UT |>9933%. The last exponential term can be ignored anddth@
current is independent of the drain voltage Increasingv/p — Vs increases the accuracy
of the drain current. In this case the transiséor lse modeled as a current source which is
use in OTA design.

Another case is whe¥lp — Vs is small (< 5Uy) and the drain current is strongly

dependant upon the drain voltayg. Under such a circumstance the transistor is
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modeled as a pseudo-resistor. The current-biaseddpgesistor in this project is
intended to be operated in such conduction mode.

The authors of [13] also introduce the conceptin¥érsion factot (or “inversion
coefficient) which is defined by normalizing the forward cent to the specific current
ls

e =1p11g. (3.10)
The purpose of introducing inversion factor is &temine the bias condition of the
transistors. By looking into the inversion factone is able to know if the transistor is
biased in weak inversion region €< 1), moderate inversion region £ 1) or strong
inversion regionif >> 1).

The expression of gate transconductance in weadrsion is very different from
that in strong inversion region, as can be obtaimgdaking the derivative afy with
regard toVe:

. Cal, g
™oV, nU;

(3.11)

Equation (3.11) suggests that the transconductanoedependent of the geometry of the
transistor, as long as it's safely in weak invansiegion. This expression will be used to
calculate the bias currents for the subthreshold<iin the following sections.

By normalizing the transconductance of a transistasaturation (in all operation
regions including strong inversion, moderate inngrsand weak inversion) to its value
in weak inversion, one is able to obtain the relahip between the normalized
transconductance and the inversion factor, as stgpimi (3.12) and Fig. 3.1. Notice that

in forward saturation regiotg = Ig.
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G(i,) = Gmg (3.12)

-n-U, zl—ex;{—\/f].
T

In (3.12) and Fig. 3.1G(ir) o< gu/lp, and it shows thad,/lp value decreases as the

bias point is moving from weak inversion region dtvong inversion region, and it
approaches its maximum value in weak inversiomther words, transistors biased in

weak inversion region are more power efficient.

. ~.

0.7

05 N

Qi)
/

0.4

0.3

0.2 N

0.1

0.01 0.1 1 10 100 1000
I nver si on Fact or

Figure 3.1, Transconductance from weak to strougrsion.

3.2 Filter Configurations - Inverting and None-inveg

Fig. 3.2 shows two different configurations assmmdawith filters in negative
feedback networks — the inverting configuration dahd non-inverting configuration.

Both configurations are voltage-voltage (seriesasthfeedback. Assuming the second
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pole (the first non-dominant pole) of the OTA is gawvay from the dominant pole, the

OTA is modeled as a single pole system.

Ze
] Vi o——+
A(s) —————— V,
Z
Vi
Vi As) > v, Vi ]
+ Zr
Z

(a) (b)
Figure 3.2, Inverting configuration (a) and nonemning configuration (b).
For the inverting configuration in Fig. 3.2 (a),ethiollowing equations can be
formulated:

V, -V, V-V,

= L 3.13
2 Z (3.13)
-V, A(s) =V,. (3.14)
Solving (3.13) and (3.14) gives the transfer fumctdf the inverting filter:
V, Z: 1
o _ZF ) 3.15
" Z, 1 Z. 1 ( )

+ -
Al Z, A9

Since the OTA is modeled as a single pole systésniransfer function can be
expressed ag\(s) :%whereA is the DC gaing,,; =1/7 is the 3-dB bandwidth and
+18

GBPora = Alr is the gain-bandwidth product of the OTA. Subsiti the transfer

function of the OTA into (3.15), one can rewrite tinansfer function of the filter as:
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v, Z. A 1
Vo __Ze. . _ (3.16)
Yi 1+ A+—ZF 1+ (A+2ze/Z) S

Z, 1+ A+Z.1Z,

For the non-inverting configuration in Fig. 3.2:(b)

(Vi =V{)A(S) = V,, (3.17)
Z|V0
Vs :m, (3.18)

And from (3.17) and (3.18), the transfer functieriaund to be:

V

[¢]

v, Z, A+1+z.1Z,

2. +Z, A 1
- +ZF+Z|. 1 s
Z, A+1+Z_.1/2Z,

(3.19)
1

If both Z, and Z¢ are resistorsR, and Rr), i.e. not frequency dependent, the
configurations showing in Fig. 3.2 (a) and (b) bdtave one pole and their 3-dB
bandwidths can be expressed by (3.20) and (3.2peotively, assuming>>1:

AL+@+RIR)UA) A 1

53 i - ‘ y 3-20
98-inv T 1+ R / R r 1+ R: / R ( )
-1
— R . 3.21
S34B-noninv ( R| A+l RF / R| J ( )

And the closed-loop gains for both configuratioms given by (3.22) (inverting)

and (3.23) (non-inverting) respectively, assuming1:

R. A R.
e N~ 3.22
Potin R 1+A+R. /R R (3:22)
AbL—noninv = RF - RI : A ~ RF * Rl . (323)
R 1+A+R./R R
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Synthesizing the results from (3.20) to (3.23), ¢faen-bandwidth-products of the
inverting configuration (GBR,) and the non-inverting configuration (GBRin) are

given by (3.24) and (3.25) respectively:

R- /R _
GBan = AbL—invS?de—inv = é ’ # = Bap—amp@ J (324)
7 1+R. /R 1+ A iy
A
GBPnon—inv = AbL—noninv%dPrnoninv = ? = GBR)pamp ) (325)

Equations (3.24) and (3.25) reveal the fact thegiiting configuration has a reduced
GBP (by the factor oBc_-in/(1+AcL-iny)) @s compared to the non-inverting case, if they
both use the same OTA.

In this project, the design of the neural amplifigter is based on the capacitive
coupling topology proposed by Harrison in [28], aihis an inverting configuration as in
Fig. 3.2 (a), withZ, replaced by a capacitor aéd replaced by a parallel combination of
a resistor and a capacitor, as shown in Fig. 3.3Harrison et al use aMOS-bipolar
pseudo-resistdras R.

The transfer function of the configuration in Fi§.3 (a) can be obtained by
substituting the corresponding circuit componeisZ and Zr in (3-16), or uses the
small signal model in Fig. 3.3 (b). For the smafinal model in Fig. 3.3 (b), the

following equations are formulated according to KCL

VnSCys + (Vi =V, )SC = (v, — V) é+ sC, |, (3.26)

gmvm+v{ri+sqj:(vo—vm) Ri+sC2 . (3.27)

o 2

Solving (3.26) and (3.27) gives the transfer fumcif the filter:
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sCl(sC2+GZ—gm) , (3.28)

v
0 j—
vi sCl(sC2 +sCL +G2 +go)+sCZ(SCL +ngS+ gm) +sCL (ngs+Gz) +ngS(G2 +go)+ngm

whereG; = 1/R, andg, = 1/r,.
The numerator reveals that the system consistw@zeross); = 0 andsy, = (gm —

G,)/C, wheresy; is at a relatively high frequency.

Observing thagy, > g, and g, > Gy, the denominator can be simplified and the

following equation can be formulated to solve fog poles:

2
C1(C2+CL)+Co(CL +C cLC
S [1( 2+C)+Ca(CL +Cgs)+CL gS]+SC29m +1=0. (3.29)
G29m G29m
And the poles are:
_ G2
5 = = 3.30)
s - Im (3.31)

K(C2+C)+C +Cgs+C|Cgs/C2’

whereK = C,/C; is the closed-loop gain of the filter.

CQ C2

R2 R2

Vo

Vo '
As)
P | T
== Vss I Co

(a) (b)

Figure 3.3, Capacitive coupling amplifier filter) @nd its small signal model (b).
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From the locations of the zeros and poles, it isiais that the configuration
showing in Fig. 3.3 (a) is a band-pass filter whioseer cutoff frequency is set sy and
upper cutoff frequency is set By The topology showing in Fig. 3.3 (a) is actualiigh
pass configuration if the OTA has an infinite bardtv; however, the limited bandwidth
of a practical OTA makes it a bandpass filteRJf= 1.59 & andC, = 200 fF, the lower
cutoff frequency can be calculated to be 500.5 Hz.

Assuming C. >> C, >> Cy, the gain bandwidth product of the filter can be

calculated as:

Kdm K gm_ K
GBRijter = ~ === -GBPyp_ , 3.32
Riter = (Co+CL)+CL +Cgs+CLCgs/Cy  K+1CL K+l op-amp (3.32)

which is consistent with the conclusion from (3.24#) Cys is large enough to be

comparable witlC, or evenCy, the gain bandwidth product is degenerated.

3.3 Subthreshold OTA Design

As discussed in section 3.1, transistors biasedeiak inversion region have a high
On/lp value and hence are suitable for low power appina due to its power efficiency.
In this work, all the OTAs are biased in weak irsi@en or moderate inversion region due
to the strict power budget in this project.

Assuming the application bandwidth of the filteB¥/, and the closed-loop gain of
the filter isAcL, the gain-bandwidth-product of the neural filt€BP.) is defined as:

GBP,

filter

= A, -BW. (3.33)
And the relationship between the gain-bandwidthldpob of the OTA (GBBa) and the

gain-bandwidth-product of the filter in an inveginonfiguration is expressed in (3.24).
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Assuming a single stage OTA, its transconductasagetermined by its GBP and

the loading:

GBR,, = Zﬂ%m , 3.34)
Leff

where Cie is the effective load capacitance to the OTA. &orOTA biased in weak

. . . I . ,
inversion region,g,, = —2— and the biased current is found to be:
T

I, =27-n-U; -C 4 -GBPy;, . (3.35)
Or in terms of the application bandwidth:
|, =27-n-U; -C_y - (A +1)-BW. (3.36)
Equation (3.36) can be used to estimate the biagmufor the OTA. Equations (3.35)
and (3.36) also indicate that the gain-bandwidtidpct of an OTA or a filter in weak
inversion region is limited due to its very smal$currentlp) in subthreshold region. It
is also interesting to notice that the transcorahumt is independent of device geometry
in weak inversion region. However, the length @& transistor is limited by the transition

frequency (or unity current gain frequenéy)n weak inversion region [29]:

HU 1
= . 3.37
272 ( )

T

The output resistance of a transistor in weak isie@rcan be expressed as:

Iy = : , (3.38)
Al
and hence its self-gain (dc gain) is:
A, -1 (3.39)
nu; 4
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Another important characteristic of an OTA is ilsverate, which can be calculated

as.

SR:'i: 2lp

C Leff Leff

=2-GBP,,, -n-U; . (3.40)
Equation (3.40) assumes an OTA with differentigluts whose tail current Igs

3.4 Voltage Biased Pseudo-Resistor and CurreneBi&seudo-Resistor

For the capacitive coupling topology in Fig. 3.3, (&the linear resistor is replaced
by the “MOS-bipolar pseudo-resistor’ described 28][ the lower cutoff frequency is
below 1 Hz due to the very high resistance of type of pseudo-resistor. As discussed in
chapter I, the lower cutoff frequencies for somearaksignals could be in the range of
tens of hertz or hundreds of hertz, and a pseusistoe biased in weak inversion region
or moderate inversion region could be used to aehaesired cutoff frequencies. An
additional benefit from a pseudo-resistor biaseaxtgrnal signals (either a bias voltage
or a bias current) lies in its tunability.

Fig. 3.4 shows two different bias schemes to bjasthe pseudo-resistor — gate
voltage biasing and current biasing. In the voltbiges scheme, some researchers replace
a single n-FET or a single p-FET by a series coatimn of an n-FET and a p-FET for a
better linearity [7;8].

The disadvantage of the gate voltage biased psesilstor is that its effective
resistance is hard to control. As discussed in tehap, assuming the drain-to-source

voltage equals zero, the effective resistance versely proportional to its overdrive

voltage (. o< (VGS -V, )‘1) in strong inversion region and exponentially degent on its
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Vg =V, —nVg

-1
gate voltage in weak inversion regior‘gﬁ(o{ex;{ ﬂ ). Due to process

T

variation, the threshold voltagé will change across process corners and the output
common mode voltag¥s will also change due to the OTA offset. As a redile gate
voltage has to be tuned accordingly to achieve désired effective resistance. The
situation becomes even worse when the pseudogessspushed into weak inversion

region when there is an exponential dependenchengdte-to-source voltage.

C

G F

‘ ‘ IB MB

VbiaiVG) e 1T
Va V Vg Iﬁ Ve

: e S

V/.\ MR VB
Cq Vad C; Vad
Vin } } - Vo Vin } } -

A(s) A(s)

(a) (b)
Figure 3.4, Voltage biasing method (a) and curbgxing method (b).
Now consider the current bias method in Fig. 3)4 The diode connected transistor
Mg supports the bias voltage forrlVand the bias voltage is established by the ctfgen
If Ig is constant, the gate-to-source voltagéss) for Mg and Mk are both constants. The
gate-to-source voltage of the pseudo-resistorss midependent of the output common

voltage of the OTA. If the output common mode vgd#td/g) shifts up or down, the gate
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voltage ¥g) follows it to maintain a constant gate-to-souwo#iage. This means that the
effective resistance is not affected by the OTAefffor the output common mode voltage
shift. The following sections will give a more digd discussion of the characteristics of
the current bias pseudo-resistor, and it will bewan that the effective resistance is
independent of the gate bias voltage and the acguvh the effective resistance is

significantly improved.

3.5 Characterization of Current Biased Pseudo-Resis

Current biased pseudo-resistasperated in the subthreshold region were first
introduced in [30] for the calculation of harmomeean. In this work, we introduce the
idea of current biased pseudo-resistor into thegdesf MOSFET-C filters. This section
details the linearity of the pseudo-resistor, ttegdiency response of the pseudo-resistor

bias and the noise of the pseudo-resistor.

3.5.1 Linearity

Unlike a real resistor, pseudo-resistors are higidylinear and their equivalent
resistance depend upon their drain-to-source \edtdfps This may be the worst
disadvantage associated with pseudo-resistors.t@3tesetup in Fig. 3.5 simulates the
dependence of the equivalent resistanc®for a current biased pseudo-resistor. In this
simulation a constant currehgis injected into the diode connected transistgravid the
drain voltage of M (Vyc) is swept from -100 mV to 100 mV to observe tharge of its
drain currentlp. As illustrated in Fig. 3.6, the drain current bfr (Ip) changes

significantly withVy. Ip can also be changed by The simulation result is obtained for
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two different bias current$g= 23 pA andg = 46 pA) and the transistors are sizeblVAit

=4uym/6um.

Pseudo-resistor nonlinearity introduces harmorstodions into the filter and special
techniques have to be implemented to reduce tleetedf nonlinearity. The equivalent

resistance as a function of the drain-to-sourctagelis plotted in Fig. 3.7.

Y4

Figure 3.5, Current biased pseudo-resistor witlveps drain-to-source voltage.
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Figure 3.6)p vs. V. plots for different bias currents.
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Fig. 3.7 shows that the equivalent resistance pfeaudo-resistor is a strong function
of the drain-to-source voltage; however, if a psetasistor is introduced into a system
such as a MOSFET-C filter, its linearity has tosh&died with the rest parts of the system.
Studying the linearity of a pseudo-resistor in atsgn yields a more meaningful result.
Consider Fig. 3.8 where a single ended high-p#ss i compared to a fully differential
high-pass filter. The advantage of a fully diffetehconfiguration over its single ended

counterpart lies in the ability to cancel out threreorder distortion terms.

1. 00E+11

9. 00E+10

8. 00E+10

7.00E+10

6. 00E+10

5. 00E+10

4.00E+10 - /

Equi val ent Resi stance (Chns)

3. 00E+10
/

2.00E+10 v
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——1B=23 pA— — IB =46 pA|

Figure 3.7, Equivalent resistance vs. drain volialgés for different bias currents.

In Fig. 3.8, the bias currehy is not actually mirrored by Mbecause there is no DC
current flowing into M. Small signal resistance is derived from the lasggal bias
current, hence, an imaginary currénis assumed to be flowing intogMFor a large time
constant, M and Mk are both biased in the weak inversion region whéges in forward

saturation mode\{; -V, >5J;) and M is in conductance mode (subthreshold triode
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region,Va ~ V). According to the model introduced in (3.1), théiain currents can be

expressed as [13]:

| o= | DOReNB+VGB)/nUT (e—VB/UT _ e—VA/UT) ' (3.41)

lg = | pop€" o) Mreetr (3.42)

wheren is the subthreshold slope parameterdnd the thermal voltage.

C2 (|3|2
|
Ig | Is i
b Ve
e s
C1 Mx Il R Vo+
Vin —| > vo Vim——— +>
|| + =
+ Vin+ II - Vo-
R
Vem I 1T
Vdd —
L — O
¢|B —>Veias L Mc Is e
Vs (':'2

(a) (b)

Figure 3.8 High-pass filters with current biasedymo-resistors: (a) Single ended

configuration, (b) Fully differential configuration

Pseudo-resistor nonlinearities can be analyzed irayor series which shows all
harmonic distortion terms [24]. In order to watdhtlae higher order terms o#, (3.41) is

expanded in a Taylor series with respedfda@t the poini/a:

D~ f (VB) Vg=V,

m ’ 343
_f(\,A)+f(\/A> f (vA) (3.43)

(V)

Vo ~V) +- o2y V)2 +
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where

Vgg+Va (1—n)]

low 1y gd

£ (M (V,) = iy (3.44)

Rearrange (3.42) and Mg =V, the exponential term in (3.44) can be expressed a

o I 245

I DOB

With the aid of (3.43), (3.44) and (3.4%), can be expressed as the sum of different

order terms:

0

|D=Z'D°$[ —n)"—1fV, V)" (3.46)

mp | m
mo M 5sn U7

V1o

V1o
Observing that = ZnyCOXSBUTZe( ”UT] and | goq = 2nuCOXSRUT2e[ ”UT] , (3.46) can be

further simplified to be:

m!sB WUm[(l DR VY, (3.47)

where S and & are the aspect ratio®V(L) of Mg and M, respectively. The effective

resistance is then given by the first order term as

SU
R = SBlT , (3.48)
R!B

and higher order terms represents harmonic digt@tiSubstitute (3.48) into (3.47)

can be expressed as:

i MR nU —la-n"-1v, -V, (3.49)
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Equation (3.48) removes the exponential dependbateeen the effective resistance
and the gate bias voltage; instead, it introduaesinaerse proportional dependence
between the effective resistance and the bias riukge Inverse proportion is a weaker
function and the effective resistance is less &dfbby the external bias conditions. Now
its accuracy is set by the matching betweeg add M, the accuracy ofg, and the
accuracy of the temperature. The bias curtgntvhich is usually generated by a beta-
multiplier reference circuit, normally has a 20%oeracross process corners. This error
comes from the deviation of the resistor used e lbta-multiplier circuit. As the chips
will be implanted in animal bodies, temperatureiggons can be ignored. The generation

of the bias currerlg will be discussed later.

In order to find the effect of the pseudo-resistonlinearity on the output voltage of
the filter, an ideal OTA is introduced to simplifye problem, as illustrated in Fig. 3.9. An
ideal OTA has such characteristics as infinite dpep gain, infinite input impedance and
virtual ground inputs. With an ideal OTA, the folling current and voltage relationships

can be found in Fig. 3.9:

ler=lco + IReq , (3.50)
ler =VinSG, (3.51)
leo = VouSG, . (3.52)

Substituting (3.51) and (3.52) into (3.50) yieltds telationship betweery, andlreg

/ |
= —nCa | e 13)
C, ' sG
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Noticing Ip = lreq VB = Vour andVa = 0 for an ideal OTA, substitute (3.49) into (3.53

gives:
V,C, 1 & 1
=__1n + 1—nm_1 m. 354
P Iy vl el (3.54)
Rearranging (3.54) yields:
Vou =V, 1 > 1 [(1— ) R | VAU (3.55)

teal T+
out,ideal 1+ SC2 Req foer) m ReqnmU -|r—n_l

S
whereV. G &

utideal = — == ' Is the ideal output voltage when a linear feedback
’ C,|1+sGR,,

resistor is used. The ratios between a higher dester and the ideal output voltage give

the percentage distortion of the output signal. Witee distortion is smalV, =V, ..

and the second order distortion is:

1 a-n?-1,,
1+sCR, 2nU, ™

~ 3.56
‘ Vout,ideal f 2 2n2UT o ( )
1+ —
(ij
The third order distortion is:
1 1- n)3—1V3
1+s 6nu? —n)® -
T A (357)

out,ideal

‘ v
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Equations (3.56) and (3.57) show that the distorteoa function of both the frequency
and the output signal swing. The distortions amgeloat higher frequencies and lower

output swings.

le1 ¢4
Vin I I _\I\ Vi

- C

Figure 3.9, Simplified high pass filter model.

The fact that higher frequencies yield lower digtor is mainly due to the current
path formed by the parallel combination of the c#tpaand the pseudo-resistor. At higher
frequencies, more current passes through the lingpacitor instead of the nonlinear
pseudo-resistor and the contribution of the pseedwstor nonlinearity to the output

voltage is lower.

The fact that higher output signal swings yieldhaig distortions indicate that the

filter can only handle small signal filtering for@asonable distortion.
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For the neural signal filter with a passband fro@® 31z to 5 KHz (which is the
frequency range for extracellular action poterggakes), the distortion can be estimated at
the center frequency of 1.58 KHz. Assuming 1.4 for a typical case atdl = 26 mV at
room temperature, if the distortion is required#ol1%, the output voltagé, is found to
be 4 mV for the second order distortion and 18.62 for the third order distortion.
Observing that the output swing\su: max— Vout_min it IS found to be 8 mV for the single
ended configuration in Fig. 3.8(a); also noticihgtta fully-differential circuit is able to
cancel out all the even order distortion terms,ahgput swing is found to be 74.5 mV for
the fully differential configuration in Fig. 3.8(bince the amplitude of extracellular
neural action potential spikes is usually less th@duV before amplification [2], and 50
mV after a 40 dB amplification, a 74.5 mV outputirsgvis usually enough for most

applications.

3.5.2 Tunability

The equivalent resistance showing in (3.48) isrection oflg, which indicates that
it is tunable by varying the bias currdpt Observing that the lower cutoff frequerfcy=
1/ (27 ReC2), and using the expression in (3.48), the lowdpf€urequencies of the
filters in Fig. 3.8 can be expressed as:

L= ﬁ ] (3.58)
27CS U,
Equation (3.58) shows that the lower cutoff frequeis linearly proportional to the
bias current. It is also a function & / Ss andU~, indicating that for an accurate cutoff

frequency, M and Ms have to be well matched and the temperature h&e tstable.

Matching Mg and Ms can be achieved by a proper layout scheme subheaking each
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of them into several fingers and using common-caémtiayout pattern. A stable
temperature is easily available since for an imallale application, the chips are

implanted in the body of an animal whose tempeeaitiusually stable.

3.5.3 Frequency Response of the Pseudo-Resister Bia

The above analysis assumes Mat is a constant, however in practical cases it is a
function of the frequency. In the case whégs changes with frequency, additional
distortions will be introduced into the circuit. tmder forVgg to be a constant, the gain
from Vg to Vg has to be unity with zero degree phase shift. &0 is a small signal
model of the configuration in Fig. 3.8 (a).

The transfer function frona, to Vy is found to be:

1
Vb|:S(CgS,MR + Cgs,MB) + gm,MB + j|

o,MB

Vo = 5 (359
oms  Tomc
Vg
Cgs,mr+Cgs,ma Cabme+Cabmc é
T pm— FoMc
Imme*(Vg-Vb) FoMB |
Cgamr ——
Feq
MN
C2
I I Vp
c1 I
Yi I I % p— CL,totaI
1 Vg 9m, oTA Vd o oA £
—_ Cgs,OTA

Figure 3.10, The small signal model for Fig. 3.8 (a
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The transfer function contains a left half-plan&lR) pole and a LHP zero:

The zero is found from the numerator:

1

Onwve T
o,MB

S=— :
R +CgS,MB

C

gs,M
And from the denominator, the pole is found to be:

1 1
Omwme T +
foms  Tomc

S=-— .
RT Cgs,MB + Cdb,MB + Cdb,MC + ng,MR

C

gs,M

(3.60)

(3.61)

The simulation result for the frequency responsthefpseudo-resistor bias is given in Fig.

3.11.
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Figure 3.11, Frequency response of the pseuddeebias — gain and phase margin.
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Fig. 3.11 verifies the fact that the transfer fimticonsists of a LHP pole and a LHP zero.
Equations (3.60) and (3.61) indicate that the biasentlg (and hencey,ve) has to be
large enough to push the pole and the zero outefapplication band. Equation (3.59)
indicates that the gain is a little lower that yridut the simulation result shows that the
gain is slightly higher that unity at low frequeesj this inconsistency may be due to the

approximation made in deriving (3.59).

3.5.4 Noise Analysis of the Pseudo-Resistor

Observing that the feedback network in Fig. 3.&iparallel combination of the
feedback capacitor £and the feedback pseudo-resistas, Mhe noise contributed by the

pseudo-resistor could be predicted to be “kT ovendise.

The noise equivalent bandwidth of the feedback astwonsisting of €and Mk is

[31]:
1
NEB= . (3.62)
4ReqC2
The thermal noise conductance of the pseudo-resssgven by [13]:
ol I
G, = =_D| =—F 3.63
Nth gms 6VS veve UT ( )

wheregnsis the source conductance. Observing thald Mk have the sam¥s andVs,

the relationship between their forward currdagsandler is:

g =21,.. 3)64
S, ®

And for Mg which is in forward saturation mode:
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lg =les. 43)

With the aid of (3.63), (3.64) and (3.65), the thal noise conductance is found to be:

Gy = ::L'JB : (3)66

So the output rms noise contributed by the pseadistor is:

Vo,rms = = 4kT SBUT = k_T . (367)
4ReqC2 SRl B Cz

Equation (3.67) verifies that the thermal noisah&f feedback network consisting of C

and the pseudo-resistorki$/C noise. As the noise spectrum density starts tafbat the

lower cutoff frequenc%, most of its power is outside the application band
q2

The flicker noise (1/f noise) is still not well umdtood, and it is modeled as a voltage

source in series with the gate of the pseudo-oedi32]:

K

VI(f)=—,
a(h) WLC,, f

(3.68)

whereK is a constant varying from process to proc®¥4sl. and C,y are the transistor
width, length and gate capacitance per unit arkaalse only occurs when a DC current
is flowing in the device. The pseudo-resistorsim B.8 don’t carry any DC current and

hence their 1/f noise is zero.

3.6 Noise Analysis of the Neural Filter

The input-referred noise of the neural filter iswcbuted both by the pseudo-resistor

and the OTA. Since the noise from the pseudo-meststn be divided by the gain of the
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filter, the total noise of the filter is mainly dtethe OTA. The OTA used in this project is

a folded cascode OTA as shown in Fig. 3.12.

The noise of the OTA mainly comes from M2, M3, VM5, M10 and M11.
Assuming the OTA is actually biased in the wealemion region, the spectral density of

the thermal noise current can be expressed as [13]:
12(f)=2nkTg,, 3.69)

and the spectral density of the input referredrtianoise voltage is:

VZ ol )= KT (1+ Ione ng_ (3.70)
m2 gm2 gm2
vag
_‘L‘“’” wa || [ ws
B [ L S
M8 ]} {E M9
~

M10 |

| 7
1
L[]
=

Vss

Figure 3.12, The folded cascode OTA used in thogegt.
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SincegmznluD for transistors operating in the subthreshold negithe relationships
T

betweengm,, gms andgmio can be found to beg?, = 20m4 = gmioand (3.70) can be further

simplified to be:

16nkT
Vn2i,thermal( f ): ' (3)7

m2

The 1/f noise is modeled by (3.68) and it can ddsowritten as the noise current

spectral density:

2
K
18 foker() = 0 (3.72)

And the spectral density of the input referrednblise voltage is:

2 2
2 K K K
Vnzi,flicker(f) = Z_ 4 [ng +——20 (gmw) . (3.73)
Coxf Wl  W,Ls\ 9o Wiolio\ Omo
Given Ymz2 = 29ma = Imio (3.73) becomes:
2 K K 4K
V2o (f)= 2 4 0 | 3.74
ni, flic ker( ) Coxf |:W2L2 +W4L4 +W10L10:| ( )

So the input referred OTA noise voltage spectrakdg is:

Vn2i,OTA = Vn2i,thermal +Vn2i, flic ker ¥ (3 75)

(3.76)

2 -
Vni,OTA -

16nkT 2 ( K, K, 4K10J
+ + + :
Cocf (WLl WL, Wby,

m2

Referring to Fig. 3.13, the input referred noisect@l density for the filter is [33]:
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V2

ni, filter

C.+C,+C Y\
= (—1 (:2 gsj Vi ora- (3.77)
1

Substituting (3.76) into (3.77):

_(C1+C2+Cgsj2{16nkT 2 ( Ko Ky 4Ky ﬂ (3.78)

V2 +
Cl ng COX f W2 L2 W4 L4 Vle LlO

ni, filter

Equation (3.78) reveals the fact that: 1) Incregdime ratioC,/C, reduces the input
referred noise; 2) Increasing the transconductéma it isgmy) of the input pairs reduces
the input referred noise; 3) 1/f noise dominateth@low frequency range and increasing
the device sizes helps reducing 1/f noise; 4) bsirgy the size of the input pair also
increases the gate capacita@ge which leads to an increase in the input refen@de of

the filter, offsetting some of the 1/f noise redoict

Ci
-

@ Vrﬁ,filter E—— Cgs

V2

no,filter

Figure 3.13, Noise model for a capacitive coupfitigr.
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3.7 Bias Current Generation

Beta-multiplier reference circuits are widely usedreference current generation in
CMOS process due to their good immunity to pow@psudeviations [34]. As shown in
Fig. 3.14 4, are usuallyK times larger thapt; so that it is called a beta-multiplier circuit.
Beta-multiplier circuits can work in both strongversion region and weak inversion
region.

Fig. 3.14 is a standard beta-multiplier referenceud which will be used to explain
its operational principle. This circuit can be nfat to satisfy more advanced
applications.

In strong inversion region, the following relatitwys can be found [34]:

VGSl :VGSZ +1 ref R. Kg)
vdd vdd
M ‘ [[ M, VB1
¥ L

MQI
Iref l Iref

N

IH My VB2
|

R

Figure 3.14, Beta-multiplier reference circuit.

55



2]
Observing thav/s = 7"” +V,, and setting?, = Kf,, the reference curremts can be

expressed as:

2 1)
| s _RZ—ﬂl(l_Wj : (3.80)

which is independent of the supply voltagey.VIt can be shown that the
transconductancegy, is also proportional to B/which is not a function of the MOSFET
process shifts (constagy).

For small currents the circuit can be operatedeakynversion region and the EKV
model can be used to analyze it [35].

In weak inversion region, the EKV model models tliain current (the reference

currentle) in forward saturation as:

|, =2npU2 ex;{vel ~Vro = NVs J . (3.81)
nU;

Rearrange (3.81) for both;Mind M:

Ire
Vg, =V, — NV = nU; Inm, (3.82)
|
V,, =Vio =NV, = NU; In—— 3.83
G2 TO S2 T ZHﬂZUTZ ( )

where g, = Kg,. NoticingVe1 = Vez, Vs2=Vs1 + et R, (3.82) — (3.83) yields:

| |
| R=U|In—"=" __jn—"" | 3.84
ref T( 2nﬂ1U$ 2n,6'2UT2 j ( )

After simplification, (3.84) becomes:

» :UFTm K . (385

re
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Interestingly, in weak inversion region the refaemrurrent is independent of the supply
voltage, the MOSFET process paramejét,f) and the geometry of the devices. The
reference current is set by the beta ratio betvieand M, the resistance in the source
and the temperature. Knowing that in weak inversigion,gm = Ip / nUr, g is also
proportional 1R and we still get a constagt, which is independent of the MOSFET
process shifts.

Beta-multiplier circuits biased in weak inversia@ygion are used in this project for
low power consumptions and large time constantiegpdns. Remember that in (3.58)
the cutoff frequency is proportional to the biasrent for the pseudo-resistor and small
current is required for low frequencies. In thisrkahe bias current for the pseudo-
resistor is obtained by mirroring down the refeeerurrent from the beta-multiplier

circuit through several current mirror stages.

3.8 Layout Issues

The layout of an integrated circuit is criticalite performance. However, one has to
recognize the fact that it is more challenging tateh the drain currents of a pair of
MOSFETSs inside a current mirror in weak inversiegion.

In strong inversion region where the drain curismtroportional to the square of the
overdrive voltage, the drain current mismatch carexpressed as [36]:

Al, 24V, (3.86)
ID Vef'f ,

whereVes = Vgs— V; is the overdrive voltage.
However, in weak inversion region, the drain curmdepends on the gate-to-source

voltage exponentially, and the mismatch is expkss§37]:
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=— : (3.87)

In most applicationsVet > 2nUr (100 mV), which suggests that for the same
threshold voltage mismatchV;), current mirrors in weak inversion region are extng
higher drain current mismatches than those in gtnoversion regions.

In order to achieve better matching, one has tolargger devices and arrange the
layout of the current mirror properly. Lakshmikunetral models the mismatch of the

threshold voltage in [38] as:

Cw

S =ml (3.88)

where Syt is the standard deviation of the threshold voltagematch andCy; is a
constant. Equation (3.88) suggests larger devaesdtter matching.

Factors that induce mismatches include oxide tl@skngradients, polysilicon etch
rate variations, tilted implants, etc [39]. Commuentroid layout is an effective way to
reduce gradient-induced mismatches, given thagtadient is linear over distance. This
is achieved by aligning the centroids of two desickn order to do common-centroid
layouts, the transistors have to be firstly dividetb identical smaller elements, called
fingers, and then placed in such an array thatéméroids of these two devices coincide.
Fig. 3.15 shows the one-dimensional and two-dinmeradicommon-centroid used in this
project.

Fig. 3.15 (a) is a one dimensional common-centsgiteme used in this project to
lay out current sources, while Fig. 3.15 (b) iswa-tlimensional common-centroid

scheme used in this project to lay out currentsivith a large number of fingers and
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the input pairs of the OTAs. Dummy transistors (&b transistors) are also placed
beside the arrays to compensate for polysilicoh edte variations.

Besides the common-centroid layout technique, neat¢ransistors are also oriented
in the same direction (both horizontally or verdiigaoriented) to reduce orientation-
dependent factors that will affect matching. They @so arranged in such a way that the
amount of right-oriented fingers equal the amodrnéfb-oriented fingers.

The matching techniques for MOS transistors algdyajor capacitor matching and

resistor matching.

€)) D B A A B D

(b)

Figure 3.15, Common-centroid layouts used in thiggat.

3.9 Single-Ended Configuration in a Half-Micron Ci8®ulk Process

The neural filters with the proposed current biageeludo-resistor are designed and
fabricated in two processes: a 0.5 micron CMOS gssand a 0.5 micron silicon-on-
sapphire CMOS process. This section discussesltires designed in the former process
and those designed in the latter will be discusselde next section.

The 0.5 micron CMOS process has a power supply @l and this will be the
power supply for our neural amplifier. A single ggasingle-ended folded-cascode OTA

as shown in Fig. 3.12 will be used in this work.eOlavorable advantage of folded-
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cascode is that its input common mode range ispgigent of it output voltage [40].
When the OTA is biased in weak inversion regions iable to give a 4.48 V peak-to-
peak output swing.

Three different neural filters were fabricated hmstwork. They are: 1) filter A, the
neural filter with a closed-loop gain of 10 V/V aBgd S = 1; 2) filter B, the neural filter
with a closed-loop gain of 10 V/V arf@/S = 40; 3) filter C, the neural filter with a
closed-loop gain of 35 V/V an8/S = 1. Following the design procedures discussed in
section 3.3, the OTA for the 10 V/V closed-loopmgélter is biased at 60 nAld9 and
the OTA for the 35 V/V closed-loop gain filter isabed at 187 nA. P-type input pairs are
used for the OTAs because they have lower 1/f ndisethe OTAs are biased in weak
inversion region, relatively large transistors ased in the OTAs for better matching,
and the length for the devices ig.

Fig. 3.16 shows the current biased pseudo-resi&io&/Sz = 1 andSs/Sk = 40, the
layout of the latter is also shown in the figure.

The layout showing in Fig. 3.16 includes 14 fingerswo rows. The grey ones
represent the diode connected transistor (4 W/H)tha white ones represent the pseudo
resistor. The grey ones are connected in parailtiae white ones in series to achieve a
40:1 ratio.

The bias currenlz is generated by the same beta multiplier refereicait as the
OTA and mirrored down by several stages of cumeintors. Fig. 3.17 shows the current
mirror with a 60 nA input current and a 23 pA outpurrent.

The capacitors used in this process are poly-palyacitors which are able to

achieve relatively high capacitance in a reasonald@. Since the bottom plate has a
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higher parasitic capacitance, it is connected eootitput of the OTA for a more accurate
closed-loop gain. The capacitors @xd G are matched to each other in a common-
centroid array.

Fig. 3.18 shows the simulation result of the fretye responses of the three
different filters mentioned above. It is shown ttia lower cutoff frequency around 500

Hz is achieved with the proposed pseudo resistor.

EURL
JURUELL Cw

To Vin

[ owi
10
_| WIL transistors in
Tols ToV, Tolg | series
I

\
| I

WIL WIL 4WIL WIL

To Vs To V,

Figure 3.16, Current biased pseudo-resistor§da: = 1 (left) andSs/Sk = 40 (right).

Vb
3.75nA Ig =
23.4 pA
To the
current
}_ biased
41 pseudo-
}_ ’ 0.9375 nA resistor
Vss

Figure 3.17, Current mirror stages to mirror dowa turrent.
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Fig. 3.19 is the frequency responses for diffeleas current$s. The bias curreng
is obtained by injecting a reference current which4 times larger than the bias circuit
and the current is mirrored down by a 64:1 curraittor. The simulation result in Fig.
3.19 verifies the tunability of the pseudo-resistor

The simulation result in Fig. 3.19 verifies the waf tuning the lower cutoff
frequency by varying the current in the beta-muitipreference circuit. Varying the
current in the beta-multiplier circuit can be ddme varying the value of the resistor.
Assuming the beta-multiplier reference circuit iaded in weak inversion region, it can

be found from (3.58) and (3.85) that:

1 &InK
“ 22RC S;m ]

(3.89)

wherem is the mirroring ratio of the on-chip mirror, whiés 64 in this case. Table 3.1

summarizes the cutoff frequencies at diffedgnt

zi e
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Figure 3.18, Frequency responses of the threesfilte
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Figure 3.19, frequency responses for the filten\8# Sz = 40 for differentig.

Fig. 3.20 is the simulation result for differentnmmon mode voltagé/cy, as
showing in Fig. 3.8 (a). It shows that the cuteéiquency is rarely affected by the output
common mode voltage.

The input referred noise is very important for auna¢ filter due to the weak
amplitude of the neural signal. Fig. 3.21 is thawdation result for the output noise and
the input referred noise of filter A (10 V/V gaimnd filter C (35 V/V gain). By
integrating under the curve from 175 Hz to 10 KiHas found that the input referred
noise is 47.521vVrms for filter A and 21.58Vrms for filter C. Filter C has lower noise
because it is biased at a higher current and #rentd noise of the OTA is lower. Since
neural spikes usually have an amplitude range 6rto 500uV, filter A is probably too
noisy and filter C are more practical at the expearishigher power consumption. Indeed,

noise performance is improved at the expense dfenigower consumption and one has
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to realize the trade-offs between noise and powesumption.
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Figure 3.20, Frequency responses with differentraommode voltages for the filter

with Sg/S = 40.
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Figure 3.21, Input and output noise spectrum diesssior filter A and filter C.
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TABLE 3.1, CUTOFFFREQUENCIES ATDIFFERENTIg

Is (pPA) | 15.6 | 31.3 | 46.9 | 117 | 234
f, (Hz) |65m | 7 15 55 117
Is (PA) | 469 | 937 | 1250 | 1563| 1875
f, (Hz) | 237 | 456 | 594 | 714 | 8l4

3.10 Fully Differential Configuration in a Half-Mion SOS CMOS Process

The neural filters designed in a half-micron SOS@3/process use folded-cascode
fully differential OTAs. The advantages of usingully differential configuration are
that: 1) it gets rid of the mirror pole and giveleaiter phase margin; 2) it is able to cancel
out even order distortions.

The filter designed in the half-micron SOS CMOSagass consists of two stages,
both of which share the same bias circuit. The §tage realizes a closed-loop gain of 25
V/V and the second stage realizes a closed-loap @faé V/V. By cascading these two
stages, a second order system with an overallajaifO V/V is built. The filters are both
biased in weak inversion region and a power sumblyl.2 V is used. The filters,
including the bias circuit, consume a total powérld8 pW. In order to obtain a
reasonable input common mode range, low threshdSWETs are used as the input
pairs in both the OTA and the common mode feedlmackit. The schematic of this
OTA is shown in Fig. 3.22. Assumings = SUy =~ 125 mV, the input common mode

voltage is:

V, (Max)= V4 — 250mV —|V;p| - AV, (3.90)
V, (Min) =V +250mV — Vp,| - AV . (3.91)

In order to imprové/i,(max), Vrp| has to be reduced.

Table 3.2 summarizes the cutoff frequencies andy#nes for both stages and their
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combination.
The disadvantage of cascading two first order syst realize a second order one

is that the latter has a very drooped responsehioh case the old -3dB point becomes a

-6dB one [41]. Figure 3.23 is the frequency respens the second order filter and its

two stages.
TABLE 3.2,FULLY DIFFERENTIAL FILTER CHARACTERIZATION
f (-3dB) | F,(-3dB) | f (6dB) | f,(6dB) | M ig;";‘]”d
Stage 1 369 Hz 77KHz | e | e 27.18 dB
Stage 2 362 Hz 477 KHz | oo | e 11.48dB
TWOSIages | 5r7Hz | 394KHz | 362Hz | 5.79KHz | 38.66 dB

Vdd

VB1
VB1—| M1 M4 j|—|[ M5
VB2—| M1b
VB2
M6 j|—|[ M7
Vom

Vip—|[M2 M3j l—Vim Vop 2 CMFB
VB3
M8 :| ] |: M9
N

A

M12 M10 M11 M13
[:‘ETE’:SI—
i

Vss

Figure 3.22, Fully-differential folded-cascode OTA.

The fully differential filters use the same techmqas the single ended ones to
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achieve the lower cutoff frequency. The bias curigns also generated by mirroring
down the reference current in the beta multipliefierence circuit. The second order
behavior of this filter is favorable for the follavg sigma-delta ADC because the ADC
doesn’t have a very high oversampling rate anchtheal filters act like an anti-aliasing

filter.
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Figure 3.23, Frequency responses of the fully difigal filters.

3.11 Conclusions

This chapter discusses the issues associated ulitiireshold circuit design and

characterizes the current biased pseudo-resistor.

EKV model is used in the analysis of transistomséd in weak inversion in this
chapter. Transistors biased in weak inversion rediave a very higly,/Ip value and

hence are power economic. Transistors in weak simerregion also have very high
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output resistance and act more like an ideal cisearce. A single stage OTA biased in
weak inversion region is able to provide sufficigatn due to the high output resistance of
the transistors. However, OTAs working in weak nsi@ region have a very limited
bandwidth (but enough for neural signal amplifieatiapplications) and relatively high
input referred thermal noise (bad for neural sigamaplification applications). It is better

to increase the bias current for a reasonable mgbeitred noise.

Filters with proposed pseudo-resistor are simulateivo CMOS processes in this
chapter. The simulation results show that the ddsautoff frequency is achieved with
such pseudo-resistors. The cutoff frequency is alsable over a wide range and not
sensitive to the output common mode voltage. Tlopgeed structure is compact in size
and simple in structure, and a distortion less th#ncan be easily achieved if the fully
differential topology is utilized. This structure suitable for neural signal front end

amplification.
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CHAPTER 4

LOW POWER SIGMA-DELTA ADC DESIGN

Today’s state-of-the-art digital circuits are alte perform sophisticated data
computation and signal processing tasks. Howevwgmaks in our real world are analog,
necessitating analog to digital converters (ADGs)nterface with the digital circuits.
Neural signals, as a type of real world signalp @lsed to be digitized before they can be
processed by any digital circuits. Digitized neusanals can also be modulated by a
modulation technique called “keying”, such as pkstsét keying (PSK), frequency-shift
keying (FSK) and amplitude-shift keying (ASK). Thitiapter discusses a low power

analog to digital conversion solution for implarigabeural signal applications.

4.1 Review of Nyquist Rate ADC’s and Oversamplirfig@&s

ADCs can be categorized into two groups: Nyquigt r’DCs and oversampling
ADCs. Nyquist rate ADCs sample the input signal@ratmost cases higher than) Nyquist
rate [42]. Examples of Nyquist rate ADCs are fl&fICs, subranging ADCs, Successive
approximation ADCs, etc. Oversampling ADCs sample input signal at a frequency
much higher than Nyquist frequency. Normally Nyquiate ADCs achieve higher
conversion speed at the expense of resolution.h@ncontrary, oversampling ADCs
achieve higher resolutions at the expense of ceivespeeds. One desirable advantage

of oversampling ADCs is that they don’t requireeayhigh order anti-aliasing filter. In
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such cases when high order anti-aliasing filteesrant available, oversampling ADCs are
the choice. One of the oversampling ADCs widelyduseday is sigma-delta ADCs.
Besides the advantage of oversampling technique atiditional advantage of sigma-
delta ADCs is that they are tolerant of the imparéns of analog parts. As will be
discussed in the following sections, with propgodiogies and circuit techniques, the
effects from the imperfections of the analog parta sigma-delta ADC are minimized.
For implantable neural signal applications, dughlimitation of the chip area and
power budget, it is hard to include an anti-aligdilter higher than second order. In such
a case a sigma-delta ADC is desired, especiallynvitve supply voltage is low and high

performance OTAs are hard to design.

4.2 Modulator Order Selection

Sigma-delta ADCs achieve signal to noise ratio (HMRprovement by averaging
and noise shaping [43]. Due to the area limitatdrthis project, up to second order
modulators can be built. The selection of modulataler and oversampling rate can be

done by comparing the signal to noise ratio of megel ADC and that of a sigma delta

ADC:
SNRpea = 602N, + 176, (4.1)

SNRy, e = 602N, + 176 - 517+ 30log K, 4.2)

SNR,y oger = 602N, + 176-129+50l0gK,, (4.3)

where SNRenerailS the ideal signal to noise ratio of a generalCA@ithout oversampling
and noise shapingN; is the projected number of bits, SNRuderis the signal to noise

ratio of a first order sigma delta AD®; is the number of bits of the quantizer in thetfirs
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order sigma delta ADC, SNRy orderiS the signal to noise ratio of a second ordemaig
delta ADC, N3 is the number of bits of the quantizer in the selcorder sigma delta
ADC, andK is the oversampling rate. Requiring a 10-bit aacyy i.e.N; = 10, and
assuming single bit quantizers are used for bgiegyf modulators, i.&, =Nz =1, itis
found thatK; = 95 andK,; = 22. As the bandwidth requirement and hence thweep
consumption of the OTA is determined by the baselladth and the oversampling rate,
a second order sigma-delta ADC consumes less pthear a first order one. An
oversampling rate of 32 is finally used for thew®t order sigma-delta ADC because 32

is a multiple of 2. The architectural resolutiontteté ADC is hence 11 bits.

4.3 Modulator Design

With a supply voltage of 1.2 V, and limited powedaarea budget, it's difficult to
use gain enhancement technigues such as gain opaestd two stage OTA to improve
the gain. What's more, when the OTA is biased ibtlsteshold region, matching
becomes challenging and higher offset voltagesgpected. Under such circumstances,
circuit techniques for reducing the effects of Oifdperfections are crucial to the ADC

performance.

4.3.1 Reduced Harmonic Distortion CIFB

Consider the two different topologies in Fig. 4ahich is a cascade of integrators in
the feedback form. Fig. 4.1 (a) is an ordinary selcorder topology while Fig. 4.1 (b) is a
low harmonic distortion topology which is discussgdSteensgaard in [44]. In Fig. 4.1
(a), the output of the first integrator containscanponent that represerits(n] because

this component is to be subtractedfy[n] to reduce the power in the signal band before
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the second integrator; however, the composexiin] is distorted by the first integrator
and finally introduces harmonic distortion in th@dulator. In order to compensate the
componenp,x[n], an additional signal patinx[n] is introduced axx[n] doesn’t pass the
first integrator and hence is not distortedadf= f,, axx[n] balancess,y[n] and gets rid
off the distorted componegbx[n] at the output of the first integrator. As a restihe
total harmonic distortion of the modulator is reedc In order to avoid integrator
saturation and instability, the following coeffintevalues are used; =, = 0.5,a2 = f2

=c; = 0.4 ana, = 1 [45].

x(n| en]
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(| gn]
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N 11zt | N i T
i i,

B -

2

(b)
Figure 4.1, Ordinary second order topology (a) mttliced harmonic distortion topology

(b).
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4.3.2 Correlated Double Sampling

Correlated double sampling is a technique to redtlee effects of OTA
imperfections, such as offset, 1/f noise and figan, on the integrators. This technique
is used in this project due to the difficulty ofstgning a well performed OTA at low

supply voltages. Consider the three different irdegy topologies in Fig. 4.2.

(a) CiM (b)
92
2a 1a
1 1 1 1
Vip—" f f -
C

2y 1a ‘ oS Aol(f) Vo

+

©
Figure 4.2, Integrator comparison: (a) ordinarggnator, (b) integrator with CDS

technique, (c) integrator with CDS technique amgvgbrevention capacitor.

Fig. 4.2 (a) is an ordinary integrator without edated double sampling technique.

If the OTA has an infinite gain, the transfer fuontof the integrator is [46]:

&\/in (Z) : Z_l

V. (2)=
out( ) C2 1_ Z,l

(4.4)
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However, a practical integrator has a finite gaid &he transfer function in a general case

is[43]:
-1
V(@)= el@Z_ 4.5)
C. (1+Cl L ]—zl
C, Ao (f)
The terme . = G is called gain error which causes integrator lgakevhen

= C, Au(f)

some of the charge in1Gs not transferred to LCdue to the finite gain of the OTA.
However, if an auxiliary capacitorgg is introduced in the circuit, the finite gain arro
and the offset voltage of the OTA can be compedspté]. During phase 1, the error
voltage due to OTA offset, OTA finite gain and biise is stored in capacitorn§
during phase 2 when the integration is performied, affset voltage is in series with the
inverting input of the OTA and hence is cancell€de value of @Gs is not important in
this case and can be made very small.

During the intervals between phase 1 and phaseoth, $witches (switch 1 and
switch 2) are opened and the integrator is in @andpop configuration. Slewing problem
will occur because the feedback loop is brokerhiagttime. The output of the OTA may
swing towards the supply rails and generates spikesrder to prevent this problem,
Matsumoto et al proposed a slew-prevention capaCjiois introduced as in Fig. 4.2 (c)
[48]. Gy provides a feedback loop for the OTA during thenwals between phase 1 and
phase 2 and prevents slewing. The sizepigCalso not important and can be made very

small.
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4.3.3 Building Block Design

An important task for designing the OTA is to cddta its unity gainf() frequency
and transconductancg.f). Assuming a settling time oftand a duty cycle of 1/3 of the

clock period, the following relationships can berid [43]:

1
—— =5¢, 4.6
3, T (4.6)
1
- , 4.7
"T oA B (4.7)
C,
= ) 4.8
P C,+C, (4.8)

And the unity gain frequency is found to be:

| :15fS(C1+C2)' (4.9)
27C,
The transconductance of the OTA can be calculaed a
gm = 27quCLeff ’ (46)
C.s =C_+C + .G . 4.7)

2

In order to avoid slewing problem, the tail currbas to satisfy the full power bandwidth

fo

Itail = ﬂmeFSCLeff ' (48)
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The clocked comparator used in this project is showFig. 4.3 (a), an RS flip-flop
consisting of two cross couple NOR gates is intoediito make sure that the comparator
is a falling edge comparator.

Fig. 4.3 (b) is the implementation of the 1-bit DA@hich consists of two inverters
in a parallel combination. Whenp\s logic one and M, is logic zero, V. = Vier+ and \b.

= Vier; however when Y is logic zero and M is logic one, M. = Vier+ and Vo = Viet..

~Clock

Vip_| l_\/im Ve
J_I_I Vip Voo Vim Vos
Vop
5o
Vet

(a) (b)
Figure 4.3, (a) The clocked comparator (the 1-CA and (b) The 1-bit DAC used in

this project.

4.4 Simulation Results

The modulator in this project is shown in Fig. vhere G1 =05 Gand G, =C3=

0.4 G. For a signal bandwidth of 4.88 KHz and an oversanrg rate of 32, the sampling
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frequency is 312.5 KHz. The modulator was simulated 0.5 micron SOS process with
Cadence Analog Environment, and the simulationlt®swe given in Fig. 4.5. The plots
on the left are the output waveforms of the 2-stagdulator, showing that the modulator
is not saturated. The plots on the right are tipatirftop) and the output (bottom) of the

modulator. The OTAs and the bias circuit consurteta static power of 15.3 pW.

4.5 Conclusions

A digitization system for the neural recording fremd, which is chosen to be a
second order sigma-delta modulator, is designedsandlated in this chapter in a 0.5
micron SOS CMOS process. This modulator consunstat& power of 15.3W, which
is among the lowest in published literatures, asnéig in Table 4.1. The table shows

both continuous time (CT) and switched capacit@)(®odulators.

2 1a 2 1a
1 \1 Ci Cos 1 1 Ciz Cos
Vin+ f i — f f — D
1-bit ADC ot
Vin- J ] | 1 | | +

| |
17 I 17 I
1 Cn Cos 1 J Cq3 Cos ‘
2 1a | 2 1a
J I | I
j 2a C j 2a C,
1a ‘ 1a ‘
Vem Cm Vem Cwm
f f
~1-bit DAC —_ | 1-bitDAC
+ +

Figure 4.4, Implementation of the second order sigieita modulator.
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Expressions i Transient Response
zopm = Vel 182m
1@@m 5®‘®m§
L 0o L 0.89
v—Hﬁ@m v—5®,@m§
—2@@m L e ] —1@E§m; ................. [ |
SEEm 150 jn: SOut_Plus
185m 1.1
P | ! .
= oo b ~  7@8m
—5p@m L 3@Em
—3@8am 1 1 1 —148m | |
.28 1880 2@8u I8 3,88 136w 2860 S@Bu
time ( s ) time {5 )
Figure 4.5, Transient simulation results of theoselcorder modulator.
TABLE 4.1, MODULATOR COMPARISON
Authors Power and | fsandfg | OSR and Type Process
Supply (H2 Resolution
Voltage
J. H. Nielseret al. 108 W 1.4 M 175; 10 bits | % order | 0.35um
[49] 1.8V 4 K CT CMOS
S. Kimet al.[50] 26.8uW 2.048 M | 128; 13 bits | 2 order| 0.25um
09V 8 K SC CMOS
E. Farshidiet al.[51] | 80 uW 100 K 128; 8 bits | 2 order| 0.35um
1V 390 CT CMOS
A. Gerosaet al.[52] | 1.8uW 8.192 K | 16; 8 bits % order| 0.8um
1.8V 256 SC CMOS
S. S. Bazarjarét al. | 100puW 1M 128; 8 bits | 1 order | 0.5um
[53] 1V 4K SC CMOS
This Work 15.3u1W 312.5K | 32; 10 bits | ¥ order| 0.5um
1.2V 4.88K SC SOS
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CHAPTER 5

MEASUREMENT RESULTS

The filters discussed in Chapter Il were fabridaite twvo CMOS processes: a half-
micron process for the single ended configuratiot @ half-micron SOS process for the

fully differential configuration. This section diseses the test results for these chips.

5.1 Single-Ended Filter Test Results
5.1.1 Dies for Testing

OTAs biased in weak inversion region usually hameoatput resistance of up to
several hundred mega ohms; however the instrumesad for testing usually have an
input resistance of one mega ohms. The neuratdiltethis work are designed to drive a
capacitance less than 10 pF but the parasitic dapae of the connection cable and the
input capacitance of the test instruments add updie than 100 pF. As a result, on-chip
buffers have to be introduced between the outpuiheffilters and the input to the
instruments to increase the driving capabilitylad thips. Fig. 5.1 is the structure of the
die for testing filter A mentioned in section 3Dies for testing filters B and C are
similar to this one. The on-chip buffer is a voblaipllower consisting of a unity gain
configuration OTA biased in strong inversion regidinree transmission gates are used

to switch the channels for testing the buffer, tipeen loop OTA and the neural
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bandpass filter.
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Filter_Vdd S3 Buffer_Vss
. ) 2 PF
Filter_Vin M _\K\ ‘
Bandpas TG3 ||
Filter ino____| Filt
+

Filter_Vss Tz PF
Filter_gnd

Figure 5.1, Die structure for the single endeefilh the half-micron CMOS process.

Fig. 5.2 (a) is the die photo for the chip and B (b) is the die photo for filter A,
which shows an area of 68@n X 305um. An independent bias circuit for the pseudo-
resistor is also included for the purpose of tgstin a practical application, the pseudo-

resistor can share the same bias circuit with th&,@nd the area can be reduced.

5.1.2 Frequency Response of the OTA

The frequency response of the OTA fabricated inkihié process was tested with
an oscilloscope and a function generator, the gais calculated by dividing the output
signal amplitude by the input signal amplitude.eSimave was used in this test and the

result is shown in Fig. 5.3. The frequency wasegifrom 1 Hz to 10 KHz.
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f 4

305 um

Y
680 um
1. OTA bias circuit; 2. OTA; 3. Matched capacitors (C1 and C2); 4. An independent
bias circuit for the pseudo-resistor. This bias circuit is for the purpose of testing and the
pseudo-resistor can share the same bias circuit with the OTA for practical applications;

5. Pseudo-resistor and its current source.

(b)

Figure 5.2, (a) Die photo for the chip and (b) pl®to for filter A.

Fig. 5.3 shows the measured open loop gain, thalaied open loop gain and the
trend line that fits the measurement result. Thasaeed gain is about 5 dB below the

simulated one, which is due to the error of theusstor. The test result shows that at 500

Hz where the lower cutoff frequency (and the fpste of the filter) locates, the open
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loop gain is about 40 dB, which is 23 dB highert tthee desired circuit gain (17 dB);

hence the finite OTA gain doesn't affect the lowetoff frequency much.

5.1.3 Frequency Response of the Filter

The tested frequency responses for filters A, B @rate shown in Fig. 5.5, Fig. 5.6
and Fig. 5.7, with the test setup shown in Fig. Bt simulation results are also given in
the same figure for comparison. The measurements dane with an Agilent 89441A
vector signal analyzer, and the power supply wa$ ¥2 The midband gains for filters
A, B and C are 19.5 dB, 19.12 dB and 29.4 dB respy. It is found that the measured
frequency responses for filter A and B fit the siation results very well, however, the
measured frequency response for filter C shiftshigher frequencies. This can be
explained by looking into the bias current for &As. Higher cutoff frequencies are
due to higher bias currents. By measuring the tagsig in the beta-multiplier circuit, it is
found that the resistance is 20% lower than treedai value, which causes an increase in
the bias current, and leads to the increase ioutdf frequencies. The simulation results
also verify the fact that the current biased psenadastor is able to set an accurate cutoff
frequency given that the bias current is accurgtte. accuracy of the bias current is most

affected by the resistance in the beta-multipiéerence circuit.

5.1.4 Tunability Test

The change of frequency responses with bias culkgdot filter B is shown in Fig.
5.9. The bias currents for the pseudo-resistor wgeeerated by a HP 4155A
semiconductor parameter analyzer and then they seaked down by a 64:1 on chip

current mirror to givdg, as in Fig. 5.8. The test result verifies the balitg of the filter.
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As the bias current decreases, the cutoff frequsehdys to lower end, this is consistent

with (3.58) and the simulation results in Table. 3.1
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Figure 5.3, Frequency response of the OTA.

5.1.5 Input Common Mode Voltage Sensitivity

Fig. 5.11 is the measured frequency responsedtirB at different common mode
voltagesVcw. The common mode voltages for this measuremere generated by a HP
4155A semiconductor parameter analyzer, as showaigins.10. £800 mV were used in
the testing, and this should be much larger than dfiset voltage due to transistor
mismatches. The input common mode voltages actsailythe output common mode
voltages. The test results show that the lowerfttreguency is not affected by the input
common mode voltage, which in turn verify that tfedue of the pseudo-resistor is not
affected by the output common mode voltage as tagelbiased pseudo-resistor does.

This characteristic is very useful for fully imptable applications.
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5.1.6 Noise Test

The output noise and input-referred noise forffikeand filter C are showing in Fig.
5.13 and 5.14. The input-referred noise spectrumsitieis obtained by dividing the
output noise by the gain of the filter at the cep@nding frequencies. The shapes of the
measured noise spectrum densities are similargcithulated ones. By integrating the
input-referred noise spectrum densities from 175d420 KHz, the input-referred noise
for filter A and filter C is found to be 67/ rms and 24.1.V rms respectively. Filter A
may not be very practical for extracellular actjpotentia spike detection because these
spikes usually have an amplitude range from L®Oto 500 pV. Filter C is a more
practical choice due to its lower input-referredseo but it consumes higher power and
larger chip area. The noise contribution by thecbip- buffer is ignorable due to the gain
of the pre-amplifier filter stage.

Neural filter A has been used to amplified the aésignal from the auditory cortex
of an awake rat, as described in [54]. The bionadest result verifies the performance

of the filter which suppresses the low frequencynponents and emphasizes the EAP

spikes.
Vin
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P
+
Vem
Vector Signal
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Figure 5.4, Frequency response test setup.
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5.2 Fully-Differential Filter Test Results

5.2.1 Dies for Testing

The fully-differential filters were fabricated intzlf micron SOS process. Due to
the limited area assigned for the fully differehtidters, it is not possible to lay out
metal-metal capacitors and MOS capacitors are ussiad. Fig. 5.15 shows the
structure of the filter and the experimental setupdie testing. MOS capacitors used in
the filters are also explicitly shown. Each MOS aefor consists of three MOSFETS
with their gates connected together. Two of them zaro threshold NMOSFETs (IN)
placed back to back to form the capacitor. The lleggMOS (RP), whose gate is also
tied to the gates of the zero threshold NMOSFE3ssmall and acts as a switch for
charge injection. The injected charge establish@asavoltage at the gates of the NMOS
in order to form gate oxide capacitance.

Fig. 5.16 is the die photos of the filters, whidcludes the bias circuits, two filters
with different gains (25 V/V for the first stagedad V/V for the second stage) and the

corresponding open-loop OTAs for either stage.

5.2.2 OTA Test Results

Fig. 5.17 is the experimental test setup for tgstie OTA. Since the OTA biased in
weak inversion region is not able to drive the inmsistance and input capacitance of
the test instruments, two low threshold PMOS sodmdewers are included as the on-
chip buffers. The bias currents for the buffers evagenerated by a HP4155A
semiconductor parameter analyzer. One of the ingiuise OTA was connected to a 600

mV common mode voltage and the other input was sWwem 300 mV to 900 mV. The

90



change of the output voltages for b&th andVy:.. were recorded in Fig. 5.18 for the
first stage OTA which was biased at 186 nA. Thepyupoltage for the OTA was 1.2 V.
And the on-chip MOS load capacitance is about E5The test results show that the

offset voltage is about 4 mV.

5.2.3 Filter Test Results

The frequency responses for the first stage fittex shown in Fig. 5.19 before
charge injection. The simulation result is alsovehan the same figure for comparison.
Charge injection was performed but no injectiorreatr was observed indicating a failure
of injection. The lower cutoff frequency shifts @ high frequency because the
capacitance of the MOS capacitors is smaller witlaobias voltage. The pads for charge
injection were left floating in the test and theduency responses were recorded with an

Agilent 89441A vector signal analyzer.
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L__l : |_ Analyzer
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Figure 5.15, Filter structure and test setup.
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CHAPTER 6

CONCLUSION

A tunable low power fully integrated filter for nel signal recording applications
and a low power sigma-delta ADC modulator weregtesil in this work. The filter with
proposed current biased pseudo-resistors was #abdicin two difference CMOS
processes, and the sigma-delta ADC modulator wasllaied in a half micron SOS
CMOS process.

The neural signal filter uses a novel current ldasseudo-resistor to set the cutoff
frequency. With the proposed pseudo-resistor, theficfrequency is more predictable,
tunable over a wide range and not sensitive to dhgput common mode voltage.
Compared to gm-C method, filters with the propopsédudo-resistor are more compact
in size and suitable for low power implantable a&gilons.

The sigma-delta ADC modulator works at an over damgprate of 32. It utilizes
techniques such as reduced distortion topologyetaied double sampling to reduce the
drawback coming from OTA imperfection. The OTA'®diased in moderate inversion
region and the power consumption of the modula@pproximately 15.8W, which is
among the lowest reported by published literatufé®e sigma-delta ADC discussed in
this work is suitable for low power implantable RFapplication due to its low power
characteristics.

The fully differential filters described in sectid®10 can be integrated with the
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sigma-delta ADC modulator described in Chapter &/ ntake an amplification and

digitization front end for implantable neural signacording systems, and shown in Fig.
6.1. The cascaded filters can work as both the iiogtion front end of the system and
the anti-alias filter for the ADC. However the igtation work has not been done in this

dissertation yet.

AAF
Neural Neural Signal Neural Signal ) Digital
Signal ____ fFilter (Stage 1) Filter (Stage 2) — Buffer SlgrRzB—CDelta Data
Input 25X 4x I Output

Figure 6.1, System diagram of the amplification digitization front end.

One of the problems associated with the filtersdaain subthreshold region is the
input referred noise. According to the simulatioesults in Chapter Il and the
measurement results in Chapter V, the filter withias current of 60 nA and a closed
loop gain of 10 V/V has a simulated input referneise of 47.521Vrms and a measured
input referred noise of 67 A/rms; however, the filter with a bias current of7/118A and
a closed loop gain of 35 V/V has a simulated imeferred noise of 21.58Vrms and a
measured input referred noise of 24Mrms. The former one is not very practical for
EAP neural signal spike recording applications heeathese spikes have amplitudes
ranging from 100uV to 500 pV. In order to lower the input referred noise, thas
current and hence the power and area have to easged.

Future work would include the integration of thiéefi and the sigma-delta ADC on a

proper process which yields a reasonable area.
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