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## CHAPTER 1

## INTRODUCTION

Machining is one of the most prevalent techniques for manufacturing parts. It involves the removal of material from the workpiece in the form of chips using a single-point or multiple-point tool. The cutting tool in machining is always harder than the workmaterial. Figure 1.1 is a schematic of the orthogonal machining operation. Machining involves extensive plastic deformation of the workmaterial ahead of the tool and between the tool and the sliding chip. When two surfaces are in sliding contact the result is a change in the surface characterstics of one or both of the surfaces. The loss of tool material is termed wear.


Figure 1.1: Orthogonal or 2D machining

During machining, high temperatures and mechanical and thermal stresses are generated on the tool. Also, newly generated machined surface is chemically very active (along
the chip-tool interface and clearance face/machined surface), and interacts extensively with the tool surface. Depending on the cutting conditions, tool-workpiece chemical reactivity along with previously mentioned conditions lead to the wear of the cutting tool. Wear of tool during machining is undesirable and should be minimized. In other words, a successful cutting tool material must resist these severe conditions and provide a reasonably long tool life. Diamond is one of such tool material, especially in the machining of ferrous materials and low carbon steels.

### 1.1 Diamond as a cutting tool material

Diamond, as a cutting tool material, is used extensively in ultraprecision machining and grinding on a wide range of workmaterials, including, semiconductors, soft metals, such as aluminum and copper and their alloys, and numerous polymers. The ubiquitous use of diamond is a result of its unique features, namely, highest hardness, its availability in single-crystal form (no grain boundaries), its ability to form an extremely sharp cutting edge, very high thermal conductivity, low friction, non-adhesion to most workmaterials, and high wear resistance [1].

Diamond has the highest hardness varying between 56-102 GPa depending on the crystallographic orientations [2]. This superior hardness is because each carbon atom is surrounded by four carbon atoms and is covalently bonded [3]. Its crystal structure is made up of two cubic face-centered lattices interpenetrating each other such that an atom in the lattice crystal is making a tetrahedral shape [4]. Both natural single crystal and synthetic polycrystalline forms are used as a cutting tool. It is possible to polish diamond tools to a surface finish $\left(\mathrm{R}_{a}\right)$ of $\sim 1 \mathrm{~nm}$ and a tip radius of about 10 nm [5]; this corresponds to an extremely sharp cutting edge which plays an important role in ultra-precision machining.

It is amazing but a fact that diamond, the hardest known material, is not suitable for machining pure iron or ferrous alloys, such as low carbon steels due to rapid tool wear.

Diamond tool wears out $10^{4}$ times faster during machining mild steel than brass [6], where hardness of both workpieces are in the same range. This is because carbon has a strong affinity for iron to form iron carbide, especially at temperatures above and pressures below the diamond stable region [7-9]. Wear of the diamond tool can lead to surface damage and inaccuracy in precision machining. Due to demand for high accuracy in recent technological developments, it is of paramount importance to understand the mechanism behind the tool wear and take appropriate steps to minimize it.

### 1.2 Wear mechanism in diamond tool

Various factors involving thermal, chemical, mechanical are responsible for wear of the diamond tool. They can act simultaneously or alone to accelerate the wear depending on the ambient conditions. Wear of diamond also depends on various factors, such as structural anisotropy, imperfections, affinity for the metals being cut, temperature, and atmosphere.

Ikawa and Tanaka [10] proposed a mechanism of diamond tool wear involving initial phase transformation of diamond into graphite and subsequent diffusion of carbon into the iron workpiece. Komanduri and Shaw [8, 9] noted that diamond at room temperature is in a metastable state ( $s p^{3}$ bonding) and will transform into graphite ( $s p^{2}$ bonding) under appropriate conditions of pressure and temperature. An increase in temperature in cutting/grinding of ferrous materials without a concomitant increase in pressure (relative to diamond-graphite equilibrium) can promote graphitization [11]. This can be accelerated under the influence of properly directed shear stress [12]. The presence of a catalyst/solvent material, e.g. iron, that rapidly displaces graphite from the surface of diamond at high temperature can aid in this transformation [13].

It may be noted that iron is used as a catalyst/solvent in the synthesis of diamond under high pressure-high temperature conditions [14]. Therefore, it can play a similar role in reverse, namely, the transformation of diamond into graphite in the graphite stable region.

During machining, the freshly generated surface under the clearance face can further assist the graphitization process [15, 16]. All of the above mentioned conditions, namely, high temperatures, pressures below the diamond stable region, presence of hot iron, and newly generated machined nascent surface exist at the tool-chip and tool-workpiece interfaces.

The commonly accepted theory behind the mechanism of wear of diamond is graphitization. But there is no direct evidence provided by experimentalists or theorists so far. To comprehend the mechanism, one must understand the chemical and physical properties of iron and carbon (both diamond and graphite) and the nature of chemical interaction between them. The following sections (from Section 1.3-1.6) give an overview to the electronic states of carbon and iron, their polymorphism, and their affinity for each other.

### 1.3 Electronic states of carbon in diamond and graphite forms

Carbon has six electrons and at a ground state has $1 s^{2} 2 s^{2} 2 p^{2}$ electronic configuration as shown Figure 1.2 (a), leaving two $p$-orbital vacant. But depending on the requirements, carbon can form up to four covalent bonds. This can result in the formation of various type of bonding. In the case of diamond, the electrons from $2 s$ and $2 p$ shells redistribute among themselves to form $s p^{3}$ hybrid orbitals [Figure 1.2 (b)]. A total of four hybridized orbitals are formed resulting in a tetrahedral structure. This results in some loss of energy but is compensated by strong covalent bond formation. In the case of graphite, the electrons from $2 s$ and $2 p$ shells redistribute among themselves to form $s p^{2}$ hybrid orbitals similar to diamond. But this time, only two of the three available $p$-orbitals are mixed with $s$-orbital [Figure 1.2 (c)]. Due to the electronic structure of carbon, it has this ability to form several types of bonding and thus make it very versatile in forming different structures, such as nanotubes, $\mathrm{C}_{60}$, diamond, and graphite.


Figure 1.2: (a) Ground state of carbon, (b) $s p^{3}$ hybridized state of carbon, and (c) $s p^{2}$ hybridized state of carbon

Table 1.1: Properties of diamond and graphite

| Properties | Diamond | Graphite |
| :--- | :--- | :--- |
| Bond length $(\AA))$ | 1.545 | 1.421 |
| Atomic density $\left(\mathrm{nm}^{3}\right)$ | 176.3 | 113.9 |
| Density $\left(\mathrm{g} / \mathrm{cm}^{3}\right)$ | 3.51 | 2.27 |
| Youngs Modulus (GPa) | 1140 | $11.8 / 5.2$ |
| Debye temperature (K) | 1860 | 760 |
| Melting point $(\mathrm{K})$ | 3800 | 4000 |
| Thermal conductivity $\left(\mathrm{W} / \mathrm{m}^{\circ} \mathrm{C}\right)$ | $2000-2500$ | 85 |
| Electrical Resistivity $(\mu \Omega-\mathrm{cm})$ | $\geq 10^{16}$ | $10^{-3}$ |

### 1.4 Physical structures and properties of diamond and graphite

Due to the hybridization or nature of the bonding involved in diamond and graphite, the physical and chemical properties show a stark contrast. For example, diamond is the
hardest known material while graphite is one of the softest. While diamond is resistant to electric current, graphite is a good conductor of electricity. More details on physical and chemical properties are provided in Table 1.1.


Figure 1.3: Carbon in a) tetraheral and b) planar structure

The physical structures of diamond and graphite are also very different. This is again attributed to the type of bonding involved. As mentioned earlier, in diamond, due to the $s p^{3}$ bonding, tetrahedral structure is formed [Figure 1.3 (a)], while in graphite, hexagonal structure is formed due to $s p^{2}$ bonding [Figure 1.3 (b)]. Due to this, carbon has an ability to form different crystal structures, such as tetrahedral, planar, and many more.

### 1.5 Structural transformation in carbon

Carbon exists in many allotropic forms. Some of the newly discovered forms are Bucky ball [17] and carbon nano tubes (CNTs) [18]. The main forms of carbon are cubic diamond and hexagonal graphite. Transformations among these forms occur under appropriate conditions of pressure and temperature (Figure 1.4). A brief introduction is given here. Only the transformation of diamond to graphite, which is the main focus of this study, is covered
in details in this section.


Figure 1.4: Transformation among various forms of carbon

### 1.5.1 Transformation of diamond to graphite



Figure 1.5: Carbon phase diagram [14]

Diamond is a metastable form of carbon at atmospheric conditions of temperature and pressure and under appropriate conditions, carbon atoms of diamond revert back to the stable graphite form. This observation was reported as early as 1847 [19]. The carbon phase
diagram (Figure 1.5) shows the appropriate conditions for diamond-graphite conversion or vice versa [14]. Recently, Wang et al. [20] have studied the carbon phase diagram from the $a b$ inito molecular dynamics and found that diamond, graphite, and liquid phase coexist at a temperature of 4700 K and at a pressure of 12 GPa .

The conversion of diamond to graphite at NPT is extremely slow because of the presence of $s p^{3}$ bonding in diamond. The energy barriers required for graphitization are 730 $\mathrm{kJ} / \mathrm{mol}$ (for dodecahedral face) and $1060 \mathrm{~kJ} / \mathrm{mol}$ (for the octahedral face) [21]. Because of these high energy barriers required, graphitization of diamond is almost impossible under normal conditions. But in the presence of a metal catalyst, such as iron, these energy barriers are significantly lowered at elevated temperature as shown in Figure 1.6, and provide a faster rate for conversion from diamond to graphite. Chemical wear of diamond tool can proceed through catalytic mechanisms with or without the involvement of oxygen [22].


Figure 1.6: Reaction coordinate diagram [22]

### 1.6 Electronic structure of iron

Iron falls under Group VII of the Periodic Table. A single iron atom has 26 electrons and its basic electronic configuration is given as $1 s^{2} 2 s^{2} 2 p^{6} 3 s^{2} 3 p^{6} 4 s^{2} 3 d^{6}$. As Fe atoms approach to form BCC iron, the electronic state is changed to $[A r]\left(3 d_{n}\right)^{0.02}\left(3 d_{c}\right)^{4.47}\left(3 d_{m}\right)^{2.39}$ $\left(4 s_{c}\right)^{0.60}\left(4 s_{f}\right)^{0.52}$ [23]. Due to the available $d$ shell, iron can have several oxidation levels to access. Commonly, it has divalent and trivalent ions and, hexavalent state is considered to be the highest. But recently, octahedral coordination complex of iron was reported [24].

### 1.6.1 Structural transformation in iron

Iron, similar to carbon, exhibits polymorphism under different conditions of pressure and temperature. Among metals, iron is the only metal that shows all the three crystal structures, namely, body-centered cubic (BCC), face-centered cubic (FCC), and hexagonalclosed pack (HCP). Figure 1.7 shows the pressure-temperature phase diagram for pure iron.


Figure 1.7: Temperature-pressure diagram of pure iron [25]

### 1.6.2 Affinity of iron for carbon

Iron and carbon together form different allotropic combinations with different crystallographic structures. Carbon also plays an important role as an alloying element with iron in forming various steels and cast irons. $\mathrm{Fe}_{3} \mathrm{C}$ is a basic component of the carbon steels and white cast irons. This structure is metastable or unstable at ambient conditions [26]. It has an orthorhombic crystal structure (space group - Pnma). As shown in Figure 1.8, eight iron atoms are in "general" position, $\mathrm{Fe}(\mathrm{g})$, and four metal atoms, $\mathrm{Fe}(\mathrm{s})$ are in "special" positions with carbon atoms at the interstices [27]. Interestingly, this strong affinity of iron


Figure 1.8: Crystal structure of a unit cell of cementite [26]
for carbon plays a vital role in the wear of diamond tool in the machining of iron and low carbon steels. One of the main focuses of this investigation is to study the role of iron in the wear of diamond using molecular dynamics (MD) simulations.

### 1.7 Simulation techniques

Different methods are available for simulating many physical or chemical processes at various times and length scales. Each method has its own advantages and disadvantages. Understanding the physics and chemistry behind the mechanisms involved, such as interaction between iron and carbon during nanometric machining, call for a fundamental approach. An ideal overture is to employ quantum calculations (ab initio molecular dynamics, AIMD), such as Born-Oppenheimer molecular dynamics (BOMD) directly to investigate the mechanism. We conducted ab initio molecular dynamics to estimate the time required


Figure 1.9: Time taken by ADMP with respect to the number of electrons for 1 ps
for the computation. Figure 1.9 shows the computation time required by Atom Centered Density Matrix Propagation (ADMP) molecular dynamics [28-30] model for a timescale of 1 ps wtih different number of electrons using Gaussian software [31]. It may be noted
that the Y-axis uses log time-scale. ADMP provides equivalent functionality to BOMD but at a reduced computational cost. But the time required to solve Schrödinger equations becomes intractable when the number of atoms/electrons increases to a nanometric scale.

Molecular dynamics (MD) and Monte Carlo (MC) simulations are the most powerful and robust existing methods for the investigation of the dynamical behavior of atomic and molecular motions of complex systems. With the advent of relatively inexpensive, powerful PCs, MD simulations have become a routine procedure in these investigations. Once the potential-energy hypersurface for the system has been obtained, the MD or MC computation is straightforward. In the majority of cases, the computational time required is on the order of hours to a few days (Figure 1.10).


Figure 1.10: Comparison among the different simulation techniques [32]

## Empirical potential surfaces are frequently employed to represent the interactions present

 in the system under investigation. In most cases, the functional forms present in these potentials are selected on the basis of chemical and physical intuitions. The parameters of the surface are adjusted to fit a set of experimental data that comprise bond energies, equilib-rium bond distances and angles, fundamental vibrational frequencies, and measured barrier heights to reactions of interest.

The aim of this current work is to use MD simulations to investigate the mechanisms involved in the wear of diamond during the machining of iron and develop a generalized method that can be used to cultivate PES based on the $a b$ initio calculations.

## CHAPTER 2

## REVIEW OF LITERATURE

Alder and Wainwright [33-35] initiated MD simulation studies at the Lawrence Radiation Laboratories (LRL) in the fields of equilibrium and non-equilibrium statistical mechanics in the early 1950's. They developed the calculations to perform MD which they employed to study the relaxation. They started with a 32-particle system in a FCC structure and extended to several hundreds of classical interacting particles. Since then, MD simulations have been applied to investigate a wide range of fields, such as chemical reactions, irradiation effects, tribology, indentation, and machining.

### 2.1 Interatomic potential

There are several types of potentials. Two body potentials are very simple and are an early form of the potentials developed. Morse [36] and Lennord-Jones [37] are examples of two-body potentials. The accuracy of a simulation depends on the potential used for the simulation. Therefore, it is very important to choose a potential that represents experimental results accurately. In the present study, various combinations of potentials were used depending on the requirements of the system to be analyzed. Potentials used in the present work are judiciously chosen, based upon their performance. Tersoff [38-40] and reactive empirical bond order (REBO) [41, 42] potentials were used to represent carbon and embedded atom method (EAM) [43, 44] and modified embedded atom method (MEAM) [45]
potentials for iron and iron-carbon interactions.

### 2.1.1 Tersoff potential

Tersoff potential [38-40] was developed to represent tetrahedral single component elements, such as diamond and silicon. It can also represent multi component systems, such as silicon carbide. The total potential energy $E_{i}$ is represented by:

$$
\begin{equation*}
\sum_{i} E_{i}=\frac{1}{2} \sum_{i \neq j} V_{i j} \tag{2.1}
\end{equation*}
$$

where, $V_{i j}$ is the interaction between atom $i$ and $j$ which is given by:

$$
\begin{equation*}
V_{i j}=f_{c}\left(r_{i j}\right)\left[f_{R}\left(r_{i j}\right)+b_{i j} f_{A}\left(r_{i j}\right)\right] \tag{2.2}
\end{equation*}
$$

$f_{c}$ is the cutoff function, $f_{R}$ and $f_{A}$ are repulsive and attractive part of the potential, respectively, and are given by:

$$
\begin{gather*}
f_{R}\left(r_{i j}\right)=C_{i j} \exp \left(-\lambda_{i j} r_{i j}\right)  \tag{2.3}\\
f_{A}\left(r_{i j}\right)=-D_{i j} \exp \left(-\mu_{i j} r_{i j}\right)  \tag{2.4}\\
f_{c}\left(r_{i j}\right)=\left\{\begin{array}{lr}
1, & r_{i j}<R_{i j} \\
\frac{1}{2}+\frac{1}{2} \cos \left[\pi \frac{\left(r_{i j}-R_{i j}\right)}{\left(S_{i j}-R_{i j}\right)}\right], & R_{i j}<r_{i j}<S_{i j} \\
0, & r i j>S_{i j}
\end{array}\right. \tag{2.5}
\end{gather*}
$$

$b_{i j}$ is a three body interaction which is given by:

$$
\begin{equation*}
b_{i j}=\chi_{i j}\left(1+\beta_{i}^{n_{i}} \xi_{i}^{n_{i}}\right)^{-\frac{1}{2 n_{i}}} \tag{2.6}
\end{equation*}
$$

where,

$$
\begin{equation*}
\xi_{i}=\sum_{k \neq i, j} f_{c}\left(r_{i k}\right) \omega_{i k} g\left(\theta_{i j k}\right) \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
g\left(\theta_{i j k}\right)=1+\frac{c_{i}^{2}}{d_{i}^{2}}-\frac{c_{i}^{2}}{\left[d_{i}^{2}+\left(h_{i}-\cos \theta_{i j k}\right)^{2}\right]} \tag{2.8}
\end{equation*}
$$

The Tersoff potential developed for carbon [39] produces an accurate description of the structural properties and energetics of carbon. It can also describe carbon-carbon single, double, and triple bond lengths and energies in hydrocarbons, as well as in solid graphite and diamond.

Table 2.1: Tersoff parameters for carbon and nitrogen

| Parameter | Carbon [39] | Nitrogen [46] |
| :--- | :--- | :--- |
| $\mathrm{C}(\mathrm{eV})$ | $1.3936 \times 10^{3}$ | $1.1000 \times 10^{4}$ |
| $\mathrm{D}(\mathrm{eV})$ | $3.476 \times 10^{2}$ | $2.1945 \times 10^{2}$ |
| $\lambda\left(\AA^{-1}\right)$ | 3.4879 | 5.7708 |
| $\mu\left(\AA^{-1}\right)$ | 2.2119 | 2.5115 |
| $\beta$ | $1.5724 \times 10^{-7}$ | $1.0562 \times 10^{-1}$ |
| n | $7.2751 \times 10^{-1}$ | $1.24498 \times$ |
| $10^{1}$ |  |  |
| c | $3.8049 \times 10^{4}$ | $7.9934 \times 10^{4}$ |
| d | $4.384 \times 10^{0}$ | $1.3432 \times 10^{2}$ |
| h | $-5.7058 \times 10^{-1}$ | $-9.973 \times 10^{-1}$ |
| $\mathrm{R}(\AA)$ | 1.8 | 2.0 |
| $\mathrm{~S}(\AA)$ | 2.1 | 2.3 |
| interactions | $\mathrm{C}-\mathrm{N}$ |  |
| $\chi_{i j}$ | 0.9685 | 0.6381 |

### 2.1.2 Reactive empirical bond order (REBO) potential

Brenner [41, 42] developed an empirical many-body potential energy function that can represent intra molecular bonding in a variety of hydrocarbons as well as graphite and diamond. The potential is based on the Tersoff covalent bonding formalism. REBO potential addresses the issue of over-binding of radicals in the Tersoff potential, like in intermediate bonding situations, the assumption of near-neighbor interactions when combined with the sum over atomic sites results in aphysical behavior. For example, if a carbon atom with three nearest neighbors is bonded to a carbon atom with four neighbors [42]. The Tersoff formalism interpolates the bonds so that it is between a single and a double bond. Brenner corrected the shortcomings of Tersoff potential by rewriting the Tersoff equation along with adding corrections. The total energy is represented as follows:

$$
\begin{equation*}
E_{b}=\sum_{i} \sum_{j(>i)}\left[V_{R}\left(r_{i j}\right)-\bar{B}_{i j} V_{A}\left(r_{i j}\right)\right] \tag{2.9}
\end{equation*}
$$

where, $V_{R}\left(r_{i j}\right)$ and $V_{A}\left(r_{i j}\right)$ are the attractive and repulsive components of the potential and are represented as follows:

$$
\begin{gather*}
V_{R}\left(r_{i j}\right)=f_{i j}\left(r_{i j}\right) D_{i j}^{e} /\left(S_{i j}-1\right) e^{\sqrt{2 S_{i j}} \beta_{i j}\left(r_{i j}-R_{i j}^{e}\right)}  \tag{2.10}\\
V_{A}\left(r_{i j}\right)=f_{i j}\left(r_{i j}\right) D_{i j}^{e} S_{i j} /\left(S_{i j}-1\right) e^{\sqrt{2 S_{i j}} \beta_{i j}\left(r_{i j}-R_{i j}^{e}\right)} \tag{2.11}
\end{gather*}
$$

$f_{i j}\left(r_{i j}\right)$ is a cutoff function which restricts the pair potential only to the nearest neighbors and is given by:

$$
f_{i j}\left(r_{i j}\right)=\left\{\begin{array}{lr}
1, & r_{i j}<R_{i j}^{1}  \tag{2.12}\\
\frac{1}{2}+\frac{1}{2} \cos \left[\pi \frac{\left(r_{i j}-R_{i j}^{1}\right)}{\left(R_{i j}^{2}-R_{i j}^{1}\right)}\right], & R_{i j}^{1}<r_{i j}<R_{i j}^{2} \\
0, & r_{i j}>R_{i j}^{2}
\end{array}\right.
$$

The empirical bond-order function, $\bar{B}_{i j}$ is given by the average of terms associated with each atom in a bond plus a correction and is given by,

$$
\begin{gather*}
\bar{B}_{i j}=\left(B_{i j}+B_{j i}\right) / 2+F_{i j}\left(N_{i}^{(t)}+N_{j}^{(t)}+N_{i j}^{c o n j}\right)  \tag{2.13}\\
B_{i j}=\left[1+\sum_{k(\neq i, j)} G_{i}\left(\theta_{i j k}\right) f_{i k}\left(r_{i k}\right) \exp \left(\alpha_{i j k}\left[\left(r_{i j}-R_{i j}^{e}\right)-\left(r_{i k}-R_{i k}^{e}\right)\right]\right)^{-\delta_{i}}\right. \tag{2.14}
\end{gather*}
$$

The quantities $N_{i j}^{H}$ and $N_{i j}^{C}$ are the number of hydrogen and carbon atoms, respectively, bonded to atom $i$ equations (2.15) and (2.15), respectively,

$$
\begin{gather*}
N_{i j}^{H}=\sum_{j(\neq \text { hydrogen })} f_{i j}\left(r_{i j}\right),  \tag{2.15}\\
N_{i j}^{C}=\sum_{j(\neq \text { carbon })} f_{i j}\left(r_{i j}\right), \tag{2.16}
\end{gather*}
$$

$N_{i j}^{c o n j}$ depends on whether a bond between atoms $i$ and $j$ is a part of a conjugated system and is represented by,

$$
\begin{equation*}
N_{i j}^{\text {conj }}=1+\sum_{\text {carbons } k(\neq i, j)} f_{i k}\left(r_{i k}\right) F_{i k}\left(x_{i k}\right)+\sum_{\text {carbons } l(\neq i, j)} f_{j l}\left(r_{j l}\right) F_{j l}\left(x_{j l}\right) \tag{2.17}
\end{equation*}
$$

where,

$$
\begin{gather*}
F\left(x_{i j}\right)=\left\{\begin{array}{lr}
1, & x_{i j} \leq 2 \\
\frac{1}{2}+\frac{1}{2} \cos \left[\pi\left(x_{i k}-2\right)\right], & 2<x_{i j}<3 \\
0, & x_{i j} \geq 3
\end{array}\right.  \tag{2.18}\\
x_{i k}=N_{k}^{\text {tot }}-f_{i k}\left(r_{i k}\right) \tag{2.19}
\end{gather*}
$$

$G\left(\theta_{i j k}\right)$ is a function of the angle between $i-j$ and $i-k$ bonds and is given by,

$$
\begin{equation*}
G\left(\theta_{i j k}\right)=a_{0}\left(1+c_{0}^{2} / d_{0}^{2}-c_{0}^{2} /\left[d_{0}^{2}+\left(1+\cos \theta_{i j k}\right)^{2}\right]\right) \tag{2.20}
\end{equation*}
$$

### 2.1.3 Embedded-atom Method (EAM) Potential

Daw and Baskes [43, 44] conceptualized Embedded-atom Method (EAM) potential based on density functional theory (DFT) calculations to represent metallic systems. The potential was also applied to impurities, surfaces, and other defects in metals. It is based on the concept that energy is a function of electron density as well. The potential may be represented by:

$$
\begin{gather*}
E_{t o t}=\frac{1}{2} \sum_{i j} V\left(r_{i j}\right)+\sum_{i} F\left(\rho_{i}\right),  \tag{2.21}\\
\rho_{i}=\sum_{i \neq j} \varphi\left(r_{i j}\right), \tag{2.22}
\end{gather*}
$$

where, $F$ is the embedding energy and $\rho_{i}$ is the electron density.

Base on this method, Simonelli et al. [47] developed EAM potential for BCC iron. Ruda et al. [48] presented empirical interatomic potential for the description of C interstitial impurities in metals and intermetallic alloys for $\mathrm{C}-\mathrm{M}$ systems $(\mathrm{M}=\mathrm{Al}, \mathrm{Ti}, \mathrm{Ni}, \mathrm{Fe}$, and $\mathrm{Nb})$. They have used this potential and calculated the heat of solution of carbon in these metals. Furthermore, the potential also predicts lattice parameters of ternary perovskite carbides that agree with experimental data. Based on potential developed by Simonelli, they obtained C-Fe interaction by empirically adjusting the experimental and ab initio data [49] calculated for $B_{1}$ structures to a modified linear combination of the effective-pair interaction between $\mathrm{C}-\mathrm{C}$ and $\mathrm{Fe}-\mathrm{Fe}$. The general form for the combination is given by:

$$
\begin{equation*}
V_{C-M}^{e f f}(a+b x)=A\left[V_{C-C}^{e f f}(c+d x)+V_{M-M}^{e f f}(e+f x)\right] \tag{2.23}
\end{equation*}
$$

where, $\mathrm{A}=1.25, \mathrm{a}=0.20, \mathrm{~b}=4.0, \mathrm{c}=1.0557, \mathrm{~d}=4.2253, \mathrm{e}=0.99294$, and $\mathrm{f}=3.10336$. In order to achieve complete interaction, the value of $x$ is varied from zero to unity and the
results are plotted in Figure 2.1.


Figure 2.1: EAM potential for the $\mathrm{Fe}-\mathrm{C}$ system

They obtained the effective C-C potential from the Tersoff potential [38] without any angular dependency and is given by:

$$
\begin{equation*}
V_{C-C}^{e f f}=709.1 e^{-3.161 r_{i j}}-191.6 e^{-2.305 r_{i j}} \tag{2.24}
\end{equation*}
$$

### 2.1.4 Modified Embedded-atom Method (MEAM) Potential

Baskes [45] modified EAM potential by incorporating angular terms to get Modified Embedded-atom Method (MEAM). The potential can represent physical properties of metals, for various crystal structures, such as FCC, BCC, HCP; and diamond cubic; semiconductors, such as silicon; and diatomic gases, such as hydrogen. The MEAM potential is unique in the sense that with a single formalism it can represent properties of metals,
semiconductors as well as diatomic gas. In MEAM, the total energy is represented by:

$$
\begin{equation*}
E=\sum_{i}\left[\frac{1}{2} \sum_{j(\neq i)} \Phi\left(R_{i j}\right)+\sum_{i} F\left(\rho_{i}\right)\right] \tag{2.25}
\end{equation*}
$$

where, F is the embedding function, $\rho_{i}$ is the background electron density at the site $i$, and $\Phi\left(R_{i j}\right)$ is the pair potential interaction between $i$ and $j$ separated by distance $R_{i j}$. The embedding function has the following form:

$$
\begin{equation*}
F(\bar{\rho})=A E_{c}\left(\bar{\rho} / \bar{\rho}^{\circ}\right) \ln \left(\bar{\rho} / \bar{\rho}^{\circ}\right) \tag{2.26}
\end{equation*}
$$

where, A is an adjustable parameter, $E_{c}$ is the sublimation energy, and $\bar{\rho}^{\circ}$ is the is the background electron density for a reference structure. Typically, the equilibrium structure is taken as a reference structure. The background density $\bar{\rho}^{\circ}$ is composed of a spherically symmetric partial electron density $\rho_{i}^{(0)}$ and the angular distributions $\rho_{i}^{(1)}, \rho_{i}^{(2)}$, and $\rho_{i}^{(3)}$. Each partial electron density can be represented by the following forms:

$$
\begin{gather*}
\left(\rho_{i}^{(0)}\right)^{2}=\left[\sum_{j \neq i} \rho_{j}^{a(0)}\left(R_{i j}\right)\right]^{2}  \tag{2.27}\\
\left(\rho_{i}^{(1)}\right)^{2}=\sum_{\alpha}\left[\sum_{j \neq i} \frac{R_{i j}^{\alpha}}{R_{i j}} \rho_{j}^{a(1)}\left(R_{i j}\right)\right]^{2}  \tag{2.28}\\
\left(\rho_{i}^{(2)}\right)^{2}=\sum_{\alpha, \beta}\left[\sum_{j \neq i} \frac{R_{i j}^{\alpha} R_{i j}^{\beta}}{R_{i j}^{2}} \rho_{j}^{a(2)}\left(R_{i j}\right)\right]^{2}-\frac{1}{3}\left[\sum_{j \neq i} \rho_{j}^{a(2)}\left(R_{i j}\right)\right]^{2}  \tag{2.29}\\
\left(\rho_{i}^{(3)}\right)^{2}=\sum_{\alpha, \beta, \gamma}\left[\sum_{j \neq i} \frac{R_{i j}^{\alpha} R_{i j}^{\beta} R_{i j}^{\gamma}}{R_{i j}^{3}} \rho_{j}^{a(3)}\left(R_{i j}\right)\right]^{2}-\frac{3}{5} \sum_{\alpha}\left[\sum_{j \neq i} \frac{R_{i j}^{\alpha}}{R_{i j}} \rho_{j}^{a(2)}\left(R_{i j}\right)\right]^{2} \tag{2.30}
\end{gather*}
$$

where, $\rho_{i}^{(h)}$ represents atomic electron densities from $j$ atom at a distance $R_{i j}$ from site $i$. $R_{i j}^{\alpha}$ is the $\alpha$ component of the distance vector between atoms $j$ and $i$. The expression for $\rho_{i}^{(3)}$ was incorporated to make partial electron densities orthogonal [50]. The atomic electron density is given as:

$$
\begin{equation*}
\bar{\rho}_{i}=\rho_{i}^{(0)} G\left(\Gamma_{i}\right) \tag{2.31}
\end{equation*}
$$

where,

$$
\begin{align*}
& G(\Gamma)=2 /\left(1+e^{-\Gamma}\right)  \tag{2.32}\\
& \Gamma_{i}=\sum_{h=1}^{3}\left[\rho_{i}^{(h)} / \rho_{i}^{(0)}\right]^{2} \tag{2.33}
\end{align*}
$$

where, $t^{(h)}$ are adjustable parameters. The atomic density is given as:

$$
\begin{equation*}
\rho^{a(h)}(R)=\exp \left[-\beta^{(h)}\left(R / r_{e}-1\right)\right] \tag{2.34}
\end{equation*}
$$

Here, $\boldsymbol{\beta}^{(h)}$ are adjustable parameters and reis the nearest neighbor distance in the equilibrium reference structure. In MEAM, the energy per atom for the reference structure is obtained from the universal equation of state developed by Rose et al. [51] as a function of neighboring distance R :

$$
\begin{equation*}
E^{u}(R)=-E_{c}\left(1+a+d a^{* 3}\right) e^{-a^{*}} \tag{2.35}
\end{equation*}
$$

where, d is an adjustable parameter, and

$$
\begin{gather*}
a^{*}=\alpha\left(R / r_{e}-1\right)  \tag{2.36}\\
\alpha=\left(\frac{9 B \Omega}{E_{c}}\right)^{1 / 2} \tag{2.37}
\end{gather*}
$$

Here, $E^{u}(R)$ is the universal function for a uniform expansion or contraction in the reference structure, B is the bulk modulus, and $\Omega$ is the equilibrium atomic volume. The expression for the pair interaction between two atoms separated by a distance $R$ is given by,

$$
\begin{equation*}
\Phi(R)=\left(2 / Z_{1}\right)\left[E^{u}(R)-F\left(\bar{\rho}^{\circ}(R)\right)\right] \tag{2.38}
\end{equation*}
$$

where, $Z_{1}$ is the number of the nearest-neighbor atoms. Initially in the MEAM potential, only the first neighbor interactions were considered. This caused some critical problems in
the potential. First, for many BCC metals, the surface energy of (111) surface is computed to be smaller than that of the (100) surface. Also, it generated a structure more stable than BCC for some BCC metals. In order to overcome these problems, Lee and Baskes [52,53] extended the formalism to the second nearest neighbor interactions given by:

$$
\begin{equation*}
\Phi(R)=\psi(R)+\sum_{n=1}(-1)^{n}\left(Z_{2} S / Z_{1}\right)^{n} \psi\left(a^{n} R\right) \tag{2.39}
\end{equation*}
$$

The summation is performed until the correct value of energy is obtained for the reference structure, where, $Z_{2}$ is the number of second nearest-neighbor atoms, a is the ratio between the second and the first nearest-neighbor distances, S is the screen function on the second nearest-neighbor interaction, which is a constant for a given reference structure.

$$
\begin{equation*}
\psi(R)=\phi(R)+\left(Z_{2} S / Z_{1}\right)^{n} \psi\left(a^{n} R\right) \tag{2.40}
\end{equation*}
$$

Lee and Lee [54] developed a semi-empirical potential for carbon. They reported that the potential describes various stryctural properties of diamond satisfactorily. But it cannot represent graphit unless it is combined with the Lennard-Jones potential. Though, this potential was never used to represent diamond-graphite transformation.

Lee [55] applied the potential to Fe-C system which reproduces various physical properties of iron carbide. These properties include dilute heat of solution of carbon, the vacancy-carbon binding energy, the location of interstitial carbon atoms, and the migration energy of carbon atoms in BCC and FCC iron. The iron-carbon interaction is given by:

$$
\begin{gather*}
\phi_{F e C}(R)=\frac{1}{3} E_{F_{3} C}^{u}(R)-\frac{1}{4} F_{F e}\left(\bar{\rho}_{F e}\right)-\frac{1}{12} F_{C}\left(\bar{\rho}_{C}\right)-\phi_{F e F e}(R)  \tag{2.41}\\
-\frac{3}{4} S_{F e} \phi_{F e F e}(a R)-\frac{3}{4} S_{C} \phi_{C C}(a R)
\end{gather*}
$$

Lee [56] also developed a potential for $\mathrm{Fe}-\mathrm{N}$ system which can reproduce physical properties, such as the dilute heat of solution of nitrogen, the location of interstitial nitrogen atoms, the migration energy of nitrogen atoms, the vacancy-carbon binding energy and its
configuration in BCC and FCC iron, and the enthalpy of formation and lattice parameters of nitride phases. The iron-nitrogen interaction is given by:

$$
\begin{align*}
\phi_{F e N}(R)=\frac{1}{3} & E_{F e N}^{u}(R)-\frac{1}{6} F_{F e}\left(\bar{\rho}_{F e}\right)-\frac{1}{6} F_{N}\left(\bar{\rho}_{N}\right)-\phi_{F e F e}(R)  \tag{2.42}\\
& -S_{F e} \phi_{F e F e}(a R)-S_{N} \phi_{N N}(a R)
\end{align*}
$$

Table 2.2: MEAM potential parameters for pure iron, carbon, and nitrogen [55, 56]

| Parameter | $\mathbf{F e}$ | $\mathbf{C}$ | $\mathbf{N}$ |
| :--- | :--- | :--- | :--- |
| $\mathrm{E}_{c}$ | 4.29 | 7.37 | 4.88 |
| $\mathrm{r}_{e}$ | 2.48 | 1.54 | 1.10 |
| B | 1.73 | 4.45 | 5.96 |
| A | 0.56 | 1.18 | 1.80 |
| $\beta^{(0)}$ | 4.15 | 4.25 | 2.75 |
| $\beta^{(1)}$ | 1.0 | 2.8 | 4.0 |
| $\beta^{(2)}$ | 1.0 | 2.0 | 4.0 |
| $\beta^{(3)}$ | 1.0 | 5.0 | 4.0 |
| $t^{(1)}$ | 2.6 | 3.2 | 0.05 |
| $t^{(2)}$ | 1.8 | 1.44 | 1.00 |
| $t^{(3)}$ | -7.2 | -4.5 | 0.00 |
| $C_{\max }$ | 2.8 | 2.8 | 2.8 |
| $C_{\min }$ | 0.36 | 1.41 | 2.00 |
| d | 0.05 | 0.00 | 0.00 |

In MEAM, the pair potential is computed from the reference structure. The energy of the reference structure for a range of values of $R_{i j}$ is computed, assuming isotropic expansion or compression, and obtaining the pair potential from that by assuming the

Table 2.3: MEAM potential parameters for $\mathrm{Fe}-\mathrm{C}$ and $\mathrm{Fe}-\mathrm{N}$ alloys [55, 56]

| Parameter | $\mathrm{Fe}-\mathrm{C}$ | F-N |
| :---: | :---: | :---: |
| $\mathrm{E}_{c}$ | $0.75 E_{c} F e+0.25 E_{c}^{C}+0.95$ | $0.5 \mathrm{E}_{c} F e+0.5 E_{c}^{C}+0.7$ |
| $\mathrm{r}_{e}$ | 2.364 | 2.09 |
| B | 2.644 | 2.195 |
| d | $0.75 d_{c}^{F e}+0.25 d_{c}^{C}$ | $0.75 d_{c}^{F e}+0.25 d_{c}^{N}$ |
| $C_{\min }$ | $0.36 \text { (Fe-C-Fe) }$ | $0.16 \text { ( } \mathrm{Fe}-\mathrm{N}-\mathrm{Fe} \text { ) }$ |
| $C_{\min }$ | $0.16 \text { (C-Fe-C) }$ | $0.16 \text { (N-Fe-N) }$ |
| $C_{\min }$ | $0.16 \text { (Fe-Fe-C) }$ | $0.16(\mathrm{Fe}-\mathrm{Fe}-\mathrm{N})$ |
| $C_{\min }$ | 0.16 (Fe-C-C) | $\left[0.5\left(C_{\text {min }}^{F e}\right)^{1 / 2}+0.5\left(C_{\text {min }}^{N}\right)^{1 / 2}\right]^{1 / 2}$ |
| $C_{\max }$ | 2.80 (Fe-C-Fe) | 1.44 ( $\mathrm{Fe}-\mathrm{N}-\mathrm{Fe}$ ) |
| $C_{\max }$ | 1.44 (C-Fe-C) | $2.80(\mathrm{~N}-\mathrm{Fe}-\mathrm{N})$ |
| $C_{\max }$ | 2.80 ( $\mathrm{Fe}-\mathrm{Fe}-\mathrm{C}$ ) | 2.80 ( $\mathrm{Fe}-\mathrm{Fe}-\mathrm{N}$ ) |
| $C_{\max }$ | 2.80 (Fe-C-C) | $2.80(\mathrm{Fe}-\mathrm{N}-\mathrm{N})$ |
| $\rho_{0}$ | $\rho_{0}^{C} / \rho_{0}^{F e}=6$ | $\rho_{0}^{N} / \rho_{0}^{F e}=18$ |
| Ref. structure | $L_{12}$ | $B_{1}$ |

material obeys the Rose energy function. In the LAMMPS code [57] subroutine compute_pair_meam (), phi_meam () is called to compute the pair potential at a list of values in $r$ (the array "phir"), and then call interpolate_meam() to create the arrays phirar1, phirar2, etc. These are coefficients that later are used to interpolate $\phi(R)$ and its derivative (search for "phirar" in meam_force.F to see where it occurs).

In the case of alloys, meam_force.F, computing derivatives of the total density doesn't have anything to do with the the pair interaction - it is related to the density part of the potential and the forces are calculated numerically (no 'if' conditions are present to identify
the lattice structure). Note that the way the density is computed does not depend on the reference structure of alloys; only the pair potential does.

### 2.2 Molecular Dynamics (MD) simulation of nanometric machining

Belak et al. $[58,59]$ conducted md simulation of orthogonal or 2D cutting of copper using the embedded-atom method (EAM) potential. Calculations at a cutting speed of 100 $\mathrm{m} \mathrm{s}^{-1}$ with different edge radii tools and different cut depths were reported. An infinitely hard tool was considered in all the cases. While this may appear reasonable as the hardness of copper is only a small fraction of the hardness of the diamond tool, by making it infinitely rigid, the diamond potential is actually not considered.

The investigations of Ikawa et al. [60], Shimada et al. [61, 62], and Shimada [63] of Japan were mainly on MD simulations of nanometric cutting of copper using a diamond tool. The workpiece was also 2-D in their cases. Investigations were made to study the effect of edge radius and depth of cut on the chip formation process, subsurface deformation, and specific cutting energy. Most of the tests were simulated at $200 \mathrm{~m} \mathrm{~s}^{-1}$, though a few were simulated at $5 \mathrm{~m} \mathrm{~s}^{-1}$.

Ikawa et al. [60] investigated the minimum chip thickness that can be removed from the workpiece using both experiments and simulations without compromising on the surface finish. For simulations, they used different Morse potential parameters between aluminum workpiece and infinite hard diamond tool. They concluded that the cutting mechanism differs by using different potentials. They reported that although there was no remarkable difference in the chip formation, there was a significant effect on the machined surface.

Inamura et al. [64-67] reported MD simulation under quasi-static conditions where only the changes in the minimum-energy positions (which are the mean positions of the vibrating atoms) were followed. They intoduced a method by which energy dissipation is
incoroporated in the atomic-scale model to simulate cutting tests. They reported that the distribution of stress and strain in nanoscale cutting is similar to that of microscale cutting except they did not report any concentrated shear plane in the primary shear zone.

Maekawa and Itoh [68] developed the concept of area restricted molecular dynamics (ARMD). In this method, instead of running simulation for the entire workpiece, simulations were carried out in a region near the tool nose with a radius of 7.3 nm . This restricted region moves along with the tool as the simulation proceeds. This process reduces the overall computational time but makes the process dependent on the cutting geometry and tool geometry.

Komanduri, Chandrasekaran, and Raff have done significant work in the field of MD simulations of nanometric machining, material properties, and tribology which are described in details as follows. Chandrasekaran et al. [69] introduced the length restricted molecular dynamics (LRMD). In this, the length of the workpiece is kept constant throughout the experiment but its position is shifted along the direction of the cut. In other words, the atoms from the machined part of the workmaterial that are not going to affect the simulation results significantly are discarded, but their memory positions are retained. These memory positions are used to add new atoms to the work material. With this method, a small workpiece can be used to simulate cutting to any distance.

Komanduri, Chandrasekaran, and Raff [70] investigated the effect of tool geometry in nanometric cutting using MD simulations with different edge radii relative to depth of cut. They conducted simulations by varying the tool edge radius, r ( 3.62 to 21.72 nm ) and depths of cut, $\mathrm{d}(0.362$ to 2.172 nm$)$ by maintaining the $\mathrm{d} / \mathrm{r}$ ratio constant $(0.1,0.2$, and 0.3). They investigated the variation of the cutting and thrust forces, the force ratio, the specific energy, and the sub-surface deformation with the tool geometry and depth of cut and concluded that they have significant influence on them which is in agreement with the experimental observations.

Komanduri, Chandrasekaran, and $\operatorname{Raff}[71,72]$ simulated grinding by conducting MD simulations with negative rake tools. They compared the variations in the cutting forces, specific energy (energy required for removal of unit volume of work material), nature of subsurface deformation, and the size effect with rake angle with the published experimental results. They observed that specific energy in nanometric cutting was nearly an order of magnitude larger than in conventional cutting. They attributed that to the size effect that is commonly reported when the specimen size under consideration has submicrometer to nanometer dimensions.

Komanduri, Chandrasekaran, and Raff [73] also conducted MD simulations of nanometric cutting on single crystal aluminum in specific combinations of crystal orientation (111), (110), and (001) and cutting directions [ 110$]$, [ $\overline{2} 11]$, and [100] and with tools of different rake angles $\left(10^{\circ}, 30^{\circ}\right.$, and $\left.45^{\circ}\right)$ to investigate the nature of deformation and the extent of anisotropy of aluminum. They found that when the aluminum crystal was oriented in plane (111) and cut in the $<\overline{1} 10>$ direction, plastic deformation ahead of the tool was accomplished predominantly by compression along with shear in the cutting direction. Also, the deformation in the work material, underneath the depth of cut region, was found to be along the cutting direction. In (001)[ 110$]$ combination, the dislocations were found to be generated parallel to the cutting direction. In contrast, in (110)[001] combination, the dislocations were generated normal to the cutting direction. In the case of (110) orientation and [ $\overline{1} 10]$ cutting direction, the dislocations were found to be parallel as well as perpendicular to the cutting direction. In contrast, for (001)[100] combination, extensive dislocations motion at $\sim 45^{\circ}$ to the cutting direction was seen. Similarly, for (111) [2]11] combination, the dislocation motion was observed to be at $\sim 60^{\circ}$ to the cutting direction.

Molecular dynamics (MD) simulations of nanometric cutting were conducted under different cutting conditions to investigate burr formation and exit failure in metals [74]. They investigated the effect of relative ductility of the workmaterial (e.g. soft versus hard),
tool rake angle $\left(-30^{\circ}\right.$ to $\left.+60^{\circ}\right)$, depth of cut ( 1.45 to 3.62 nm ), and external constraint at workmaterial exit on the exit failure and burr formation.

Komanduri, Chandrasekaran, and Raff [75] investigated the effect of rake angles (from $-60^{\circ}$ to $+60^{\circ}$ ), widths of cut ( 1.1 to 4.34 nm ), depths of cut ( 0.01 to 2.72 nm ), and clearance angles $\left(10^{\circ}\right.$ to $\left.30^{\circ}\right)$ on the nature of material removal and surface generation process in ultraprecision machining and grinding of pure, defect-free silicon. They observed pressureinduced phase transition from a diamond cubic (or $\alpha$-silicon) to a bct (or $\beta$-tin structure) in the case of machining silicon. They also concluded that an alternate final polishing process, such as chemomechanical polishing, is required to produce defect free surface at an atomic scale because of the subsurface or near-surface deformation was observed in all the cases of rake angle. They divided material removal mechanisms into four components: (i) compression of the work material ahead of the tool; (ii) chip formation akin to an extrusion-like process; (iii) side flow; and (iv) subsurface deformation in the machined surface.

### 2.3 Monte Carlo (MC) simulation of nanometric machining

Due to very high cutting speeds required for MD simulation of nanometric cutting, Komanduri, Narulkar, and Raff [76] have worked on simulating nanometric machining at conventional cutting speeds $\left(5 \mathrm{~m} \mathrm{~s}^{-1}\right)$. They accomplished this by defining a local temperature in the cutting zone generated by shear plane heat source and tool-chip frictional heat source. Extension of this method to the nanometric regime permits an accurate estimate of the local temperature in cutting. This temperature was then employed in the Boltzmann probability distribution function that was used to determine the acceptancerejection of Monte Carlo moves in the simulation, given by Eq. (2.43).

$$
\begin{equation*}
\exp \left(-\frac{V\left(q_{0}\right)}{K T}\right) \geq \xi_{i} \tag{2.43}
\end{equation*}
$$

where, $\xi_{i}$ is the random number generated between 0 and 1 in the $i^{t h}$ Markov move and $V=V_{\text {new }}-V_{\text {old }}$.

The total rise at any point in the workpiece is given by:

$$
\begin{align*}
\theta_{M}=\frac{q_{p l}}{\pi \lambda} & \left\{\left(B_{\text {chip }}-\delta B\right) \int_{l_{i}=0}^{L} \exp \left(\frac{-\left(X-l_{i}\right) v}{2 a}\right)\left[K_{0}\left(\frac{R_{i} v}{2 a}\right)+K_{0}\left(\frac{R_{i}^{\prime v}}{2 a}\right)\right] d l_{i}\right. \\
& +2 B \int_{l_{i}=0}^{L}\left(\frac{l_{i}}{L}\right)^{m} \exp \left(\frac{-\left(X-l_{i}\right) v}{2 a}\right) d l_{i} \\
& \left.+C \delta B \int_{l_{i}=0}^{L}\left(\frac{l_{i}}{L}\right)^{k} \exp \left(\frac{-\left(X-l_{i}\right) v}{2 a}\right) d l_{i}\right\} \\
& +\frac{q_{p l s}}{\lambda} \int_{w_{i}=0}^{t_{c h} / \cos (\phi-\alpha)} \exp \left(\frac{-\left(X-l_{i}\right) v}{2 a}\right)\left[K_{0}\left(\frac{v}{2 a}\left[\left(X-X_{i}\right)^{2}+\left(z-z_{i}\right)^{2}\right]^{1 / 2}\right)\right. \\
& \left.+K_{0}\left(\frac{v}{2 a}\left[\left(X-X_{i}\right)^{2}+\left(2 t-z-z_{i}\right)^{2}\right]^{1 / 2}\right)\right] d w_{i} \tag{2.44}
\end{align*}
$$

This method for the thermal analysis is developed by Komanduri and Hou [77] for conventional machining as shown in Figure 2.2.

Since cutting speed was closely related to cutting temperature, the cutting speed enters the calculation via the thermal analysis equations. This method is computationaly efficient and saves 1000 hrs of the time over MD at low cutting speeds (Figure 2.3).

The method was applied to nanometric cutting of single-crystal aluminum with the crystal oriented in the (001) plane and cut in the $<100\rangle$ direction. Three positive rake cutting tools, namely $10^{\circ}, 30^{\circ}$, and $45^{\circ}$ were employed to investigate the effect of the rake angle on the forces, the specific energy, and the nature of the chip formation. The method was evaluated by direct comparison with corresponding molecular dynamics simulations conducted under the same conditions (Figure 2.4).

This work was further extended and optimized by Narulkar, Raff, and Komanduri [78] by incorporating steepest descent (SD) along with MC to improve on computational time and memory space. They observed that this MCSD combination is found to reduce the required computational times by factors of at least two to three over those achieved using


Figure 2.2: Schematic of the heat transfer model with a common coordinate system for the combined effect of two principal heat sources [77]

MC methods alone. The MCSD method was applied to the nanometric cutting of singlecrystal aluminium along the (100) plane with different rake angle tools at a cutting speed of $5 \mathrm{~m} \mathrm{~s}^{-1}$.

A solid foundation has been laid by various researchers in the field of simulating nanometric cutting, but not much work has been done in understanding the mechanism of tool wear involved during machining. The following section covers the work done in understanding the tool wear so far.

### 2.4 MD simulation of tool wear mechanism

Maekawa and Itoh [68] conducted MD simulation of nanometric cutting of copper with a diamond tool. They reduced the cohesive energy of the tool and showed that bonding of


Figure 2.3: Comparison of computation time between MD and MC simulation [76]


Figure 2.4: Comparison between (a) MD and (b) MC simulation under identical cutting conditions [76]
the tool atoms at specific sites become weak allowing the workpiece atoms to penetrate. This action promotes separation of atoms from the tool surface. The separated tool atoms tend to occupy another site on the tool creating a different structure thus establishing a
correlation with graphitization.

Belak [79] investigated machining of silicon using a deformable diamond tool at a cutting speed of $540 \mathrm{~m} \mathrm{~s}^{-1}$. He reported that a layer of atoms from the workpiece was transferred to the diamond tool. He also reported that the silicon in the chip and the first few layers of the newly cut surface appeared amorphous and attributed this to the fact that the energy requirements for transformation of the crystal into an amorphous solid is less than that required to shear the crystal.

Perry and Harrison [80] investigated friction between two diamond surfaces under sliding contact using MD simulations. They reported that friction between two hydrogenterminated diamond (111) surfaces is significantly reduced when methane molecules are placed between the diamond surfaces compared to the same two surfaces in the absence of the debris, or third-body, molecules.

Zhang and Tanaka [81] investigated the mechanism of wear and friction in diamondcopper sliding system using MD simulations. They observed that there generally exist four distinct regimes of deformation, i.e. the no-wear regime, adhering regime, ploughing regime, and cutting regime. They concluded that the transition between these regimes is governed by key sliding parameters, such as indentation depth, sliding speed, and surface lubrication conditions.


Figure 2.5: Diamond tool (a) before, (b) after, machining silicon [82]

Recently, Cheng et al. [82] have modeled tool wear of diamond machining silicon.

This was achieved by incorporating the assumption that cutting energy is completely transformed into the heat energy. They used MEAM potential for diamond as well as for silicon. The validity of using MEAM for diamond and silicon is somewhat questionable. Indentation followed by scratching was performed with a tool model simulating AFM tip. They observed diffusion of silicon and carbon atoms at the cutting edge of diamond tool. They also observed that wear initiates at the cutting edge. They experimentally validated the wear rate observed in the simulation and found a difference of $\sim 11.5 \%$. They concluded that a thermo-chemical mechanism is the basis for tool wear.

### 2.5 Structural transformation in carbon

Structural transformations of diamond, Lonsdaleite (hexagonal diamond), and graphite occur under the appropriate conditions of pressure and temerpature and a suitable catalyst. Among the references available on the literature on these mechanisms, only mechanism pertinent to this investigation, the conversion from diamond to graphite or vice versa has been covered in some detail (Section 2.6), other mechanisms are discussed only briefly in this section. Bovenkerk et al. [14], Bundy et al. [83], DeCarli and Jameison [84], and Bundy [85] have reported the transformation of graphitic carbon into diamond.

Trueb [86] reported the formation of diamond from graphite in cast iron by an explosive shock process. Bundy and Kasper [87] have shown that crystallized graphite can be transformed to hexagonal diamond under a static pressure of more than 130 kbar and temperature greater than $1000^{\circ} \mathrm{C}$.

Yagi et al. [88] have reported the transformation of graphite into hexagonal diamond at room temperature under high pressure. He et al. [89] showed the transformation of diamond to hexagonal diamond under shock pressure waves in the range of tens of giga Pascal and temperature hundreds of Kelvin.

Recently, Irifune et al. [90] have developed polycrystalline diamond from graphite by heating a pure graphite rod at temperatures of $2300{ }^{\circ} \mathrm{C}-2500^{\circ} \mathrm{C}$ and at a pressure of $12-25$ GPa.

### 2.6 Graphitization of diamond or vice versa

### 2.6.1 Experimental work

Graphitization of diamond was reported in the literature dating back to 1847. It has been an active field of research for many researchers [19, 91, 92]. Friedel and Ribaud [93] noted graphitization as a surface phenomenon. They also reported the bursting and disintegration of diamond at temperatures of $\sim 1900^{\circ} \mathrm{C}$.

Bridgman [94] conducted experiments to synthesize diamond from graphitic precursors. Even though diamond is thermodynamically unstable, he observed that the graphitization of diamond can be restricted by applying a pressure of $30,000 \mathrm{~kg} / \mathrm{cm}^{2}$ and temperatures above $2000^{\circ} \mathrm{C}$ in the presence of a catalyst, molybdenum. He reported that at the temperatures above the melting point of molybdenum, the rate of diamond to graphite transformation is a function of pressure.

Grenville-Wells [95] observed using X-ray diffraction that the crystallized graphite planes have a preferred orientation such that the graphite basal planes were parallel to (111) surface or in other words the $c$-axis of the graphite plane is in the $<111>$ direction.

Phinney [11] showed that graphitization of diamond can be divided into three regimes under vacuum or inert atmosphere. The first regime occurs in the temperature range below $1200^{\circ} \mathrm{C}$. In this regime, no graphitization was observed. In the temperature range of 1200 ${ }^{\circ} \mathrm{C}$ to $1300^{\circ} \mathrm{C}$, graphitization is restricted to a fine thin surface layer. In the third regime, above $1300{ }^{\circ} \mathrm{C}$ rapid graphitization takes place. He also reported that diamond powder graphitized in the temperature range of $50^{\circ} \mathrm{C}$ to $100^{\circ} \mathrm{C}$.

Rodewald [96] argued against the graphitization theory that because of the huge dissimilarities in the physical and electronic structures of diamond and graphite, a direct transformation from diamond to graphite is not possible. He calculated activation volume for the graphitization process and reported that the difference in molar volumes of graphite and diamond is much less.

Seal [97, 98] concluded that diamond can be deformed plastically at a temperature of $1800{ }^{\circ} \mathrm{C}$ even though diamond is very brittle and hard at room temperature. This is because of the stresses generated due to the expanding nucleus of graphitization at high temperatures. He reported that the nucleation of graphite and the plastic deformation of diamond above the temperature vary from diamond to diamond in the range of $1600{ }^{\circ} \mathrm{C}$ to $1800{ }^{\circ} \mathrm{C}$. He observed no evidence of high percentage of rhombohedral graphite when he examined graphitized diamond by x-ray diffraction. He observed cubic intermediate structures which he later rejected upon further investigation [98].

Evans and Sauter [99] investigated etching of diamond surfaces with gases. They concluded that in the temperature range of $900{ }^{\circ} \mathrm{C}$ to $1400{ }^{\circ} \mathrm{C}$, graphitization is due to the deposition of carbon on the diamond surface as a result of surface chemical reaction and not because of pure physical phase change. They observed that the graphite formation is not only depended on the temperature but also on the surface and pressure of the air surrounding diamond. They concluded that carbon deposited on the diamond surface is by a secondary chemical reaction in which carbon monoxide reacts with the oxidized diamond surface given by the following equation:

$$
\begin{equation*}
\mathrm{CO}+(\mathrm{CO}) \longrightarrow \mathrm{CO}_{2}+\mathrm{C} \tag{2.45}
\end{equation*}
$$

They also suggested that diamond can graphitize in the presence of carbon dioxide in a similar fashion, and the primary equation of this mechanism is:

$$
\begin{equation*}
\mathrm{CO}_{2}+\mathrm{CO} \longrightarrow \mathrm{CO}+(\mathrm{CO}) \tag{2.46}
\end{equation*}
$$



Figure 2.6: The temperature and pressure conditions for the dissolution and growth of diamond [100]

Bundy et al. [100] investigated the diamond-graphite equilibrium line from the point of view of growth of diamond and graphitization of diamond. They supported the view that because of the difference in the crystallographic structure of diamond and graphite, an intermediate state of a disorganized vapor-like state may be formed during graphitization. They observed that there is a definite high-temperature limit to the diamond-synthesis zone which on exceeding, results in the dissolution and graphitization of diamond (Figure 2.6). This temperature increases linearly with pressure. They also reported that the results on graphitization of diamond without a catalyst also fall in the same line.

Howes [101] performed experiments on diamond at temperatures of $1700^{\circ} \mathrm{C}$ and above in high vacuum. He observed graphitization both internally and on the surfaces of dia-


Figure 2.7: (a) and (b) Graphite nuclei on the surface of diamond, (c) nuclei formation on the cleavaged surface of diamond [101]
mond. He concluded that this is due to a physical phase transformation and defects which are present in the diamond (Figure 2.7). He conjectured that graphitization occurrs more rapidly at the $<110\rangle$ edges than at the (111) faces. While explaining the cause, he suggested that the atoms at the edges are weakly bonded and would break first than the ones strongly bonded on the surface. He added that breaking of an atom along the $<110\rangle$ would leave atoms, on either side, with double bonds which are again prone to transformation. On the other hand, breaking of an atom from a (111) surface would leave atoms which are triply bonded, which would be less susceptible to the transformation. He reported that the surface graphitization, unlike internal graphitization, increased with time and temperature. He also suggested that the a spacing of the graphite $(2.47 \AA)$ is very close to the atomic spacing in the $<110>$ direction of diamond $(2.52 \AA)$ and this could be the path for the graphitization.


Figure 2.8: Optical micrograph of natural diamond (111) face after graphitization at $1800{ }^{\circ} \mathrm{C}$ [102]

Seal [102] investigated the wear of diamond along different orientations and has shown that the (001) faces of diamond are most resistant to high temperature thermal graphitization whereas (110) planes are the least resistant. He also pointed out that the directions of fastest and slowest graphitization are the same as those of the fastest and slowest growth of diamond respectively. Similar conclusions were drawn by Field [21] that at high temperatures graphitization of diamond show different activation energies for different diamond surface planes.

Evans and James [103] studied the transformation of diamond with (111) surfaces to graphite by heating the diamond fragments in vacuum in the temperature range of 1500 ${ }^{\circ} \mathrm{C}-1900^{\circ} \mathrm{C}$. They observed no graphitization below $1500^{\circ} \mathrm{C}$ and a very rapid rate above $1800^{\circ} \mathrm{C}$. They observed that during the initial stages of graphitization the $c$-axis of graphite was oriented perpendicular to the underlying (111) surface and $a$-axis parallel to $<110>$ direction, but after heavy graphitization the $c$-axis is oriented in a cone around $<111>$ direction of the diamond surface. They proposed that groups of carbon atoms detached from
diamond surface condense back to from graphite. But later they modified their conclusion based on the theory proposed by Davies and Evans [104] which is described in the next paragraph.

Davies and Evans [104] investigated the graphitization of diamond both at zero pressure ( $2 \times 10^{-6}$ Torr) and at high pressures. They supported the view that the graphitization of diamond involves detachment of a single atom from the diamond surface to an intermediate activated state and then condensation of these atoms to graphite structure. They also suggested that the rate-controlling step for the graphitization of (111) surface is the breaking of three carbon-carbon bonds and for the (110) surface is the breaking of two carbon-carbon bonds.

Recently, Hu et al. [105] conducted experiments on the deposition of tetrahedral (diamond like) amorphous carbon films on silica surface in the temperature range of $-253{ }^{\circ} \mathrm{C}$ and $300^{\circ} \mathrm{C}$. They reported a higher percentage of graphitic structure in the films grown at cryogenic temperatures than at higher temperature. With the help of Raman spectra, they showed clustering of $s p^{2}$ bonds in the the $s p^{3}$ bonded matrix. They concluded that graphitization occurs at cryogenic temperatures.

Temperature is not the only cause of graphitization of diamond. In the presence of properly directed shear stress, diamond can transform into graphite. van Bouwelen [106] observed debris obtained from a wide range of polishing experiments performed on diamond along different planes and directions. He proposed that a chemical transformation ( $s p^{3}$ bonding to $s p^{2}$ bonding) is induced by shear at the interface of sliding. Based on this, he explained the anisotropy in polishing in terms of anisotropy of the elastic constants of diamond.

Recently, Gogotsi et al. [12] have reported the transformation of diamond into graphite under pressure by paring diamond parer against diamond surface at room temperature.


Figure 2.9: Raman analysis of indentation on diamond, (a) Optical micrograph, (b) Raman spectrum of the pared region, (c) and (d) Raman intensity map of graphite and diamond, respectively [12]

They observed that under non-hydrostatic compression, the transformation takes place at the point of indentation. Where the parer touched, the diamond surface, as well as the diamond parer, turned into graphite (Figure 2.9). They explained that during nanoindentation, the diamond is sheared along with having a change in volume. In other words, not only the carbon-carbon bonds are compressed but also the angles are changed during indentation [3]. This shear strain leads to a high compressive stress state in diamond which eventually leads to graphite formation. They suggested that graphite forms during unloading of the parer which is accompanied by an increase in volume. This was based on the observation that the whole pared area was slightly elevated above the surface which corresponds to increase in volume.

### 2.6.2 Theoretical work

Nath [107] proposed the first theoretical model to represent diamond to graphite transformation. He proposed that at high temperatures, the (111) diamond planes flatten, resulting in hexagonal planes and glide to form graphite. He suggested that this can be achieved by displacing the two cubic face centered in a particular direction, thus explaining the geometrical aspects of graphitization (Figure 2.10). He conjectured that there exists one and only one potential barrier between diamond and graphite stable states which can be crossed by either side by increasing the thermal energy of diamond/graphite, thus explaining the physical aspect of transformation.


Figure 2.10: (a) Diamond structure, (b) $\alpha$-pseudo graphite structure, and (c) $\beta$-pseudo graphite structure [107]

Badziag et al. [108] calculated the heat of formation of diamond and graphitic structures. Based on these calculations, they concluded that diamond, having a characteristic size of $\sim 3 \mathrm{~nm}$, are not metastable. In this size range they are more stable than polyatomic form of carbon and they are energetically more favored than graphite in the presence of hydrogen because of the influence of C-H groups. However, this conclusion was criticized by Stein [109] who suggested that equilibrium constants are more appropriate measure of stability than energies and on this basis he found that diamond is always less stable than
graphite.

Kitabatake [110] simulated the transformation of graphite into cubic as well as hexagonal diamond using MD simulations using a Tersoff potential. This was achieved by compressing graphite along the $c$-axis.


Figure 2.11: Graphitization of stepped (111) surface upon relaxation [111]

Davidson and Pickett [111] studied relaxation of a stepped (111) diamond surface using tight-binding method. They found that diamond (111) surface near steps graphitizes which is accompanied by a large increase in the spacing between the surface layers (Figure 2.11). But, graphitizaiton reverts to $s p^{3}$ bonding in the presence of H atoms. Hence, they suggested that this stepped surface could be a region where diamond nucleation can occur.

Jungnickel et al. $[112,113]$ conducted studies on the diamond (111) surface reconstruction as well as the graphitization process using tight-binding method. They observed that the ground state of the flat (111) surface is not graphitic but the $2 \times 1$ Pandey $\pi$-bonded chain model, diamond (111) surface graphitizes at high temperatures (Figure 2.12) instead of going to $2 \times 1$ reconstruction. They also suggested that both the structures can coexist on the diamond (111) surface.

DeVita et al. [114] studied microscopic model for surface induced graphitization of diamond. They started with the $2 \times 1$ Pandey $\pi$-bonded chain reconstructed (111) surface


Figure 2.12: Structure of 111 diamond surface (a) at 0 K , (b) after 0.6 ps at 1200 K , and (c) after 0.8 ps at 2700 K [112]


Figure 2.13: (a) $2 \times 1$ surface at 0 K , (b) a strained graphitic seed is formed at the surface after $\sim 0.1 \mathrm{ps}$, (c) penetration of graphite into diamond slab after $\sim 0.3 \mathrm{ps}$, (d) complete graphitization of diamond $\sim 0.5 \mathrm{ps}$ [114]
and showed a direct transformation of diamond to graphite for temperatures more than 2500 K with the help of $a b$ initio MD. They reported that during the graphitization process, the graphite phase penetrates into diamond before full graphite planes are formed; hence a diamond-graphite interface is created during the graphitization process. Similar simulations were obtained by quenching the system to 1900 K , but only after the nucleation of the initial graphitic seed at 2500 K (Figure 2.13). They reported that despite the dissimilarities in the electronic and physical structures of diamond and graphite, a direct transformation was observed from diamond to graphite. They reported the total time taken for complete graphitization to be $\sim 0.5 \mathrm{ps}$.

Similarly, Saada et al. [115] and Bródka et al. [125] have observed graphitization of


Figure 2.14: Evolution of the structure of the sample during annealing at 3000 K , (a) before annealing, (b) after 16.25 ps , (c) after 20 ps , formation of graphitic planes [115]
diamond with the help of MD simulations. Saada et al. [115] have studied the damage in diamond due to ion impact and its annealing. They observed graphitization at 3000 K for simulation times up to 20 ps (Figure 2.14). A Tersoff potential was used for the simulation. On the other hand, Bródka et al. [116] have found that diamond transforms to graphite at temperatures as low as 1500 K with the total simulation time of 2.25 ns (Figure 2.15). They have used the reactive empirical bond order (REBO) Brenner potential for their simulation.


Figure 2.15: Arranangement of carbon atoms at $T=1600 \mathrm{~K}$ at different time steps [116]

Jeschke et al. [117] presented a theoretical model to investigate ultrafast phase transition in diamond induced by a femtosecond pulse laser. They used MD simulation on time dependent potential-energy surface derived from a microscopic Hamiltonian. They
reported ultrafast ( $\sim 100 \mathrm{fs}$ ) diamond to graphite transition that takes place over a wide range of laser pulse durations and intensities. They attribute this to the suppresion of the diamond minimum energy-surface due to the laser excitement.

### 2.7 Diamond growth and orientation relationships between diamond and graphite crystal structures

Angus et al. $[118,119]$ reported the deposition of diamond on natural diamond powder from methane gas at $1050^{\circ} \mathrm{C}$ and 0.3 Torr. No specific mechanism for the diamond growth was described. However, a likely mechanism was proposed that methane reacted with the diamond surface resulting in the deposition of carbon atoms forming diamond.

Sunkara et al. [120] proposed that graphitic intermediate serves as a precursor for diamond nucleation. Hydrogenation of these graphitic intermediates, by atomic hydrogen to saturated states, serves as sites for diamond growth.

Angus et al. [121] reported that diamond can be grown by chemical vapor deposition (CVD) process. This was achieved under the metastable conditions of diamond. They reported that atomic hydrogen plays a major role in mediating rates and in maintaining a proper surface growth. They proposed that the nucleation of diamond crystals can proceed through a graphitic intermediate or from the diamond debris, directly from the carbon in a vapor phase.

Angus et al. [122] proposed a mechanism of nucleation of diamond from the gas phase through a graphitic intermediate. Since the corrugated hexagonal rings in the diamond (111) plane have the same spatial orientation as the flat hexagonal rings in the graphite (0001) plane, by energy minimization calculations they determined that a low energy interface was formed when three (111) diamond planes are joined to two (0001) graphitic planes. The model reactions proposed here involve the sequential conversion of monatomic
gas-phase carbon species to aromatic $s p^{2}$ bonded species, to saturated $s p^{3}$ bonded species by reaction with atomic hydrogen.


Figure 2.16: (a) Experimental setup, (b) scanning electron micrograph of inner layer of nickel showing possible diamond nuclei [7]

Komanduri and Shaw [7] proposed a novel method for the nucleation of diamond from graphite precursors. They coated tungsten carbide spheres with alternate layers of nickel and graphite and mounted them on an aluminum disk (Figure 2.13 (a)). They used this wheel to grind steel. Due to high temperatures $\left(\sim 2000{ }^{\circ} \mathrm{C}\right)$ and high pressures ( $2 \times 10^{6}$ $\mathrm{lb} \mathrm{in}^{-2}$ ) and in the presence of nickel, graphite was reported to have transformed into diamond. They also suggested that the graphite formed by wear of diamond during grinding may be reconverted to diamond in the presence of nickel (Figure 2.13 (b)).

Komanduri and Nandyal [123], grew polycrystalline diamond aggregates from graphite for abrasive applications using the combustion synthesis technique. They mixed graphite power in a silver conducting cement and placed the mixture on a molybdenum substrate. The test procedure included initial nucleation and growth of diamond for about 2 hrs followed by a brief oxidation (for about 5 min ). This was followed by further growth for an hour. Oxidation was done to etch the diamond crystals to provide the cube morphology suitable for grinding applications.

Li et al. [124] studied diamond growth on synthetic graphite and on substrates covered with graphite powder. They concluded that there was a preferential epitaxial relationship

a)

b)

Figure 2.17: Atomic arrangement of carbon depicting correlation between different orientation in a diamond lattice [124]
between chemical vapor deposited (CVD) diamond and graphite substrate; the diamond (111) plane and graphite (0001) plane are parallel, and the diamond $<110\rangle$ direction is parallel to the graphite $<11 \overline{2} 0>$. They also concluded that diamond can nucleate with an epitaxial relationship to the graphite which means that the corrugated hexagons in the diamond (111) plane retain the same orientation as the basal planes of the graphite (Figure 2.17).


Figure 2.18: Correlation between diamond and graphitic plane [125]

Lambrecht et al. [125] proposed that diamond can nucleate from the initial condensation of graphite and subsequent hydrogenation of (1100) prismatic planes along the edges of the graphite particles with an almost perfect interface between graphite and diamond nucleus (Figure 2.18).


Figure 2.19: Four possible matches between a (001) diamond surface and graphitic planes [126]

Sternberg et al. [126] conducted ab inito studies on diamond/silicon (001) interfaces with and without graphitic interface layers. They considered four possible matches between a (001) diamond surface and graphite planes (Figure 2.19). They concluded that due to internal stresses in the graphitic structure, the resulting interfaces are at a higher energy than the ones without graphitic interface.

### 2.8 Wear of diamond in machining and grinding operations

Bowden and Scott [127] investigated the wear mechanism of diamond in the machining of glass. They reported heavy wear of diamond during the sliding operation and reported
that wear of diamond is accompanied by the production of amorphous carbon. They reported traces of graphite on the sliding rack on the glass when electron diffraction photographs were taken (provided by M. Seal). They found no evidence of any traces of diamond, neither on the sliding marks nor in the loose wear product. So they ruled out mechanical abrasion as a mechanism of wear. They reported that in the presence of oxygen the wear rate was reduced, which they attributed to the lubricating properties of graphite in the presence of oxygen and reported high wear rate in the presence of nitrogen. So, they ruled out thermal oxidation as a mechanism of wear. They concluded that degradation of diamond to graphite or amorphous carbon may be the primary cause of wear.

Seal [128] investigated abrasion of diamond against diamond. He reported a difference in behavior at high and low speeds and attributed these reactions to thermally activated chemical effect. He suggested that due to the generation of high local temperatures, graphitization may be the cause of wear.

Loladze and Bokuchava [129] proposed that wear of diamond was due to diffusion of carbon atoms into steel at high local flash temperatures generated during machining. They performed diffusion couple tests by paring a conical diamond into iron and heating them to $1300{ }^{\circ} \mathrm{C}$ for 0.5 sec . They reported a diffusion layer of $80 \mu \mathrm{~m}$. Although it was a static test, it clearly demonstrated the strong affinity of carbon for iron, forming iron carbide.

Ikawa and Tanaka [10] proposed a possible wear mechanism of diamond in grinding of ferrous materials. In single grit grinding, they reported that the diamond tends to wear out more easily by iron than by other materials, such as nickel or brass, in spite of the fact that hardness of the other two metals is more or less same as that of iron (Figure 2.20). They concluded that wear of diamond is governed by a thermal or possibly a chemical process rather than a mechanical process. They argued that if a mechanical process is the main mechanism of wear, then the wear curves for the three metals would lie close to each other, which was not reported. They also conducted etching tests in vacuum of $2 \times 10^{-3}$ Torr and


Figure 2.20: Diamond tool profile, before and after the test [10]
reported that the diamond surface graphitizes only in the presence of iron powder but not in the presence of air, iron oxide, copper powder, alumina, and nickel powder. They also performed diffusion tests and reported that diffusion of carbon in iron is accompanied by the graphitization of diamond at the contact surface.

Keen [130] investigated into the wear mechanism of diamond in the machining of Al-Si alloy used for automobile piston. He suggested that microcracking of the surface during polishing of diamond may be the cause of wear. Crompton et al. [131] deduced the relation between hardness and the rate of wear of diamond tool. They reported that when the hardness of the workmaterial is high enough, the tensile stresses acting on the diamond reach the fracture stress, and the wear becomes visible quickly. They attributed the wear of diamond tool to abrasion and attrition.

Tanaka and Ikawa [13] investigated the wear mechanism of diamond in grinding mild steel. They conducted diffusion tests and based on the results concluded that diffusion of carbon into steel is accompanied by the graphitization of diamond at the contact surface. Along with diffusion, they also observed a greater quantity of graphite at the surface of


Figure 2.21: Comparative representation for wear in grinding test and erosion in diffusion couple test [13]
diamond when in contact with steel of lower carbon content than for that of steel of higher carbon content. They reported greater wear in $<110>$ direction than in $<100>$ on the (100) planes of the diamond grinding steels with lower carbon content (Figure 2.21).

Vishnevskii and Lysenko [132] reported graphitization of diamond and diffusion of carbon into iron along the diamond-iron interface during machining of low carbon steel and other alloys containing iron. Diffusion rates for various iron-carbon systems over a temperature range of $800^{\circ} \mathrm{C}$ to $1100^{\circ} \mathrm{C}$ were calculated and compared with the data on kinetics of the graphitization of diamond in the presence of iron. Vertman and Samarin [133] showed that dissolution of graphite can be categorized in two stages: (1) a phase-boundary reaction at the interface leading to the dissocation of carbon atoms, (2) a mass transfer through adjacent boundary into the bulk system.

Komanduri and Shaw [8] simulated grinding of steel using a well developed, single crystal, synthetic (cubo-octahedral) diamond crystal mounted on an aluminum disk. They


Figure 2.22: (a) Graphical representation of saw-tooth markings, (b) Micrograph of the wear area of a diamond grit [8]
concluded that under the catalytic effect of iron, high temperature, high shear stress, and low contact pressure (relative to the diamond stable region) diamond is first transformed into graphite and subsequently removed from the surface of the diamond. They ruled out oxidation as the predominant mechanism of wear. They proposed that since diamond is in a metastable state at room temperature it will transform to graphite under the appropriate conditions of temperature and pressure. High temperatures, shear stresses, and presence of chemically active materials will carry diamond further away from the equilibrium, considering that all these conditions exist under the clearance face. They suggested that diamond is relatively insoluble in molten iron (a key point in diamond synthesis [? ]) and hence diamond does not directly react with iron. However, once diamond graphitizes, it rapidly reacts with iron forming iron carbide. They reported preferential etching of diamond on $\{110\}$ planes while grinding ferrous materials [Figure 2.22(a)] which is consistent with the graphitization theory. They reported rapid crater wear on the diamond abrasive in grinding [Figure 2.22 (b)].

Komanduri and Shaw [9] extended their work on the wear mechanism of diamond by studying the chemical interaction between diamond and iron. With the help of Auger electron spectroscopy, they reported a $160 \AA$ diffusion layer in grinding of iron with a single crystal synthetic diamond. They found iron carbide $\left(\mathrm{Fe}_{3} \mathrm{C}\right)$ and iron oxide at the surface where grinding was done. They concluded that graphitization of diamond precedes diffusion. They reasoned that the carbon atoms are held much more tightly in a diamond lattice than in the graphite structure, although iron-carbon complex formation provides an alternate path. For this, diamond has to graphitize first before it can diffuse. They also reported that with increasing depth of cut, the proportion of iron oxide decreases. They also performed diffusion couple tests and reported results in excellent agreement with the diffusion theory (Figure 2.23).


Figure 2.23: (a) Micrograph of pure iron showing the cross section of the groove, (b) Auger spectra of the machined iron [9]

Thornton and Wilks [15] provided an insight in the prevailing conditions at the interface between the tool (diamond) and the workpiece (mild steel) during machining. They calculated wear rates of round-nose diamond tools turning mild steel under specified conditions. They concluded that clean surfaces have an enhanced chemical activity and play an important role in the wear of diamond. Because of the clean surfaces, reactivity of diamond with mild steel takes place at a low temperature.

Thornton and Wilks [16] investigated the wear of diamond tools while turning a mild steel workmaterial under a range of cutting conditions. They reported high rates of wear because of graphitization of diamond due to high local flash temperatures and catalytic action of steel and the atmosphere. They also concluded that during the machining process the nascent surface generated has different chemical activitiy than the bulk. They reported that wear of diamond in the machining of steel is steady and smooth when compared to the wear in the machining of molybdenum. In the latter case, fracture was reported.

Tanaka et al. [134] investigated the affinity of diamond towards several metals. They concluded that diamond shows very less affinity for soft non-ferrous materials. They reported that the affinity is dependent on the crystallographic orientation of diamond to form metal complexes. They reported $\{100\}$ plane to have better wetting capabilities than $\{110\}$ and $\{111\}$ planes. They also reported heavy graphitization of diamond when heated with iron or mangnese powder.

Hitchiner and Wilks [135] investigated the factors affecting chemical wear of diamond tool in turning of steel, nickel, and graphite. They concluded that chemical wear during turning is greatly affected by changes in the gaseous environment and is strongly dependent on the chemical constituents of the tool as well as the workpiece. They showed that in the presence of hydrogen and methane, the wear of diamond increased during machining of steel. They reasoned that both the gases are known to be chemisorbed in iron. Hydrogen atoms bond to diamond which essentially leads to a reaction producing hydrocarbons. Grigoriev and Kovalsky [136], on the other hand, reported evolution of methane gas when a sharp diamond is placed in contact with iron or nickel foil in the presence of hydrogen environment.

Gangopadhyay and Tamor [137] reported wear of CVD-grown diamond films in the machining of steel. They did not find any particular mechanism for wear. They concluded that the wear of diamond film occurred due to fracture. They also reported evidence of
delamination of diamond surface, which may be attributed to the poor coating

Paul et al. [22] investigated chemical aspects of wear of diamond tool. They proposed a $d$-electron theory to explain the chemical wear of diamond. In this mechanism, the formation of carbon-metal complexes by unpaired $d$ electrons from the workpiece with the carbon from the diamond tool producing wear. This hypothesis was used to explain a range of results for metals, such as group VII from the periodic table, alloys, such as mild steel, and other materials, such as "electroless" nickel. They elucidated that nickel, which has two unpaired $d$-electrons, is not diamond turnable. But in nickel phosphorus alloy (electroless nickel) $d$-electrons of nickel are paired with $p$-electrons from phosphorus atoms resulting in fewer unpaired $d$-electrons. Consequently, it forms fewer metal complexes resulting in less diamond tool wear.

Tanaka et al. [138] investigated the difference in wear patterns of diamond cutting tool on several workpieces, including iron, copper, and aluminum. They reported three different mechanisms of wear of diamond tool. In the first mechanism, they reported graphitization of diamond and subsequent diffusion of carbon atoms into the workpiece in the turning of iron or steel. The second, a two-step mechanism, namely, oxidization-deoxidization reaction was reported. In this, the workpiece is first oxidized by the ambient oxygen and then the oxide of the workpiece is deoxidized by the diamond tool. This mechanism was reported to be dominant in the machining of copper; they argued that if the cutting temperatures were not very high then this mechanism should also have been reported in the machining of iron. The third mechanism reported was the formation of carbide with the workmaterial along the cutting edge and on the flank face.

Sahajwalla and Khanna [139] developed a Monte Carlo model for the dissolution of graphite in iron-carbon melts in the temperature range of $1300{ }^{\circ} \mathrm{C}$ to $1600{ }^{\circ} \mathrm{C}$. They reported that a contact between graphite and melt resulted in the formation of a broad interfacial region containing high concentrations of C and Fe atoms. Hence, they concluded
that contact between graphite and the melt leads to dissociation of carbon atoms from graphite and their subsequent diffusion into the melt. Shabouk and Nakamoto [140, 141], on the other hand, used the phenomenon of wear of diamond in machining of iron to polish diamond by using hot ferrous materials. Uemura [142] investigated the probability of diamond-graphite phase transformation related to oxidation of carbon-hydrogen bonds on a diamond surface and analytically calculated the wear rate of the diamond tool.

### 2.9 Minimization of diamond tool wear

Casstevens [143] conducted diamond turning of steel in carbon saturated gaseous atmosphere, such as methane $\left(\mathrm{CH}_{4}\right)$, carbon dioxide $\left(\mathrm{CO}_{2}\right)$, carbon monoxide $(\mathrm{CO})$, and ethyne $\left(\mathrm{C}_{2} \mathrm{H}_{2}\right)$ in order to investigate diamond tool wear. He varied machining parameters, such as rake angle, nose radius, cutting speed, feed, and depth of cut along with gas pressure and purging times. There was no significant improvement in the diamond tool life in presence of $\mathrm{CO}_{2}$. However, he reported that the wear of diamond suppressed in the atmosphere of methane $\left(\mathrm{CH}_{4}\right)$, which is opposite of what Hitchiner and Wilks [135] had reported. No explaination was provided for the mechanism postulated.

Evans [144] conducted cryogenic diamond turning of stainless steel to investigate wear of single crystal diamond tool. He concluded that at low temperatures, both diffusion and graphitization were slowed down. However, he reported that the experiments conducted were unable to explicitly differentiate between the mechanisms. He also reported that a considerable improvement in surface finish was achieved in diamond turned stainless steel.

Zhang [145] claims a method for extending the life of a diamond tool in machining a workpiece that chemically reacts with the diamond tool. In that, the surface electric potential of the workpiece is adjusted to inhibit chemical reaction between the diamond tool and the workpiece.

Kohlscheen et al. [146, 147] reported that the tool life of diamond can be increased in the machining of titanium (group IVB element) by adding nitrogen $\left(\mathrm{TiN}_{x}\right)$ to it. To explain the mechanism, they conducted ab initio calculation and reported that the covalent bonds formed between Ti and N are such that unpaired $d$-shell electrons in Ti are tied up by nitrogen and that is reported to be the reason behind the reduction of tool wear.

Sasaki and Saito [148] investigated wear models of frictional sliding between a diamond pin and a carbon thin film containing nitrogen using MD simulations. They developed Tersoff-type potential using genetic algorithm (GA) from the first principle calculations for nitrogen-nitrogen and carbon-nitrogen interactions. The carbon-nitrogen potential represents crystalline as well as amorphous carbonitride $\left(\beta-\mathrm{C}_{3} \mathrm{~N}_{4}\right)$ system. They reported that wear can be minimized by adding $20-30 \%$ of nitrogen into the thin film. They showed qualitative correspondence with the experimental results.

### 2.10 Quantum calculations based modeling of iron-carbon interaction

Häglund et al. [49] performed ab initio calculations on the orthorhombic unit cell of cementite using linear-muffin-tin-orbitals (LMTO) method. They calculated physical and chemical properties of cementite $\left(\mathrm{Fe}_{3} \mathrm{C}\right)$ and found good agreement with the experimental observations. However, the cohesive energy per atom determined was $100 \%$ higher than the experimental value.

Häglund et al. [149] also performed ab initio calculations on transition-metal carbides and nitrides. They performed calculations on different $3 d$-, $4 d$-, and $5 d$ - transitional-metal carbide structures, namely, $\mathrm{M}_{3} \mathrm{C}_{2}, \mathrm{M}_{2} \mathrm{C}, \mathrm{M}_{7} \mathrm{C}_{3}, \mathrm{M}_{5} \mathrm{C}_{2}, \mathrm{M}_{3} \mathrm{C}$, and $\mathrm{M}_{23} \mathrm{C}_{6}$. They concluded that the results on enthalpies of formation and cohesive energies are adequate factors to understand the trends in bonding energies among carbides. They reported that the enthalpy of formation for the carbides has a characteristic variation along a $d$-series. The enthalpy increases to a maximum value and then decreases followed by almost a constant value.


Figure 2.24: (a) $\mathrm{C}_{10} \mathrm{H}_{14}$ cluster model fo diamond (100) surface, (b) Interaction between $\mathrm{Fe}_{4}$ cluster and most stable $\mathrm{C}_{10} \mathrm{H}_{14}$ configuration, (c) formation of $\mathrm{Fe}_{4} \mathrm{C}$ under forced lifting, (d) Dissociated $\mathrm{Fe}_{4} \mathrm{C}$ [150]

Shimada et al. [150] conducted erosion tests to simulate wear process and ab-initio molecular orbital calculations. They showed that the essential wear mechanism, at temperatures higher than 1000 K , is the dissociation of carbon atoms from diamond surface due to interaction with the iron surface. The wear rate was controlled by the removal rate of dissociated carbon atoms from the tool-work interface, such as diffusion into workpiece (Figure 2.24). At temperatures lower than 900 K , the mechanism involved is the removal of carbon atoms due to oxidization of diamond accompanied with deoxidization of iron oxide.

Nash et al. [151] investigated the equilibrium structure and bonding of small ironcarbon clusters using self-consistent (HF-MP4) ab initio molecular orbital theory. They reported that the structure of neutral $\mathrm{FeC}_{n}$ to be cyclic which is consistent with the experimental broadening observed in the photodetachment of $\mathrm{FeC}_{n}^{--}$clusters.

Shim and Gingerich [152] investigated the nature of bonding in diatomic transition iron carbide (FeC) using multi-configuration self-consistent-field (CASSCF) ab initio calculations. They reported that the chemical bond in the FeC molecule can be described as a triple bond. The bonds are formed by valence bond couplings between $\mathrm{Fe} 3 d \sigma$ and $\mathrm{Fe} 3 d \pi$ with the $\mathrm{C} 2 p \sigma$ and $\mathrm{C} 2 p \pi$. They report that FeC molecule is polar with a diapole moment of 1.86 D in the ${ }^{3} \Delta$ state and 1.51 D in the ${ }^{1} \Delta$ and charge transfer from Fe to C .

Timoshevskii et al. [153] modeled $\mathrm{Fe}_{8} \mathrm{C}$ and $\mathrm{Fe}_{8} \mathrm{~N}$ superstructures ( $\mathrm{Fm} \overline{3} \mathrm{~m}$ ) using $a b$ initio calculations. They concluded that austenite can be simulated using the model they have proposed. They also reported that the chemical bond between $\mathrm{Fe}-\mathrm{C}$ is highly covalent than $\mathrm{Fe}-\mathrm{N}$.

Chiou Jr. and Carter [154] performed gradient-corrected psuedopotential-based DFT calculations on bulk cementite $\left(\mathrm{Fe}_{3} \mathrm{C}\right)$ and reported that these results are in good agreement with the experimental results. They reported that the local densities of state are predominantly metallic in character with some polar covalent bonding contributions (charge transfer from iron to carbon) for both bulk and surfaces with different orientations. They mention that the relatively greater stability of $\mathrm{Fe}_{3} \mathrm{C}$ surfaces is the reason behind the formation of cementite at the surfaces of BCC iron.

Jiang and Carter [155] performed DFT calculation of carbon dissolution and diffusion in iron. They reported that the minimum-energy path for carbon diffusion is from one octrahedral site to another via a tetrahedral site (Figure 2.25). They reported that repulsive interacton between carbon atoms at high concentrations, consistent with the experiments and consistent with the tendency of carbon to precipitate out as $\mathrm{Fe}_{3} \mathrm{C}$ into BCC Fe .

Ding et al. [156] conducted MD simulations to investigate the thermal behavior of $\mathrm{Fe}_{N-m} \mathrm{C}_{m}$ clusters. Based on their results, they concluded that, when carbon nanotubes (CNTs) are grown on large ( $>3-4 \mathrm{~nm}$ ) catalyst particles at below melting temperatures


Figure 2.25: Minimum-energy path for carbon diffusion in the $\mathrm{Fe}_{128} \mathrm{C}_{1}$ supercell showing initial, intermediate, and final structures [155]
( $<1200 \mathrm{~K}$ ), the catalyst particles are not completely molten. Hence, they argued that, under these conditions, the mechanism of CNT growth may be governed by the surface melting of the cluster.

Weissmann et al. [157] investigated several properties of iron nanowires coated with carbon from the first priciple calculations. They particulary focused on the effect of carbon's presence on the magnetic ordering of iron.

Shein et al. [26] investigated electronic and structural properties of cementite-type $\mathrm{M}_{3} \mathrm{X}$, where $\mathrm{M}=\mathrm{Fe}, \mathrm{Co}, \mathrm{Ni} ; \mathrm{X}=\mathrm{C}$ or B , and reported that these structures are not thermodynamically stable. Most of the bonding is due to metallic state as well as metal-carbon hybridized bonding.

Shibuta et al. [158] investigated the growth of single-walled CNT under the presenc of transition metal. They developed many-body potential for transition metal carbide clusters from the DFT calculations. They concluded that Co clusters have stronger graphitization


Figure 2.26: (a) Co atoms are regularly allocated and embedded in the hexagonal carbon network, (b) deptiction of the hexagonal rings [158]
than Fe clusters. They also reported that the transition metal embed into hexagonal network of carbon to form hexagonal ring [Figure 2.26 (b)]. They reasoned that the minimum points for the potential energy fields are distributed on the hexagonal network.

## CHAPTER 3

## PROBLEM STATEMENT

Ultraprecision diamond turning and grinding have now become common and established methods for manufacturing precision components. These methods are applicable to electronics, optical, and mechanical industries in the field of nanotechnology. This is because of the extraordinary features of diamond, such as high hardness (infact diamond is hardest of all materials known to human kind), its availability in single crystal form (with no grain boundaries), its ability to form an extremely sharp cutting edge, very high thermal conductivity, low friction, non-adhesion to most workmaterials, and high wear resistance [1].

But it is also a well known fact that diamond undergoes severe wear in machining ferrous materials, such as iron and low carbon steels [8]. This is because carbon has a strong affinity towards iron to form carbides, especially at high temperatures. The wear mechanism not only depends on the cutting and ambient conditions but also on the type of workmaterial used. This causes difficulty in understanding the underlying mechanism of wear and prohibits the application of diamond as an ideal material for a tool in nanometric machining.

A review of the literature indicated that there are several experimental results at microscopic level that conclude wear of diamond in machining iron to be chemical in nature. Various mechanisms were proposed explaining the chemical wear of diamond in the ma-
chining of iron. In this, diamond is first converted into graphite and subsequently reacts with iron to form iron carbide, a mechanism orginally proposed by Ikawa and Tanaka [10]. This mechanism was further supported by the works of various researchers. Loladze and Bokuchava [129] proposed that wear of diamond was due to diffusion of carbon atoms into steel at high local flash temperatures generated during the machining process.

Komanduri and Shaw [8, 9] suggested that since diamond is a metastable form of carbon, it can transform into graphite under appropriate conditions of pressure and temperature, but below the diamond-graphite equilibrium. During machining, the increase in temperature and pressure below the diamond stable region, existence of high shear stress at the cutting edge, and the presence of reactive material underneath the clearance face and at the tool-chip interface can promote graphitization.

Several studies have been reported in accordance with the mechanism proposed at the microscopic level, but only a few, if any, are available at atomistic level. Graphitization occurs at a time scale of picoseconds [12] and MD simulations become a suitable tool at this time scale. This motivated us to investigate the underlying mechanism of wear of diamond in the machining of iron at the nanometric level. This was achieved by performing investigations that require us to identify potentials that represent, (a) the chemical aspects of wear of nanometric cutting of iron with diamond tool, (b) the transformation of diamond into graphite, taking into account the physical properties of iron, diamond, graphite, and iron-carbide.

The next step was to investigate the reactivity between two different forms of carbon, namely, diamond and graphite and iron using diffusion couple tests at different temperatures. This was followed by conducting nanometric machining of iron with a diamond tool for different crystallographic orientations of the tool and also correlating the wear mechanism to diamond polishing and investigating the role of iron in the wear of diamond.

If the wear mechanisms are understood adequately, appropriate steps can be taken in order to reduce wear. This includes employing low cutting temperatures (sub-zero) and cutting fluids that can aid in suppressing the reaction between iron and diamond. Studies conducted on the cryogenic diamond turning of steel using liquid nitrogen reported a reduction in tool wear. This was attributed to the low cutting temperatures [144]. However, conflicting results have been reported for minimizing tool wear in the presence of different elements. For example, machining conducted in the presence of carbon-rich environment, such as methane, the wear of diamond is reported to be suppressed [143]. In contrast, at other times, an increase in the wear of diamond was reported in the presence of methane [135]. Similar outcome was reported for hydrogen [143].

To investigate the reduction of wear of diamond tool in the presence of various elements, such as diatomic and polyatomic gases (nitrogen, carbon dioxide, methane) using MD simulations, there was a requirement to obtain the analytical potential(s) that can be implemented for various crystal structures as well as gases. There were two ways to address this issue; one, modify the existing analytical potential, such as Tersoff to extend its application for several materials or the other, develop a method that is independent of any functional form. Both these methods involve generation of a database from ab initio calculations conducted on the material of interest.

To develop analytical potentials from quantum calculations, we can implement neural network (NN) which is a fitting tool [159]. With this in mind, a new method was co-developed for the parameterization of the analytical functional form with the help of NNs. This method allows the user to modify any parametric form to accommodate larger databases for accurate fitting. This was demonstrated over two different databases, namely, $\mathrm{Si}_{5}$ and $\mathrm{O}_{2}+\mathrm{O} \rightleftharpoons \mathrm{O}_{3}$ for the Tersoff functional form.

If no functional form, such as Tersoff, was to be taken into consideration, we proposed a new approach to develop analytical potential based on multi-body expansion, neural net-
works, and moiety approximation. This method can be applied for heterogeneous as well as homogeneous systems so that materials can be simulated accurately. This proposed method was applied to three different systems, namly, (i) silicon, (ii) vinyl bromide, and (iii) iron-carbon clusters.

## CHAPTER 4

# REACTIVITY OF IRON WITH DIAMOND AND GRAPHITE, TWO ALLOTROPIC FORMS OF CARBON 

### 4.1 Introduction

Diamond, the hardest known material is also known for its inability to machine ferrous alloys and low carbon steels causing significant tool wear. The most commonly accepted theory explaining the mechanism of wear is that diamond initially graphitizes and subsequently reacts with iron to form iron carbide [8-10, 13, 134, 138]. Many researchers have reported diffusion of carbon into iron and other low carbon ferrous materials by conducting diffusion-couple tests [10, 13]. Diffusion wear occurs when carbon atoms from the diamond surface detach and enter into hot iron chip. They demonstrated the affinity of carbon to react with iron, forming iron carbide. Carbon atoms occupy interstitial and/or substitutional vacancies in the workpiece (iron) until all the vacancies are saturated [160].

Ikawa and Tanaka [10] concluded that the diffusion of diamond in iron is accompanied by graphitization of diamond at the contact surface. Komanduri and Shaw [9] investigated the diffusion wear of diamond in grinding pure iron. Using Auger electron spectroscopy (AES), they observed a diffusion layer of $160 \AA$ thickness. They concluded that graphi-
tization of diamond precedes diffusion. They reasoned that since the carbon atoms are held much more tightly in a diamond lattice than in the graphite structure, diamond has to graphitize first before it can diffuse. Although iron-carbon complex formation provides an alternate path.

In this chapter*, we assume that diamond is first converted into graphite, and thus conforming to this hypothesis. This way a transformation path from diamond to graphite is explored. It is referred to as the diamond-graphite interface in our study. Graphite, not diamond, dissolves in molten iron and precipitates out as a diamond in the diamond stable region. This indicates that diamond does not react directly with iron. We would expect a similar phenomenon in MD simulations wherein diamond would not react directly with iron but graphite would.

To investigate the diffusion characteristics of carbon in iron, two different carbon structures were considered - (a) diamond-graphite interface, and (b) diamond. Angus et al. [121, 122] reported that diamond can be grown from the graphitic precursors under the metastable conditions of diamond. If diamond can be grown from the graphitic precursors, similar energy path could be present in the reverse direction, such that under proper conditions diamond gets transformed into graphite.

Based on Lambrecht et al. [125] and Jungnickel et al. [112, 113], Sternberg and Lambrecht [126] have conducted studies on diamond/silicon (001) interfaces with and without a graphitic interlayer. They considered four possible matches between a (001) diamond face and graphitic planes. For this study, one of the structures, $\beta_{3}$, was considered as a tool. Figure 4.1 shows this structure where green spheres are diamond atoms and red spheres are graphite. This structure has been considered in our study to accommodate the mechanism that diamond is first converted into graphite and subsequently this leads to the wear of the
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Figure 4.1: Structure of the diamond-graphite interface
tool.

Sternberg and Lambrecht [126] have reported a mismatch of about $2.6 \%$ between diamond and graphite planes. These are high energy structures compared to diamond without graphitic layers because of the strain produced in the graphite due to mismatch. However, we observed no significant deformation or rearrangements of carbon atoms at temperatures as high as 1600 K .

Simulations of diffusion-couple tests were conducted to investigate the diffusion wear of diamond tool in iron. The system requires potentials for $\mathrm{Fe}-\mathrm{Fe}, \mathrm{C}-\mathrm{C}$, and for the $\mathrm{Fe}-\mathrm{C}$ interactions. EAM potential functional form developed by Daw and Baskes [43, 44] and REBO Brenner potential [41, 42] were used in this investigation.

### 4.2 Modeling

The workpiece and tool were initialized to a temperature of 300 K . They were initially separated by a distance of $9 \AA$ (Figure 4.2). The carbon atoms are in green and iron atoms are in white. All the simulation images have been created using Visual Molecular Dynamics


Figure 4.2: Initial configuration of (a) diamond-graphite interface and (b) diamond as a tool and iron as a workpiece
(VMD) software [161]. We have integrated XMD [162] and Brenner [163] codes that are available separately. In order to simulate diffusion wear, the entire process is divided into three steps,

Step $1\left(\mathrm{~S}_{1}\right)$ : The workpiece and tool were brought into contact with the temperature maintained at 300 K using a velocity reset function [162]. The workpiece was kept stationary while the tool was brought down at $500 \mathrm{~m} \mathrm{~s}^{-1}$ until the tool and workpiece were in firm contact. The bottom surface of the workpiece was kept fixed to restrain the vertical motion.

Step $2\left(\mathrm{~S}_{2}\right)$ : The system was heated to a temperature T by reassigning the velocities to the atoms. Random velocities were allocated to all the particles from the appropriate Maxwell-Boltzmann distribution. The system was equilibrated at the temperature T for the next 50,000 time steps which is equivalent to 40 ps .

Step $3\left(S_{3}\right)$ : Iron and diamond were cooled down to 300 K from their respective temperature T, while keeping in contact and equilibrated for the next 50,000 time steps. Cooling was done to investigate, once diffusion starts at elevated temperatures, if carbon atoms


Figure 4.3: Diffusion of carbon atoms into iron at 1600 K after, (a) initial setup, (b) 5 ps , (c) 20 ps , and (d) 40 ps (Region of analysis is shown as a white box in (a)
continue to diffuse into iron, i.e. whether diffusion is strictly a function of temperature.

The MD simulations require the solution of 6 N (where N is the total number of atoms) coupled first-order differential equations of motion. The solution is obtained us-
ing a predictor-corrector algorithm with a fixed integration step size of 0.8 fs .

### 4.3 Results and discussion

The diffusion couple tests were conducted for three different temperatures: 300 K (T1), 800 K (T2), and 1600 K (T3). There were 4500 iron atoms in the workpiece, 3152 carbon atoms in the diamond-graphite interface tool and 3672 carbon atoms in the diamond tool.

### 4.3.1 Diamond-graphite interface and iron

As is well known, diffusion rates change with temperatures in accordance with the Arrhenius law. Figure 4.3 shows diffusion of carbon atoms into iron at 1600 K at different times. It can be seen that the carbon atoms from the graphite structure react with the iron atoms and gradually diffuse into the iron. Figure 4.3 (b) shows the initial contact between graphite and iron, where iron atoms have just began to interact with the carbon atoms. Subsequently, more and more carbon atoms react with and diffuse into iron [Figures 4.3 (c) and (d)]. This indicate that graphite reacts with iron at high temperatures. To further analyze diffusion of carbon atoms into iron, we calculated, (a) the radial distribution function (RDF), (b) Fast Fourier transform (FFT), and (c) diffusion depths. These results are presented in the following section.

### 4.3.1.1 Radial distribution analysis

Figure 4.4 shows the C-C radial distribution function (RDF) after 80 ps at $300 \mathrm{~K}, 800$ K , and 1600 K . No significant change in the distribution of C-C bond distance after 80 ps at 300 K was observed. The C-C equilibrium distance is $1.54 \AA$ for diamond and $1.41 \AA$ for graphite. As can be seen from Figure 4.4, the carbon atoms maintain their crystal structure and do not react with iron but merely vibrate at an equilibrium distance between 1.45 and
$1.65 \AA$. The RDF of C-C bond lengths at 800 K and 1600 K suggest that more and more atoms are vibrating at elongated bond distances.


Figure 4.4: Radial Distribution Function (RDF) of carbon atoms at the junction of iron and diamond-graphite interface

At 800 K , some atoms are beyond $2 \AA$ as the integrated area of the distribution is different from that at 300 K . This indicates that some atoms may have begun to react with iron and, thus, are losing their crystallographic graphite structure. This phenomenon is accentuated at 1600 K , where the RDF maximum shifts to $1.48 \AA$, a distance much closer to that of equilibrium graphite. This is a plausible indication of diffusion. One could also attribute this to the elevated temperatures in the system. Nevertheless, the fact remains that the C-C system is not vibrating freely but is in firm contact with the iron. Carbon atoms do not have any free space to vibrate and, hence, they diffuse into the iron.

### 4.3.1.2 Fast fourier transform (FFT) analysis

The results shown in Figures 4.5 and 4.6 are Fast Fourier Transforms (FFTs) of the temporal behavior of bond lengths and bond angles in the interface zone between carbon and iron as predicted by the MD simulations. Such transforms exhibit maxima at frequencies corresponding closely to the fundamental vibrational frequencies and their overtones of the model system for the force field employed in the calculations. In this respect, the FFT provides information similar to that obtained from IR and Raman spectra. However, the magnitude of the FFT maxima will not correspond to the measured intensities of IR and Raman bands, which depend upon concentrations, instrument characteristics, quantum mechanical transition probabilities, and oscillator strengths, none of which are present in the MD calculations.


Figure 4.5: FFTs of diamond-graphite interface without the presence of iron at 1600 K

Figure 4.5 shows FFTs of the diamond-graphite interface at 1600 K after 80 ps . The


Figure 4.6: FFTs of atoms at the junction of iron and diamond-graphite interface at different temperatures
peak for graphite is found experimentally to be $1581 \mathrm{~cm}^{-1}$ [32]. Here, we observed peaks at 1525 and $2054 \mathrm{~cm}^{-1}$, which correspond to graphitic bonding as well as bonding between the diamond-graphite interface. The figure also shows the range of $\mathrm{C}-\mathrm{C}$ bond frequencies present at the diamond-graphite interface (i.e. with no iron present), when the REBO Brenner potential is employed.

For the diffusion test, a region ( $42 \times 4 \times 42 \AA$ ) at the contact junction of iron-carbon was considered. After 80 ps time steps, a neighbors' list was generated for all the carbon atoms lying in this region. This list was observed for 1.6 ps . Coordinates of the atoms were recorded after every 1.6 fs . The FFT for bonds that did not persist for 1.6 ps were not included. The FFT of the temporal variation of each bond was normalized and then all normalized FFTs were summed up for all the neighbours. We calculated the resultant composite FFTs at $300 \mathrm{~K}, 800 \mathrm{~K}$, and 1600 K for different times and plotted as shown in

Figure 4.6.

At 300 K , we observe increased modes of vibrations but the dominant frequencies are that of C-C. These increased modes may be due to initial mechanical deformation of graphite atoms and/or compression experienced by the carbon atoms as they are in firm contact with iron. Note that the potential representing the Fe-C interaction is not sufficiently robust to accurately represent iron carbide $\left(\mathrm{Fe}_{3} \mathrm{C}\right)$. We can, however, use the FFT spectra to determine whether $\mathrm{C}-\mathrm{C}$ bonds break and carbon atoms diffuse into iron. If iron carbide $\left(\mathrm{Fe}_{n} \mathrm{C}_{m}\right)$ systems are dominant, we would expect to observe a shift in the bond frequencies. In other words, the composite FFT spectra would be expected to exhibit $\mathrm{Fe}-\mathrm{C}$ frequencies, which should appear at lower wave numbers.

Experimentally, iron carbide frequencies lie in the $200-600 \mathrm{~cm}^{-1}$ range [164]. We observed these shifts in the frequencies in the simulation at all temperatures, albeit at lower rates at lower temperatures. Figure 4.6 shows composite FFT spectra for atoms at the diamond-graphite interface and iron junction at $300 \mathrm{~K}, 800 \mathrm{~K}$, and 1600 K . At elevated temperatures of 800 K and 1600 K , the appearance of $\mathrm{Fe}-\mathrm{C}$ bond frequencies around 200 $\mathrm{cm}^{-1}$ and $500 \mathrm{~cm}^{-1}$ can be clearly seen.

### 4.3.1.3 Diffusion analysis

Figure 4.7 (a) shows the spatial distribution of the carbon atoms diffusing into iron, quantitatively, at 1600 K as a function of depth into iron for different time intervals. Note that diffusion occurs when the system is at 1600 K for 40 ps but not when the system is cooled down to 300 K for another 40 ps . As expected, the diffusion rate is a function of temperature. Similar behaviour is observed at 800 K [Figure 4.8 (a)], but the amount of carbon diffused into iron is less than that observed at 1600 K . There is no significant amount of diffusion observed at 300 K [Figure 4.7 (a)].



Figure 4.7: Diffusion of carbon atoms into iron at 1600 K , (a) along the depth and (b) at different times

The numbers of diffused carbon atoms with respect to time for different depths at temperatures of $1600 \mathrm{~K}, 800 \mathrm{~K}$, and 300 K are shown in Figures 4.7 (b), 4.8 (b), and 4.9 (b), respectively. As steady-state conditions are approached, the number of diffused carbon atoms asymptotically reaches a certain value for a particular depth and temperature. The number of diffused carbon atoms depends on the temperature; as the temperature decreases, the number of carbon atoms at a particular depth also decreases. As can be expected, the number of diffused carbon atoms increases with increasing temperature.

Figure 4.10 compares the experimental values [165] of solubility of carbon in iron with the current MD simulation results. The calculated variation of solubility with temperature is in good agreement with the experimental trend, but experimental solubility is about twice the MD result after 80 ps . This discrepancy can be attributed to the approximate nature of the potential-energy surface used, combined with the limited simulation time, which is insufficient to reach steady-state conditions.

### 4.3.2 Diamond and iron (no graphite interface)

Diamond (in the absence of a graphite interface) and iron were considered for the diffusion couple tests. Only the first three layers from the bottom of the diamond were made moveable, while the rest of the carbon atoms were fixed. The orientation of the diamond chosen was (001) [110]. This configuration is identical to the diamond-graphite interfacediamond, but without any graphitic carbon atoms. The simulation conditions are identical to that of diamond-graphite interface.

Figure 4.11 shows the simulation images at different time steps, where it can be clearly seen that carbon atoms in the diamond structure do not react with iron. This is in contrast to the situation when there is a layer of graphite on top of a diamond surface (Figure 4.3 for comparison).


Figure 4.8: Diffusion of carbon atoms into iron at 800 K , (a) along the depth and (b) at different times


Figure 4.9: Diffusion of carbon atoms into iron at 300 K , (a) along the depth and (b) at different times


Figure 4.10: Comparison of the solubility of diffused carbon atoms in iron with the experimental results [165]

### 4.3.2.1 Radial distribution analysis

Figure 4.12 shows the RDF of the carbon atoms at the junction of diamond and iron at temperatures of $300 \mathrm{~K}, 800 \mathrm{~K}$, and 1600 K . At different temperatures, the RDF distribution remains peaked at $1.54 \AA$, which is the C-C equilibrium distance in diamond. It can be clearly seen from Figure 4.11 that diamond does not lose its crystallographic structure. This is again in contrast to the situation of a layer of graphite on a diamond surface (see Figure 4.4 for comparison).

### 4.3.2.2 Fast fourier transform (FFT) analysis

Figure 4.13 shows the FFTs of the temporal variation in the bond distances of the atoms at the contact region of diamond and iron at $300 \mathrm{~K}, 800 \mathrm{~K}$, and 1600 K . The atoms consid-


Figure 4.11: Simulation snapshots after (a) Initial setup, (b) 5 ps , (c) 20 ps , and (d) 40 ps , No diffusion of carbon was observed when diamond and iron were used, (Region of analysis is shown by the white box in (a)
ered for FFT are only a few layers from the surface at the junction of iron and diamond. We observed the dominant frequency to be that of diamond. Diamond shows a peak at 1332 $\mathrm{cm}^{-1}$ [166].


Figure 4.12: Radial Distribution Function (RDF) of carbon atoms at the junction of iron and diamond

The FFTs show a slight shift towards the right with a peak at $1372 \mathrm{~cm}^{-1}$, indicating that the surface layers of diamond atoms are experiencing internal stresses (residual stresses) [167]. No shift towards lower frequencies was observed. We would have expected this shift had iron carbide been formed, as we have observed in the case of the diamondgraphite interface. This shows that no diffusion takes place between iron and carbon when diamond was used without a graphite interface layer.

Experimental diffusion couple tests have been performed previously by Tanaka and Ikawa [10] and Loladze and Bokuchava [168] under equilibrium conditions by heating the system for a very long time compared to the contact time between a cutting tool/abrasive and the workmaterial in machining/grinding. The timescale in MD simulations is extremely small, on the order of $10^{-9} \mathrm{~s}$, compared to the experimental diffusion test results. However, MD may represent a small fraction of the actual experimental contact time in grinding. The


Figure 4.13: FFTs of atoms at the junction of iron and diamond

Table 4.1: Comparison between experimental and MD simulation (present work) results

|  | Ikawa and | Loladze and | Komanduri | Present |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | Tanaka [10] | Bokuchava [168] | and Shaw [9] | work |
| Time (ps) | $1800 \times 10^{12}$ | $5 \times 10^{11}$ | $2 \times 10^{6}$ | 40 |
| Temperature (K) | 1300 | 1600 | - | 1600 |
| Diffusion layer ( $\AA$ ) | $2 \times 10^{6}$ | $80 \times 10^{4}$ | 160 | 4.2 |
| Diffusion layer | $2.22 \times 10^{6}$ | $94.3 \times 10^{4}$ | 105 | 8.43 |
| $($ Theory $(\AA)$ |  |  |  |  |

grinding test [8] has a contact period of $2 \times 10^{-6} \mathrm{~s}$, which is $10^{4}$ times more than the MD time, but is the closest of all the experimental results comparable with MD simulations. Table 4.1 summarizes the results. Note that the diffusion layer observed in MD simulations
is two orders of magnitude smaller than in the grinding operation.

### 4.4 Conclusions

Diffusion of carbon into iron was observed only when a diamond-graphite interlayer was added to diamond but not when diamond was used alone. This result provides corroborating evidence supporting the experimental results [8-10, 13, 15, 16] observed previously that diamond initially graphitizes and subsequently diffuses into iron resulting in rapid diamond tool wear.

As can be expected, diffusion of the carbon atoms into iron was observed at higher temperatures ( 800 K and 1600 K ) but no noticeable diffusion was observed at the lower temperature ( 300 K ).

Table 4.2: Diffusion depth of carbon into iron, calculated form MD results, after 40 ps

| Temperature (K) | 300 | 800 | 1600 |
| :--- | :--- | :--- | :--- |
| Diffusion layer (Å) | $0-1$ | 2.6 | 4.2 |

Diffusion depth increases with increasing temperature (see Table 4.2). Concentration of carbon atoms in iron increases with increasing temperature. At a particular temperature, the concentration of carbon atoms diffused into iron would reach a saturation value with respect to time as steady-state conditions are reached.

## CHAPTER 5

## WEAR OF DIAMOND IN THE MACHINING OF IRON

### 5.1 Introduction

It has been shown (Chapter 4) that graphite dissolves in iron in the graphite stable region and precipitates out as diamond in the diamond stable region. Thus carbon in the form of diamond does not react with iron but graphite does. This corrborates with the results reported by the experimentalists [9, 10]. Komanduri and Shaw [8, 9] postulated that diamond at room temperature is in a metastable state ( $s p^{3}$ bonding) and will transform into graphite ( $s p^{2}$ bonding) under the appropriate conditions of pressure and temperature. An increase in temperature in cutting/grinding of ferrous materials without a concomitant increase in pressure (relative to diamond-graphite equilibrium) can promote graphitization [11]. This can be accelerated under the influence of properly directed shear stress [12]. The presence of a catalyst/solvent material, e.g. iron, that rapidly converts to graphite from the surface of diamond at high temperature can aid in this transformation [13].

It may be noted that iron is used as a catalyst/solvent in the synthesis of diamond under high pressure-high temperature conditions [14]. It can play a similar role in reverse, namely, the transformation of diamond into graphite in the graphite stable region. During machining, the freshly generated surface under the clearance face or at the tool-chip interface can further assist the graphitization process [15]. All of the above mentioned con-
ditions, namely, high temperatures, pressures below the diamond stable region, presence of hot iron, and newly generated nascent surface exist at the tool-workpiece interface. In this chapter, we investigate the micromechanisms underlying the wear of diamond in the machining of iron using molecular dynamics (MD) simulations ${ }^{\dagger}$.

### 5.2 Simulation setup and test conditions

In machining, almost all of the plastic deformation energy is converted into heat. It has been shown experimentally that of the total heat energy generated in machining, some $80 \%$ is carried away by the chip, and $10 \%$ each is dissipated into the workpiece and the tool. In MD simulations of nanometric cutting, peripheral atoms are used to incorporate bulk temperature effects so that the heat generated is continuously dissipated away from the cutting region. This is necessary because the size of the system used in an MD simulation of machining is rather small compared to the microscopic model and the use of a very large model is restricted by prohibitive computational time.

MD simulations have been used successfully to model various aspects of nanometric cutting and tribology [169] since the pioneering work of Belak and Stowers [58] on cutting and Hoover et al. [170] on indentation at the Lawrence Livermore National Laboratory (LLNL). Factors considered include the effect of cutting parameters [69], tool geometry [70, 71], tool wear [68, 82], effect of crystal orientation and direction of cutting [72], material removal mechanisms in the machining of different work materials, such as copper, aluminum, and silicon [75], indentation and scratching [171], atomic-scale friction [172].

The machining model used in this investigation is a slightly modified form of the model reported earlier $[76,169]$ in that the moving and the peripheral atoms are incorporated in the workpiece as well as in the tool in the present case and only in the workpiece in the
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Figure 5.1: (a) Schematic of MD simulation of orthogonal (or 2D) machining with a deformable tool, (b) snapshot of MD simulation of orthogonal machining of iron with a diamond tool
previous model. This was done to dissipate heat from the tool during machining. Figure 5.1 (a) is a schematic of the MD simulation of orthogonal (2D) machining operation showing the distribution of moving, peripheral, and boundary atoms in the tool and the workpiece. Table 5.1 gives details of the iron workpiece, the diamond tool, and the cutting conditions used.

Table 5.1: MD simulation parameters and cutting conditions for nanometric cutting

| Workpiece dimensions | $86.1 \AA \times 28.7 \AA \times 17.22 \AA$ |
| :--- | :--- |
| Workpiece material | Iron |
| Workpiece machining surface | $(010)$ |
| Cutting direction | $<100>$ |
| Tool orientation | (a) $(100,010)$ <br> (b) (112, 111) <br> (c) $(100,011)$ |
| Tool material | Diamond |
| Rake and clearance angles | $10^{\circ}$ and $5^{\circ}$ |
| Initial temperature | 300 K |
| Cutting velocity | $100 \mathrm{~m} \mathrm{~s}{ }^{-1}$ |
| Total simulation time | $50 \mathrm{ps}(50,000$ time steps with |
|  | a step size of 0.1 fs$)$ |

The iron workpiece is oriented along (100) machining surface and cutting was performed in the $<100\rangle$ direction of the workpiece. Each tool is shaped with a $10^{\circ}$ rake angle and a $5^{\circ}$ clearance angle. Machining was conducted at a cutting speed of $100 \mathrm{~m} \mathrm{~s}^{-1}$ to reduce the computational time to a reasonable value.


Figure 5.2: Projected view of the (110), (111), and (100) clearance planes of diamond tool in this investigation

Figure 5.1 (b) shows a snapshot of MD simulation of orthogonal cutting (2D) of pure iron with a deformable diamond tool. Three different orientations of the clearance faces, namely, (i) (110), (ii) (111), and (iii) (100) for the diamond tools were considered. The crystallographic orientation of diamond was such that the plane considered coincided with the clearance face. Figure 5.2 shows the projected views of the (111), (110), and (100) clearance faces of the diamond tool used in this investigation showing the crystallographic arrangements of the diamond atoms in each orientation. The total simulation time was 50
ps (500,000 time steps with a step size of 0.1 fs ), which corresponds to $50 \AA$ of length of cut. This small step size was chosen to ensure proper MD response to the MEAM potential.

MD simulations of nanometric cutting of iron with a diamond tool require potentials for $\mathrm{Fe}-\mathrm{Fe}, \mathrm{C}-\mathrm{C}$, and $\mathrm{Fe}-\mathrm{C}$ interactions to model it appropriately. A modified embedded-atom method (MEAM) potential, developed by Baskes and co-workers [45, 52, 53], was used to represent the $\mathrm{Fe}-\mathrm{Fe}$ and the $\mathrm{Fe}-\mathrm{C}$ bonds. This potential was shown to represent various physical properties of iron reasonably well [53]. Lee [55] developed MEAM potential parameters for $\mathrm{Fe}_{3} \mathrm{C}$ binary systems which reproduce several physical properties of the iron carbide.

In this investigation, MEAM potential was also chosen for $\mathrm{Fe}-\mathrm{Fe}$ and $\mathrm{Fe}-\mathrm{C}$ interactions. Currently, with the MEAM potential formalism, only diamond, and not graphite, can be simulated [54]. Hence, there was a need to choose a potential that can represent both diamond and graphite to observe the transformation. The Tersoff potential [39] can represent both diamond and graphite structures as well as their transformation from diamond to graphite [115] and vice versa [110]. This potential, therefore, was chosen for C-C interactions.

Tables 2.1, 2.2, and 2.3 (refer to Chapter 2) give Tersoff potential parameters for carboncarbon and MEAM potential parameters for iron-iron and iron-carbon, respectively. Largescale Atomic/Molecular Massively Parallel Simulator (LAMMPS) software [57] developed at the Sandia National Laboratories (http://lammps.sandia.gov) was used for the simulations with these potentials. All atoms, except the boundary atoms, were initialized with velocities corresponding to a room temperature of 300 K . The temperature of the peripheral atoms was maintained at this temperature. At each time step, the temperature of the peripheral atoms was reset using the rescale command in the LAMMPS software for rescaling the velocities [57].

### 5.3 Results

In the following, wear by graphitization of diamond cutting tool on various clearance face orientations, namely, (110), (110), and (100) in the machining of iron is presented (Figure 5.2).

### 5.3.1 Case i: Clearance face (110)



Figure 5.3: MD simulation snapshots at various steps showing graphitization of diamond tool in the machining of iron when the clearance plane coincides with (110) plane

Figures 5.3 (a) to (d) are MD snapshots of the (110) clearance face at various stages of cutting showing progress of graphitization at the tool tip on the clearance face of the
diamond tool as machining progresses. Some atoms at the cutting edge are marked violet to follow the progress of graphitization. It can be seen that graphitization originates, in this case, at the middle of the cutting edge and propagates parallel to the cutting edge on either side. It will be shown that this is very different from the ones observed for cases (ii) and (iii).


Figure 5.4: (a) Graphitization of diamond in the machining of iron along (110) plane, (b) zoomed-in region of the graphitized diamond, (c) tagged carbon atoms in (b) are backtracked to the initial configuration on the clearance face showing the (110) plane

Figure 5.4 (a) shows the (110) clearance face of the diamond tool after graphitization at the tool cutting edge. Figures 5.4 (b) and (c) show close-up views of diamond and graphite atoms, before and after graphitization, respectively. Atoms are color coded according to their coordination number and are so identified in the figure caption. Coordination numbers are with respect to the other carbon atoms, bulk-4 (Grey), surface-3 (Green), surface-2 (Burlywood), edge-1 (Turqoise), seperated-0 (White).

To identify the transformation from diamond to graphite, atoms that formed graphite after machining were backtracked to the initial configuration (diamond). The plane of graphitization is contained within the clearance face [Figure 5.4 (c)]. This indicates that (110) is the plane of graphitization and it propagates preferentially in the $<01 \overline{1}\rangle$ direction over $<100\rangle$.

Figure 5.4 (b) shows graphitized (110) plane of diamond. Figure 5.4 (c) shows the (110) diamond plane. It can be seen that atoms from the cutting edge (tag numbers 4,8 , and 12) along with atoms from the surface (tag numbers 1, 2, 6, 7, 10, 11, and 14) and the bulk (tag numbers 3, 5, 9, and 13) come together to form basal plane of graphite. It was observed that graphite ultimately breaks down because of the shear stress acting along the cutting edge and subsequently react with the iron underneath the clearance face of the tool to form iron carbide, similar to cases (ii) and (iii).

### 5.3.2 Case ii: Clearance face (111)

Figure 5.5 (a) shows the (111) clearance plane of the diamond tool face. Figures 5.5 (b) and (c) show close-up views of diamond and graphite atoms before and after graphitization, respectively. Atoms are again color coded according to their coordination number and are so identified in the figure caption. Atoms that formed graphite after machining were again, back tracked to the initial configuration (diamond) to identify the transformation from diamond to graphite.

It was found for this case that graphitization propagates perpendicular to the cutting edge. In other words, it propagates in a direction opposite to the cutting velocity but is contained within the clearance face [Figure 5.5 (b)]. This indicates that (111) plane is the graphitization plane and it propagates in $<112>$ direction over $<110>$. Figure 5.5 (c) shows graphitization on (111) plane. We can see that atoms at the cutting edge (tag
numbers 2,3 , and 4 ) along with atoms from the surface (tag numbers $6,8,10,12$, and 14) and the bulk (tag numbers $1,5,7,9,11$ and 13) come together to form graphite. It was observed that graphite eventually breaks down and then reacts with iron atoms underneath the clearance face to form iron carbide.


Figure 5.5: (a) Graphitization of diamond in the machining of iron along (111) plane, (b) zoomed-in region of the graphitized diamond, (c) tagged carbon atoms in (b) are backtracked to the initial configuration on the clearance face showing the (111) plane

### 5.3.3 Case iii: Clearance face (100)

Figure 5.6 (a) shows the (100) clearance plane of the diamond tool and Figures 5.6 (b) and (c) show a close-up view of diamond and graphite atoms before and after graphitization, respectively. Atoms are again color coded according to their coordination number and are so identified in the figure caption. Not much graphitization was observed in this case. This is because (100) plane is not the natural plane for diamond to graphitize; in fact, it is most resistant to graphitization [97]. Here, we observe the wear of diamond to take place along
the rake face. Atoms that formed graphite after machining were again back tracked to the initial configuration (diamond) to identify the transformation from diamond to graphite. It was observed that atoms from the surface (tag numbers $3,7,8,13$, and 14) along with bulk (tag numbers $1,4,5,6,9,10,11,12,15$, and 16) to form the graphitic structure [Figure 5.6 (c)].


Figure 5.6: (a) Graphitization of diamond in the machining of iron along (100) plane, (b) zoomed-in region of the graphitized diamond, (c) tagged carbon atoms in (b) are backtracked to the initial configuration on the clearance face showing the (100) plane

It can be seen that the plane of graphitization is not the (100) plane. A plane was drawn through the atoms which were tracked in Figure 5.6 (b). We found the approximate plane of graphitization to be $(1,0.83,0)$ which is close to (110) [Figure 5.6(d)]. This plane is in the rake face and oblique to the cutting edge of the tool. It was observed that graphite quickly disintegrates and then starts reacting with the iron underneath the clearance face.

The separated carbon atoms from the graphitized diamond tool subsequently diffuse into the iron workpiece thus paving the way to form iron carbide. As machining continues, we observed that in all the three case, diamond tool was found to graphitize under the conditions of high temperature and freshly generated machined surface similar to that found in the experiments $[8-10,15]$. Because of the intimate contact under pressure, separated carbon atoms from the graphitized diamond tool subsequently diffuses into the iron workpiece to form iron carbide [Figure 5.7].


Figure 5.7: Dissolution of graphite in iron during simulated machining (highlighted by circles)

### 5.4 Discussion

The mechanism observed here using MD simulations was found to be very similar to the one proposed earlier by Komanduri and Shaw [8, 9]. We examined the structures formed after the dissolution of the graphite and found the structure formed to resemble the structure of cementite (Figure 5.8). Multiple simulations were carried out to calculate the number of
carbon atoms graphitized from the diamond tool and averaged it over the number of runs conducted. These numbers are 102, 67, and 52 for the cases (i), (ii), and (iii), respectively. This reflects the effect of orientation of diamond on the amount of graphitization.

Considering the statistical variation during simulations, the difference in cases (i) and (iii) is significant, which suggests that (100) plane is more resistant to graphitization than (110) plane. These observations are in accord with the findings of Seal [102], who reported that (110) plane is the least resistant to graphitization while (100) plane is the most resistant. Komanduri and Shaw [8] conducted grinding tests on iron and observed a similar phenomenon that the diffusion is accompanied by graphitization of diamond at the contact surface. In their studies, a concave shaped area was worn out in the direction transverse to the cutting direction and no graphitization was evident on the rake face.

Nath [107] proposed a theoretical model for direct transformation of diamond to graphite which was recently verified by De Vita ab initio [114], using quantum calculations. A coinciding mechanism was observed in this study, namely, the puckered (111) diamond planes flatten to form graphite for case (ii). For case (i), graphitization was observed along the (110) planes similar to the mechanism reported by Komanduri and Shaw [8]. Diamond is first transformed into graphite and the graphite flakes separate from diamond and subsequently diffused into or react with iron atoms in the workpiece. This is due to the fact that diamond, unlike graphite, is relatively insoluble in molten iron [173], which is a key element in the synthesis of diamond [14].

Lambrecht et al. [125] showed that diamond nuclei form through graphitic precursor due to preferential relationship between graphitic (0001) and diamond (111) planes. If this is the path one expects for direct transformation of graphite to diamond during diamond synthesis, a similar path should be observed for direct transformation of diamond to graphite [case (ii)]. Thornton and Wilks [15] reported that while there was some wear on the rake face of the tool, most of the wear took place on the flank face, which agrees with


Figure 5.8: (a) Cementite structure, (b) carbide structure observed in one of the simulations in the current study
the results presented in this investigation.

### 5.5 Conclusions

MD simulations of nanometric cutting of pure iron with a diamond tool convincingly showed initial graphitization of diamond and subsequent formation into iron carbide as the mechanism of wear of diamond in the machining of iron. Consequently, these results are in concurrence with the experimental results of Komanduri and Shaw [8, 9] and the mechanism proposed by Ikawa and Tanaka [10].

Graphitization takes place not atom-by-atom but simultaneously by groups of atoms via an intermediate activated state [Figure 5.5(b)], which is in agreement with the mechanism proposed by Bovenkerk et al. [14] for diamond synthesis. It was observed that the diamond (100) plane is most resistant and the (011) plane is least resistant to graphitization with (111) in between. This observation is in agreement with the results of Seal [102].

A direct transition from $s p^{3}$ bonding to $s p^{2}$ bonding is observed instead of a two stage transition where carbon atoms sublime and condense into graphitic structure, as proposed by Davies and Evans [104]. This is also in agreement with Nath's theoretical model [107] and DeVita's ab initio investigation [114].

## CHAPTER 6

# DEPENDENCE OF THE CRYSTAL ORIENTATION ON GRAPHITIZATION OF DIAMOND IN NANOMETRIC CUTTING OF IRON: AN APPLICATION TO DIAMOND POLISHING 

### 6.1 Introduction

In machining, high temperatures and high mechanical and thermal stresses are generated on the tool. These are the factors that contribute towards wear. Metal cutting involves intensive plastic deformation (shear strain, $\gamma 2$ to 5 , strain rate, $\dot{\gamma} 10^{4} \mathrm{~s}^{-1}$ ) in the vicinity of the cutting edge which makes it easier for chemical reaction and diffusion to take place between the tool and the workmaterial [1, 174]. If the tool (diamond) has great chemical affinity for the workpiece (iron), then wear will be rapid and severe [8-10, 13, 15, 22]. Wear of a diamond tool therefore, depends on its chemical interaction with the workmaterial. In chapter 5, we showed that diamond graphitizes and reacts with iron to form carbide.

Single crystal diamond is anisotropic in nature. Its various physical and mechanical properties, such as wear resistance, hardness depend not only on the crystallographic orientation of the planes but also on the directions of the cutting/polishing. Seal [109] has shown the influence of crystal orientation on the graphitization of diamond. He observed
that $\{100\}$ planes to be the most resistant and $\{110\}$ to be least resistant to graphitization. He pointed out that the directions of fastest graphitization coincide with the fastest growth, and the directions of the slowest graphitization coincide with slowest growth in the diamond synthesis. Graphitization is observed highest in $<110\rangle$ direction and least in $<100>$ direction.


Figure 6.1: (a) Graphical representation of saw tooth marking on diamond grain in the machining of low carbon steel, (b) Micrograph of the wear area of diamond grit [8]

Komanduri and Shaw [8] observed preferential etching of diamond on $\{110\}$ planes while grinding ferrous materials [Figure 6.1 (a)] which is consistent with the graphitization theory. They reported rapid crater wear on the diamond abrasive in grinding [Figure 6.1 (b)]. Tanaka and Ikawa [13] conducted single grit (diamond abrasive) grinding tests on a mildsteel workpiece and found that diamond exhibits greater wear in $<110\rangle$ direction than in $<100\rangle$ direction on the $\{100\}$ plane. The rate of graphitization is usually higher on planes $\{110\}$ and $\{111\}$ than on $\{100\}$ planes [175]. Tanaka et al. [134] reported that different planes of diamond to have different affinity for forming metal complexes. They concluded that the rate of diamond tool/abrasive wear depends on the surface chemical affinity towards the workmaterial.

Thornton and Wilks [15] also reported graphitization as the cause of wear of diamond tool. They reported that clean surfaces generated underneath the tool have different chemical activities than those of the bulk material. They concluded that chemical interaction takes place at the interface and is controlled by the strength of the bonds of the atoms present there, and not by the response of the bulk material. Wilks and Wilks [176] conducted polishing of diamond using a scaife. They concluded that a combination of planes and cutting directions affect wear of diamond. For example, the combination $\{100\}<100>,\{110\}$ $<100>$, and $\{111\}<112>$ show higher wear rates than $\{110\}<110>,\{110\}<110>$, and $\{111\}<112>$.

Sharif Uddin et al. [177] investigated the wear of diamond in different crystallographic orientations [combination of (110), (100), and (111) as rake and (100), (100), and (112) as flank, respectively] in nanometric cutting of silicon. Though the wear rate is less compared to the wear observed during the machining of iron, nevertheless, they observed that (110) rake face yields longer tool life and greater wear resistance than (100) and (111) rake planes.

Cheng et al. [82] conducted MD simulations of machining of silicon and showed thermochemical wear of diamond. They reasoned that heat generated in cutting decreases the cohesive energy of carbon and weaken the C-C bonding, resulting in tool wear. They calculated wear rate for different orientations of diamond tool and reported (110) plane to have the highest wear rate and (100) plane the least wear rate. Based on this conclusion, they recommended (100) plane to be used as either rake face or flank face. They, however, did not emphasize the direction along the crystallographic plane.

Wear of single crystal diamond tool is of prime concern because it raises machining costs, limits the performance of the tool, and degrades the surface finish before catastrophic tool failure [178]. Hence, it is of paramount importance in minimizing tool wear. Diamond $\rightarrow$ graphite transformation plays an important role in the wear of diamond while machining
iron (Chapters 4 and 5). As observed in Chapter 5, graphitization occurs in the pico to nanosecond time scale [114-116]. Hence, MD becomes an important tool for investigating such mechanisms. This chapter focuses on the effect of crystallographic orientation of diamond on graphitization and wear in the MD simulations of nanometric cutting of iron. In this attempt, we highlight the preferential planes that are conducive to graphitization (hence wear). Also, we explore various combinations of crystal plane and orientation of cutting edge that demonstrate minimum wear and thus establish a correlation between the orientation of the cutting edge of the tool and wear.

### 6.2 Setup for MD simulations

The model and the cutting used in this simulation is the same as that used in the Chapter 4 which has been successfully used in demonstrating the mechanism of graphitization/wear of diamond in the machining of iron. Some 4800 atoms in the workpiece and 3000 atoms (varies according to the orientation of the tool) in the tool are considered in the MD simulation of nanometric cutting. Figure 6.2 shows the projected views of the clearance planes a) dodecahedron (011), b) octahedron (111), and c) cube (010) with different orientation of cutting edge used in the simulations. Each tool is shaped with a $10^{\circ}$ rake angle and a $5^{\circ}$ clearance angle.

### 6.3 Results

In this investigation, wear of diamond tool with respect to various clearance face orientations, namely, (110), (111), and (100) along different directions during the machining of iron is presented. It may be noted that at the end of the simulation only those atoms which showed separation from the tool were highlighted and does not include those atoms which showed graphitization at the end of the simulation. This was done to observe only those atoms that show wear. Navy blue color was used to highlight these atoms and cyan color


Figure 6.2: Projected view of the clearance plane, (a) dodecahedron (011), (b)
octahedron (111), and (c) cube (010), oriented along different cutting edges
was used to represent rest of the tool atoms. These atoms were traced back to the original configuration to emphasize on their location and identify the plane of graphitization or wear.

### 6.3.1 Case i: Clearance face orientation (011) and direction of cutting edges along a)

$$
<\mathbf{0} \overline{1} 1>\text { and } \mathbf{b})<\mathbf{1 0 0}>\text { directions }
$$



Figure 6.3: Projected views of rake and dodecahedron clearance faces with cutting edge along $<0 \overline{1} 1>$, [The atoms that get separated from the tool at the end of the simlation are shown in navy blue (dark) color, rest of the atoms are shown in cyan (light) color]

When $<0 \overline{1} 1>$ was used as the cutting edge of the tool, it was observed that graphi-
tization starts from the cutting edge. The plane of graphitization is contained within the (011) plane. It was observed that diamond graphitizes along the cutting edge first. This indicates that (110) is the plane of graphitization and it propagates preferentially in $<011>$ direction over $<100\rangle$ [Figure 6.3 (a)]. The graphitized atoms eventually separate from the tool and react with the workpiece underneath the clearance face [Figure 6.3 (b) and (c)]. When $<100>$ direction was used as a cutting edge, the carbon atoms did not show any significant sign of graphitization [Figure 6.4 (a)]. However, there are some atoms which still react with the iron atoms. These results [Figure 6.4 (a) to (c)] show a big difference in the graphitization/wear pattern of diamond for the same plane [compare Figure 6.2 (a) and Figure 6.3 (a)].

There are some key differences in the two cutting edges due to crystallographic orientations of diamond lattice. The first difference is the total number of atoms present in the cutting edge that actively participate in machining. It may be noted that the tool is wider than the workpiece. Hence, atoms at the side faces are not participating actively. The second difference is the nature of bonding of the atoms present along the cutting edge (coordination number). In the case of $<0 \overline{1} 1>$ cutting edge, there are 13 atoms with coordination number two that are present, while in the case of $\langle 100\rangle$, there are a total of 18 atoms that are present and these are equally divided into coordination numbers 2 and 3 . Average coordination number comes out to be $\sim 2.5$. So, not only has the total number of atoms increased in the case of $\langle 100\rangle$, but also, coordination number is also higher which means more energy is required in order to break these atoms. Even though experimentally the sharp cutting edge of a cutting tool consists of some radius, in simulations, we can get the edge radius at an atomic level resulting in extremely sharp cutting edges. Nevertheless, edges play an important role in the graphitization of diamond [102].


Figure 6.4: Projected views of rake and dodecahedron clearance face with cutting edge along $<100>$

### 6.3.2 Case ii: Clearance face orientation (111) and direction of cutting edges along

a) $<\mathbf{1} \overline{1} 0>$ and b) $<\mathbf{1 1} \overline{2}>$ directions

In both the cases, it was observed that the graphitization starts from the cutting edge. The plane of graphitization is contained within the (111) plane. In the case of $<1 \overline{1} 0>$ cutting edge, it was observed that diamond graphitizes and initiates from the cutting edge first but does not propagate along the cutting edge. Instead, it propagates perpendicular to the cutting edge, i.e, opposite to the direction of cutting. But it stops after two lattices and dissociates before it can reach the other end. This indicates that it propagates preferentially
in $\langle 11 \overline{2}\rangle$ direction over $<1 \overline{1} 0\rangle$ [Figure 6.5 (a)].


Figure 6.5: Projected views of rake and octohedron clearance face with cutting edge along $<1 \overline{1} 0>$

The graphitized atoms eventually separate from the tool and react with the workpiece underneath the clearance face [Figure 6.5 (b) and (c)]. In case of $\langle 11 \overline{2}\rangle$ cutting edge, more graphitization is observed compared to $\langle 1 \overline{1} 0\rangle$ cutting edge [Figure 6.6]. The direction of propagation is along $<11 \overline{2}>$. This indicates direction $<11 \overline{2}>$ is more conducive-tographitization than $<1 \overline{1} 0>$. We can also infer that when conducive-to-graphitization direction is used as the cutting edge, more wear is expected. In other words, the intimate contact of the workpiece along the cutting edge plays an important role. There are 13 atoms with coordination number 3 that are present in the case of $<1 \overline{1} 0\rangle$ cutting edge whereas only 8


Figure 6.6: Projected views of rake and octohedron clearance face with cutting edge along $<11 \overline{2}>$
atoms with coordination number 2 are present in the case of $\langle 11 \overline{2}\rangle$ because of the zigzag structure. We can clearly see the importance of the cutting edge due to the crystallographic orientation of the tool.

### 6.3.3 Case iii: Clearance face orientation (010) and direction of cutting edges along

a) $<\mathbf{0 0 1}>$ and b) $<\mathbf{1 0 1}>$ directions

As observed previously for other orientations, in both the cases the wear starts from the cutting edge. Interestingly, in the case of $<001>$ cutting edge, it was observed that diamond


Figure 6.7: Projected views of rake and cube (010) clearance face with cutting

```
edge along <001>
```

graphitizes and initiates from the cutting edge first but propagates at an angle to the cutting edge [Figure 6.7 (a)]. The plane and direction of propagation was calculated and found that the plane of graphitization is (110) and it propagates along $<110\rangle$ direction. This is due to the exposed (110) atoms from the rake and clearance face. This result is similar to the case ii $(110)<1 \overline{1} 0>$ where plane of graphitization is contained in (110) planes and propagates along $<1 \overline{1} 0\rangle$ direction. This result conforms to the experimental findings that (110) plane is more conducive than (100) plane.

Less wear was observed when the cutting edge was aligned along $<101\rangle$ direction [Figure 6.8]. In this particular case, a few carbon atoms from the cutting edge enter into


Figure 6.8: Projected views of rake and cube (010) clearance face with cutting edge along $<101>$
the chip and eventually get carried away from the cutting edge. There are 19 atoms with coordination number 2 in the case of $(010)<001>$ and 14 atoms with coordination number 3 in the case of $(010)<101>$ combination. We observe that the simultaneous contact of tool and workpiece plays a significant role in wear.

### 6.3.4 Estimation of flank wear

Two different approaches were adopted to estimate tool wear. First, flank wear was measured by calculating the depth $\mathrm{H}_{\max }$ as shown in Figure 6.9 (a) for all the cases and the values are tabulated in Table 6.1. It was observed that both maximum and minimum wear


Figure 6.9: Wear estimation, (a) flank wear, (b) effective tool
was shown by plane (010) with combinations $<100>$ and $<101>$, respectively. It should be noted that in case of $(010)<100>$ combination, the plane of graphitization is (110). Second, in this method, total number of atoms that dissociate was calculated. The wear was defined as:

$$
\begin{equation*}
\frac{\text { Total \# of atoms detached }}{\text { Total \# of active atoms }} \tag{6.1}
\end{equation*}
$$

To calculate the total number of active atoms, distance of the farthest atom from the cutting edge showing wear was calculated for all the cases. The one with the maximum value was chosen as $\mathrm{r}_{\text {max }}$. This value comes out to be $8.42 \AA$. Now the total number of atoms lying inside this radius from the cutting edge [Figure 6.9 (b)] was calculated and used as the active atoms for each case.

This makes calculations independent of the tool dimensions. The values calculated are tabulated in Table 6.1. In this, maximum wear is shown by (111) $<11 \overline{2}>$ combination and least wear is for $(010)<101>$ combination. In both the calculations the least wear is shown by $(010)<101>$ combination.

Table 6.1: Wear estimation of diamond tool along different crystallographic orientations

| Clearance plane, <br> cutting edge |  | Flank wear, <br> $\mathrm{H}_{\max }(\AA)$ | Total wear <br> $(\%)$ | Comments |
| :--- | :--- | :--- | :--- | :--- |
| $(\mathbf{0 1 0})$ | $<001>$ | 2.38 | 11.5 | Wear along (110) plane |
|  | $<101>$ | 1.22 | 3.35 | Minimum wear |
| $(\mathbf{1 1 1 )})$ | $<1 \overline{1} 0>$ | 1.46 | 8.1 |  |
|  | $<11 \overline{2}>$ | 2.12 | 14.8 | Maximum wear |
| $(\mathbf{0 1 1})$ | $<01 \overline{1}>$ | 2.04 | 11.8 |  |
|  | $<100>$ | 1.39 | 6.7 |  |

Table 6.2: Comparison of wear of diamond in machining of iron (present work) and diamond polishing ([176])

| Diamond plane | Experimental | MD (present study) |
| :--- | :--- | :--- |
|  | Hard/Soft directions | Hard/soft cutting edges |
| Cube (010) | $<101>/<001>$ | $<101>/<001>$ |
| Octohedron (111) | $<\overline{1} \overline{1} 2>/<11 \overline{2}>$ | $<1 \overline{1} 0>/<11 \overline{2}>$ |
| Dodecahedron $(011)$ | $<011^{*}>/<100>$ | $<100>/<01 \overline{1}>$ |

Based on the estimation of wear, for each plane the direction of the cutting edge can be categorized into 'hard' cutting edge and 'soft' cutting edge. Wilks and Wilks [6] conducted diamond polishing experiments on a scaife, in which they categorized resistance of diamond to abrasion into 'hard' and 'soft' directions for different crystallographic orientations of diamond. They showed the importance of direction of abrasion in wear. Table 6.2 gives a comparison of the results.

### 6.4 Conclusions

In this chapter, dependence of the crystallographic orientation on wear of diamond has been investigated using MD simulations. We observed that wear pattern strongly differs due to changes in the crystal orientations. We conclude that wear not only depends on the crystallographic plane but also on direction of the cutting because along the cutting edge there is intimate contact between cutting tool and the workpiece.

We also conclude that the 'hard' direction in diamond polishing for a particular plane can be used as 'hard' cutting edge for diamond tool in order to minimize wear of the tool. Plane (111) with $<11 \overline{2}>$ cutting edge shows maximum wear. In other words, diamond polishing can be done efficiently on plane (111) along $<11 \overline{2}>$ direction. We found that the (100) plane with the $<101>$ as cutting edge to show minimum wear. This combination is appropriate for machining with minimum wear on the cutting tool (diamond).

## CHAPTER 7

# SOLID STATE TRANSFORMATION IN DIAMOND AND IRON AT THE TOOL-CHIP CONTACT: ROLE OF IRON IN THE GRAPHITIZATION OF DIAMOND 

### 7.1 Introduction

Both carbon and iron exhibit allotropic transformations with temperature, i.e. different crystal structures under conditions of different temperature and pressure conditions. For example, carbon exists in cubic and hexagonal forms, and iron in BCC, FCC, or HCP depending upon the pressure and temperature. Moreover, iron and carbon form different compounds with different crystallographic structures. For example, $\mathrm{Fe}_{3} \mathrm{C}$ (cementite and austenite). Interestingly, carbon also plays an important role as an alloying element with iron in forming steels and cast irons. This strong affinity of iron for carbon plays a vital role in the wear of diamond tool in the machining of iron and low carbon steels.

Despite diamond's excellent properties as a cutting tool [1], it exhibits rapid wear in the machining of pure iron and low carbon steels [8, 9]. In Chapters 5 and 6 we showed that during machining of iron, diamond graphitizes and reacts with iron to form iron carbide. A similar mechanism was reported by Opitz [174] but for cemented tungsten carbide tool. Because of the high affinity of $\gamma$-iron for carbon, tungsten carbide at the surface is reported
to decompose into tungsten and carbon and the carbon atoms diffuse into the surface of the chip. But he also reported that when machining ferrous alloys with cemented tungsten carbide tool, there is a transformation observed from $\alpha$-iron to $\gamma$-iron in the chip. This chapter is devoted towards the understanding of the role of iron in the wear of diamond during machining of iron. Molecular dynamics (MD) simulations of diffusion-couple test were conducted simulating tool-chip contact at experimental speeds $\left(1 \mathrm{~m} \mathrm{~s}^{-1}\right)$ have been conducted. The results are reported here.

### 7.2 Model

Four different crystallographic orientations were considered for the diamond surface in contact with a [100] iron surface in the simulation. The diamond surfaces considered were (i) [1 $\overline{2} 1]$, (ii) [111], (iii) [110], and (iv) [110]. The total number of carbon atoms in the simulations were $5819,5193,5565$, and 5090 for cases (i), (ii), (iii), and (iv) respectively. The count of iron atoms in the simulation were 4500. The atomic velocities in diamond tool and iron workpiece were initialized corresponding to a temperature of 300 K . Then iron and diamond were brought to a firm contact [Figure 7.2 (b)]. The system was then equilibrated for $10^{4}$ timesteps to properly randomize all the vibrational phase angles. The system was then heated to a new temperature ( $800 \mathrm{~K}, 1000 \mathrm{~K}$, and 1600 K ). The system was then equilibrated and trajectory of atoms was observed for the next $5 \times 10^{6}$ timesteps (total contact time of 500 ps ). During the simulation, the temperature of the system was maintained constant using temperature rescale command in the LAMMPS program [57]. Figure 7.2 (c) shows a snapshot at the start of the simulation when iron and diamond were brought into contact.


Figure 7.1: (a) Schematic of machining highlighting the tool-chip contact area,
(b) the model of tool-chip contact for four cases of diamond surfaces [1 $\overline{2} 1]$,
[111], [110], and [100], (c) Case I, [Carbon atoms are shown in cyan color (smaller atoms) and iron atoms in ochre color (bigger atoms)]

### 7.3 Results

### 7.3.1 Graphitization of diamond

At 1600 K , it was observed that all the planes except the [100] plane exhibited significant graphitization. In the case of [100] plane, the degree of graphitization was less
noticeable and highly localized. This suggests that (100) is not the natural plane for graphitization.


Figure 7.2: (a) Snapshot of the tool-chip contact at time $t=500 \mathrm{ps}$ for Case (i), (b) graphitized diamond [1站] surface

Figure 7.2 (a) shows the snapshot of tool-chip contact [Case (i)] at the end of the simulation. The box shown in the figure is the region of observation. Figure 7.2 (b) shows the graphitized [12 1$]$ surface. It was observed that the surface graphitizes from the edge. The surface first graphitizes in the $<101>$ directions and subsequently graphitization propagates in the $<111>$ directions creating locking along the $<101>$ directions. This observed anisotropy illustrates the preferential direction of graphitization in the $<111\rangle$ for [1 $\overline{2} 1$ ] surface. Some dissociation of bonds can also be seen in the figure indicating possible reaction between iron and carbon.

Figure 7.3 (a) shows the Case (ii) at the end of the simulation. It was observed that diamond surface was completely graphitized. The graphite surface can be seen free from locking [Figure 7.3 (b)] which is different than what was observed for Case (i). [111] surface has shown no special preference for graphitization in $\langle 1 \overline{2} 1\rangle$ or $\langle 101\rangle$ directions.

Figure 7.4 (a) shows Case (iii) at the end of the simulation. Surface [110] shows a sim-


Figure 7.3: (a) Snapshot of the tool-chip contact at time $t=500 \mathrm{ps}$ for Case
(ii), (b) graphitized diamond [111] surface


Figure 7.4: (a) Snapshot of the tool-chip contact at time $t=500 \mathrm{ps}$ for case
(iii), (b) graphitized diamond [110] surface
ilar pattern of graphitization to that of [121] surface [Figure 7.4 (b)]. In this case, multiple locking was observed suggesting the preferential path of propagation of graphitization in the $<110>$ over the $<001>$ direction. Lesser dissociation of bonds was observed in comparison with Case (i). Case (iv) shows almost no graphitization, though some localized graphite was observed. This suggests that [100] plane is most resistant to graphitization.


Figure 7.5: Graphitization of diamond along different planes (a)[1 $\overline{2} 1]$, (b)
[111], (c) [110], and (d) [110] (d-diamond, g-graphite, s-side view, t-top view)

Figure 7.5 shows four different planes of diamond which graphitize during the simulations at 1600 K . In the figure, diamond and graphite structures are denoted by "d" and " g ", respectively, and side and top views are denoted by " $s$ " and "t", respectively. For e.g. g-t represents top view of graphite. Bond distance between two atoms (red colored) from the diamond structure and their corresponding distance in graphitic structure are also shown in the figure. The equilibrium bond distance in a diamond structure [4] is $1.54 \AA$ and that in graphite structure [179] is $1.42 \AA$. The bond distances in the graphitic structure formed in the cases of (111) and (110) planes are $1.39 \AA$ and $1.44 \AA$ respectively and are closest to
the equilibrium bond distance of graphite $(1.42 \AA$ ) among all the four planes. These are the planes conducive to graphitization.

A temperature of 1600 K is not sufficiently high to allow diamond to graphitize by itself [11, 97]. This illustrates that the temperature at which diamond is transformed into graphite is lowered in the presence of a metal catalyst, in this case iron. To corroborate this, we conducted a separate simulation wherein diamond alone was heated to 1600 K and no graphitization was observed after 500 ps . This observation is in accordance with the experimental results reported in the literature [10].

At 1000 K , complete graphitization was observed only for [111] and [110] planes. For [12̄1] plane, partial graphitization was observed, and the [100] plane showed no evidence of graphitization. At 800 K , complete graphitization was observed only for [111] plane and no evidence of graphitization was found for [1211], [110], and [100] planes. We can observe anisotropy in diamond along different crystallographic orientation as well as the effect of temperature. At all temperatures, (100) plane is most resistant to graphitization. At low temperature, plane [111] seems to be least resistant to graphitization. The results of graphitization are summarized in Table 7.1.

Table 7.1: Graphitization of different crystallographic orientations of diamond, at different temperatures

| Orientation | $\mathbf{8 0 0} \mathrm{K}$ | $\mathbf{1 0 0 0} \mathrm{K}$ | $\mathbf{1 6 0 0} \mathrm{K}$ |
| :---: | :---: | :---: | :---: |
| $[\mathbf{1 2} \mathbf{1}]$ | No | Partial | Complete |
| $[\mathbf{1 1 1}]$ | Yes | Complete | Complete |
| $[\mathbf{1 1 0}]$ | No | Complete | Complete |
| $[\mathbf{1 0 0}]$ | No | No | Partial |

### 7.3.2 Transformation in iron



Figure 7.6: Step-by-step solid state transformation in iron [100] and diamond [12̄1] surfaces

Another interesting phenomenon observed here was that during the graphitization of di-
amond, iron atoms at the contact junction transform into an intermediate hexagonal structure. This transformation takes place only at the contact surface and does not affect the bulk. Figure 7.6 shows step-by-step solid-state transformations in iron [100] and diamond [12 1$]$ surfaces. The atoms shown were isolated from the bulk. The central atom from BCC iron moves in the $<010>$ direction, simultaneously the corner atoms move in the $<\overline{1} 00>$ directions to accommodate central atom to form a planar structure [Figure 7.6 (b)]. Then the corner iron atoms displace in $<001>$ direction to from the final hexagonal structure [Figure 7.6 (c), (d)]. Net displacement of the corner atoms is in $<011>$ direction. Localized shear is evident from the net displacement of the corner atoms [compare Figure 7.6 (c) and (d)]. Shear may be required to initiate the BCC-to-HCP transformation, as shear tends to stabilize the HCP phase [180].

To verify whether the structural transformation in iron assists graphitization of diamond, separate simulations were conducted for Cases (i) and (ii). In this simulation, iron atoms were not allowed to change their structure. This was achieved by resetting the change in atomic position after the solution of Newtonian equations to zero after each timestep. In other words, no vibrational motion was given to the iron atoms. We observed that there was very little (localized) or no graphitization at all. This is in contrast to the previous results where entire surface is graphitized. This suggests that at high temperatures, structural change in iron plays an important role in the graphitization of diamond.

### 7.4 Ab initio modeling of carbon-iron interaction

We conducted classical trajectory calculations [181, 182] using the Atom Centered Density Matrix Propagation (ADMP) molecular dynamics model [28-30] provided in the Gaussian software [31] on Adamantane $\left(\mathrm{C}_{10} \mathrm{H}_{16}\right)$ and different number of iron atoms to further understand the reactivity between iron and carbon. Such a study may shed some light on the nature of the bonding and intermediate structures formed. Adamantane has


Figure 7.7: Adamantane, (a) initial configuration, (b) after 100 fs
a structure analogus to the unit cell of diamond [183] [See Figure 7.7(a)]. Figure 7.7 (b) shows the adamantane structure after 100 fs . We did not observe any kind of structural deformation over that period. Due to the reactivity between carbon and iron, we should observe some reaction to take place.

Though 100 fs is a very small reaction time, it took $\sim 42 \mathrm{hrs}$ on a 3.2 GHz single processor to complete the calculations on adamantane which consists of 76 electrons. The time for calculations increases dramatically as we increase the number of electrons. For example, in the presence of one iron atom (additional 26 electrons) the time increases to 4434 minutes and in the presence of two iron atoms calculation time jumps to $\sim 42 \mathrm{hrs}$, which is $180 \%$ increase in time. All the DFT calculations were conducted using 6-31G(d) basis set with initial nuclear kinetic energy of 0.10 Hartree. No thermostat was chosen to control nuclear temperature. Time step taken was 0.1 fs .

### 7.4.1 Case I: Adamantane in the presence of single Fe atom

Breakage of $\mathrm{C}-\mathrm{H}$ bonds was observed in the presence of iron atom to release hydrogen $\mathrm{H}_{2}$. The dissociation energy of C-H bond is $413 \mathrm{KJ} / \mathrm{mol}$ and the formation of $\mathrm{H}-\mathrm{H}$ bond


Figure 7.8: Effect of one iron atom on adamantane, (a) 0 fs , (b) 10 fs , (c) 23.5 fs , and (d) 100 fs
$436 \mathrm{KJ} / \mathrm{mol}$. The system thus moves to a more stable state in the presence of iron with the extraction of hydrogen molecule. Moreover, iron atom in not forming any bonds with the hydrogen atoms. Just in the presence of iron atom those carbon atom which lost the bonding with hydrogen, must have formed double bonds with the adjacent carbon atoms to satiate their vaccancies. Also, no noticeable structural change was observed in the carbon arranged in the diamond structure.


Figure 7.9: Effect of two iron atoms on adamantane, (a) 0 fs , (b) 23.5 fs , (c) 53 fs , and (d) 100 fs

### 7.4.2 Case II: Adamantane in the presence of two Fe atoms

In the presence of two iron atoms, a hydrogen molecule is extracted along with a hydrogen atom. Two iron atoms come closer to each other and more structural deformation is observed in the carbon atoms arranged in the diamond structure compared to Case i. This structural deformation is prominent in the Section 7.5 (Results) where more number of iron atoms is present resulting in the complete graphitization of diamond.

### 7.5 Discussion

The transformation in iron from BCC-to-HCP along with graphitization of diamond was observed. The transformation in iron seems to play an important role in the graphitization of diamond. This transformation in iron may be explained by the observations made by other researchers experimentally and theoretically which are discussed as follows.

For carbon atoms, the octahedral site is energetically more favorable than the tetrahedral site [55, 184]. When a large amount of carbon is present around the octahedral sites, extremely high pressure may be generated locally [185]. This may cause the structural transformation of iron from BCC-to-HCP. $\gamma$-Fe (FCC) is less stable than $\varepsilon$-Fe (HCP) at high pressures and temperatures because of the positive $\gamma-\varepsilon$ slope [185-188], which could be the reason why $\alpha$-iron (BCC) converts to $\varepsilon$-Fe (HCP) rather than $\gamma$-Fe (FCC).

Tokumitsu and coworkers [185, 186] reported supersaturation of hexagonal solutions during the mechanical alloying of $\mathrm{Fe}-\mathrm{C}$ powder in an inert (argon) atmosphere by following a path of BCC $\rightarrow$ cementite $\left(\mathrm{Fe}_{3} \mathrm{C}\right) \rightarrow \mathrm{HCP}$. This rate is reported to be faster with higher carbon concentration during the mechanical alloying of elemental powders ( $\mathrm{Fe}_{75} \mathrm{C}_{25}, \mathrm{Fe}_{70} \mathrm{C}_{30}, \mathrm{Fe}_{60} \mathrm{C}_{40}$, and $\mathrm{Fe}_{50} \mathrm{C}_{50}$ ). Similar situation of high carbon concentration (1:1 ratio) and high pressure exist when diamond is in firm contact with iron; hence favoring the transform of BCC iron to HCP structure. In other words, when energy is added to cementite, it is converted into the HCP structure. So, if energy is released by the HCP system, it should revert to cementite structure. At the tool-chip interface, energy is constantly generated during machining. During cooling this energy is released and this may eventually lead to the formation of iron carbide (cementite).

Cementite is unstable at high temperatures and is readily dissociates into iron + graphitic carbon $\left[\mathrm{Fe}_{3} \mathrm{C}\right.$ (cementite) $\rightleftharpoons 3 \mathrm{Fe}+\mathrm{C}$ (graphite) [189]. So, it is highly unlikely that cementite will be observed at the temperatures used in the simulations (note that these tempera-
tures represent the machining condition at the tool-chip contact and cannot be reduced). The formation of cementite from iron and graphite is exothermic $\left(\Delta \mathrm{H}_{\text {form }}=-30 \mathrm{~kJ} /-\right.$ mol) [190], which is in accordance with the observation made by Tokumitsu and coworkers $[185,186]$ that when energy is added, cementite transforms to HCP structure. On the other hand, ambient pressure is favorable for the formation of cementite $\left(\mathrm{Fe}_{3} \mathrm{C}\right)$ [186]. So, it is less likely cementite will form at high pressure generated at the contact of diamond and iron.

Another possibility is that this transformation is energetically favorable. Shibuta and Maruyama [158] observed regularly allocated transition metal embedded in the hexagonal network of carbon atoms. This creates hexagonal structure of transitional metals. They reported that carbon atom prefers to stay at the apex of hexagonal network. It may be noted that the lattice constant for HCP-iron is $2.48 \AA$. The distance between centers of two adjacent graphite atoms comes to $2.88 \AA$. So, if iron atoms find equilibrium positions at the center of graphite, they will form HCP structure with the dimension $\mathrm{a}=2.88$ Å.

Another perspective is the ease of formation of cementite structure from a hexagonal network [191]. Iron atoms need to accommodate carbon atoms in the ratio of 3:1. The pleated layer of iron atoms in the cementite structure can be deduced from hexagonal structure $\left(\mathrm{A}_{3}\right)$ of iron, with $\mathrm{a}=2.522 \AA$, and can be defined by a single parameter, the fold-angle at the (1120) mirror planes. This proposed dimension of HCP iron earlier by Fasiska and Jeffery [191] is very close to the dimension observed in the simulations ( $a=2.88 \AA$ ).

### 7.6 Conclusions

In this chapter, we report an intermediate path of transformation that takes place prior to the formation of carbide and subsequent cause of wear of diamond in the machining/grinding of iron. High temperature and intimate contact between diamond and iron not only transform diamond into graphite but also transform iron into hexagonal structure. This
is because high pressure is generated due to presence of ample amount of carbon around the octahedral sites of iron. This causes iron (BCC) to transform into hexagonal phase. This transformation provides a path that is favorable energetically and geometrically for chemical reaction of carbon with iron to form iron carbide $\left(\mathrm{Fe}_{3} \mathrm{C}\right)$.

Diamond graphitizes in the presence of iron. Plane (100) is most resistant to graphitization, and plane (111) graphitizes at all elevated temperatures. The temperature at which diamond graphitizes is lowered in the presence of iron. Anisotropy was observed in the graphitization.

Hexagonal iron was observed at the interface between of iron and diamond. The transformation of BCC iron to HCP iron plays an important role in the graphitization of diamond. This path is favorable energetically and geometrically for the subsequent diffusion of carbon into iron, or actually formation of chemical reaction to form iron carbide ( $\mathrm{Fe}_{3} \mathrm{C}$ ).

## CHAPTER 8

# PARAMETERIZATION OF ANALYTICAL FORMS WITH NEURAL NETWORK 

### 8.1 Introduction

Paul et al. [22] reported that oxygen enhances the rate of graphitization of diamond in the machining of iron. In order to understand the effect of oxygen on the wear of diamond, it was necessary to develop potentials that accurately define O-O interactions. Usually empirical potential surfaces are employed for the force fields that represent the system under investigation. In most cases, the functional forms present in these potentials are selected on the basis of chemical and physical intuitions. The parameters of the potential surface are frequently adjusted to fit a very small set of experimental data that comprise of bond energies, equilibrium bond distances and angles, fundamental vibrational frequencies, and measured barrier heights to the reactions of interest. Such potentials generally yield only qualitative or semi-quantitative descriptions of the system dynamics.

One such widely used functional form is the Tersoff potential [38]. This potential represents the interaction terms in diamond/graphite, silicon, and germanium reasonably well. Recently, this potential has been extended to represent various elements other than tetrahedral elements, such as nitrogen [46], boron nitride [192], and silicon dioxide [193]. Due to this, the choice of Tersoff potential becomes obvious to represent the bond interac-
tions between O-O. Moreover, Tersoff potential can be improved by making the parameters parametrized functions of the coordinates defining the instantaneous positions of the atoms of the system. In this chapter, we impliment this approach on $\mathrm{Si}_{5}$ and $\mathrm{O}_{2}+\mathrm{O} \rightleftharpoons \mathrm{O}_{3}$ system. The following method has been jointly developed with my colleague Mr. Milind Malshe, who will also report these findings in his dissertation. These results have been jointly published in the J. Chem. Phys. ${ }^{\ddagger}$

### 8.2 General method

We assume that there exists an appropriate parameterized empirical potential function $\mathrm{V}\left(\mathrm{q}_{i} ; A, B, C, \ldots\right)$ where the $\mathrm{q}_{i}$ are the coordinates specifying the configuration of the system, and A, B, C,$\ldots$ are the adjustable parameters contained within the empirical function. The problem is to obtain the best fit possible to the database by adjustment of the parameters, where some of the parameters may be functions of $\mathrm{q}_{i}$.

We first partition the parameter set into two parts; those that are to be regarded as functions of $\mathrm{q}_{i}$ and those whose values are independent of $\mathrm{q}_{i}$. Let $\vec{A}\left(\mathrm{q}_{i}\right)$ be a column vector containing $\mathrm{M}_{1}$ parameters functionally dependent upon $\mathrm{q}_{i}$, where $\mathrm{A}_{n}\left(\mathrm{q}_{i}\right),\left(\mathrm{n}=1,2, \ldots, \mathrm{M}_{1}\right)$ are the elements of $\vec{A}\left(\mathrm{q}_{i}\right)$. The remaining $\mathrm{M}_{2}$ parameters, $\mathrm{B}_{j}\left(\mathrm{j}=1,2, \ldots, \mathrm{M}_{2}\right)$ are independent of $\mathrm{q}_{i}$. They form a column vector $\vec{B}$. The objective is to adjust the functional dependence of the parameters in $\vec{A}$ upon the $\mathrm{q}_{i}$ and the parameters in $\vec{B}$ so as to minimize the difference between the potential given by $\mathrm{V}\left(\mathrm{q}_{i}, \mathrm{~A}, \mathrm{~B}\right)$ and the target values for the potential.

Figure 8.1 shows a flow diagram of the overall NN method for the adjustment of the parameters of $\mathrm{V}\left(\mathrm{q}_{i}, \vec{A}, \vec{B}\right)$. The input vector, $\overrightarrow{P_{k}}$ of the NN comprises of a set of $\mathrm{q}_{i}$ that specify the $\mathrm{k}^{\text {th }}$ configuration of the system. Typically, the elements of $\overrightarrow{P_{k}}$ are interatomic distances,
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Figure 8.1: Flow diagram for the operation of the NN procedure for empirical parameter adjustment to a database. Q is the number of points in the database [194]
bond angles, and dihedral angles. The elements of $\overrightarrow{P_{k}}$ are combined with the weight and bias matrices of the network, $\vec{W}$, and $\vec{B}$, respectively, to produce the corresponding elements of $\overrightarrow{A_{k}}$. These results are then used along with the current values of the elements of $\vec{B}$ to compute $\mathrm{V}\left(\overrightarrow{P_{k}}, \overrightarrow{A_{k}}, \vec{B}\right)$. This potential is combined with the target potential, $\mathrm{V}_{T, k}$, for the $\mathrm{k}^{t h}$ configuration, which is generally obtained from ab initio calculations at some level of accuracy to compute the interpolation error $\vec{e}_{k}$ for the $\mathrm{k}^{t h}$ input vector $\overrightarrow{P_{k}}$ :

$$
\begin{equation*}
e_{k}=V_{T, k}-V\left(\overrightarrow{P_{k}}, \overrightarrow{A_{k}}, \vec{B}\right) \tag{8.1}
\end{equation*}
$$

As indicated in Loop 1 of Figure 8.1, this procedure is repeated for each of the Q
configurations present in the database. In the general case, the NN for a system containing n atoms will usually be a two-layer network comprising of one hidden layer and an output layer along with the input vector. The input vector will have at least (3n-6) elements to specify the system configuration. However, in some cases, it may be convenient to over specify the configuration. For example, a common choice is the ensemble of interatomic distances or inverse distances. If this choice is made, the input vector will contain $n *(n-$ 1)/2 elements. The number of neurons in the hidden layer, K , is arbitrary. The optimum value is generally determined by empirical investigation to find the minimum value of K required to achieve sufficient interpolation accuracy. The output layer contains $M_{1}$ neurons that produce the $\mathrm{M}_{1}$ required values of the elements in $\mathrm{A}_{k}$.

In the next step, the Levenberg-Marquardt algorithm [195] is employed to update the elements of $\vec{B}$ and the weight and bias matrices of the NN so as to minimize the error. This procedure requires computation of the Jacobian matrix which consists of partial derivatives of the error $\left(\vec{e}_{k}\right)$ with respect to the parameters of the potential. Since the parameters in $\vec{A}_{k}$ are treated differently than the parameters in $\vec{B}$, we split the computation of the Jacobian matrix into two parts. We first compute $\mathrm{J}_{1}$, which comprises the partial derivatives of $\vec{e}_{k}(\mathrm{k}=$ $1,2,3, \ldots, \mathrm{Q})$ with respect to the weights and biases of the NN that determine the elements of $\vec{A}_{k}$. In the second step, we calculate the derivatives of $\vec{e}_{k}(\mathrm{k}=1,2,3, \ldots, \mathrm{Q})$ with respect to the elements of B to obtain $\mathrm{J}_{2}$. The total Jacobian, J , is a $\mathrm{Q} \times\left(N+M_{2}\right)$ matrix, where N is the total number of elements in $\vec{W}$ and $\vec{b}$. J is obtained from concatenation of $\mathrm{J}_{1}$ and $\mathrm{J}_{2}$. This overall procedure is illustrated diagramatically in Loop 2 of Figure 8.1.

After the execution of one epoch of optimization using the Levenberg-Marquardt procedure, the updated weights and biases along with the updated B matrix are returned to Loop 1 for execution of the next cycle of optimization. The iterative procedure is continued until convergence is attained using either an early-stopping procedure with a validation set or some other suitable method.

In order to avoid being trapped in the local minima of the multi-dimensional parameter hyperspace and to average out statistical errors present in the fitting, the NN procedure is repeated several times using different initial guesses for $\vec{W}, \vec{b}$, and $\vec{B}$ and a different partitioning of the database into training, testing, and validation sets to generate a committee of networks. The final predicted value for the potential can be taken as the average of the committee of networks or as the result from the single NN producing the best fit can be used.

### 8.3 Fitting of Tersoff functional form

For an arbitrary system, the Tersoff function E is given by equation 8.2.

$$
\begin{equation*}
\sum_{i} E_{i}=\frac{1}{2} \sum_{i \neq j} V_{i j}, \tag{8.2}
\end{equation*}
$$

where, $V_{i j}$ is the interaction between atom $i$ and $j$ which is given by:

$$
\begin{equation*}
V_{i j}=f_{c}\left(r_{i j}\right)\left[f_{R}\left(r_{i j}\right)+b_{i j} f_{A}\left(r_{i j}\right)\right], \tag{8.3}
\end{equation*}
$$

$f_{c}$ is the cutoff function, $f_{R}$ and $f_{A}$ are repulsive and attractive parts of the potential, respectively, and are given by:

$$
\begin{gather*}
f_{R}\left(r_{i j}\right)=C_{i j} \exp \left(-\lambda_{i j} r_{i j}\right),  \tag{8.4}\\
f_{A}\left(r_{i j}\right)=-D_{i j} \exp \left(-\mu_{i j} r_{i j}\right),  \tag{8.5}\\
\begin{array}{lr}
1, & r_{i j}<R_{i j} \\
\frac{1}{2}+\frac{1}{2} \cos \left[\pi \frac{\left(r_{i j}-R_{i j}\right)}{\left(S_{i j}-R_{i j}\right)}\right], & R_{i j}<r_{i j}<S_{i j} \\
0, & r i j>S_{i j}
\end{array} \tag{8.6}
\end{gather*}
$$

$b_{i j}$ is a three-body interaction which is given by:

$$
\begin{equation*}
b_{i j}=\chi_{i j}\left(1+\beta_{i}^{n_{i}} \xi_{i}^{n_{i}}\right)^{-\frac{1}{2 n_{i}}} \tag{8.7}
\end{equation*}
$$

where,

$$
\begin{equation*}
\xi_{i}=\sum_{k \neq i, j} f_{c}\left(r_{i k}\right) \omega_{i k} g\left(\theta_{i j k}\right) \tag{8.8}
\end{equation*}
$$

and

$$
\begin{equation*}
g\left(\theta_{i j k}\right)=1+\frac{c_{i}^{2}}{d_{i}^{2}}-\frac{c_{i}^{2}}{\left[d_{i}^{2}+\left(h_{i}-\cos \theta_{i j k}\right)^{2}\right]}, \tag{8.9}
\end{equation*}
$$

The cut off function, $f_{c}\left(r_{i j}\right)$, is given by Eq (8.6). Its use produces a potential E that is continuous with continuous first derivatives. However, the second derivatives are discontinuous at the cutoff points, $\mathrm{R}_{i j}$ and $\mathrm{S}_{i j}$.

Physical considerations and preliminary calculations suggest that C and D parameters in the two-body terms should be strongly dependent upon the $\mathrm{Si}_{5}$ configuration. These multiplicative parameters play a key role in determining the $\mathrm{Si}-\mathrm{Si}$ bond strength, which is very different in $\mathrm{Si}_{3}$ than is the case for $\mathrm{Si}_{2}$. Therefore, we place C and D in matrix $\vec{A}_{k}$ that contains the parameters whose values are to be functions of the configuration of the system. The $\vec{B}$ matrix comprises the remaining nine parameters. With these assignments, $\vec{A}_{k}$ becomes a $(2 \times 1)$ column vector while $\vec{B}$ is a $(7 \times 1)$ vector.

We have adopted a simple (1-2) NN shown in Figure 8.2 to compute $\mathrm{C}_{i j}$ and $\mathrm{D}_{i j}$. When the $\vec{P}_{k}$ are presented to the network in Loop 1 of Figure 8.2, each of the three elements of $\vec{P}_{k}$ are input into the NN, one at a time, to produce the corresponding values of C and D for that particular element. This simple choice for the NN makes the values of the two-body C and D parameters linear functions of the corresponding interparticle distance:

$$
\begin{align*}
& C_{i j}=W_{1} r_{i j}+b_{1}  \tag{8.10}\\
& D_{i j}=W_{2} r_{i j}+b_{2} \tag{8.11}
\end{align*}
$$

where $C_{i j}$ and $D_{i j}$ are the parameters that are associated with the two-body, Tersoff term whose input elements are $r_{i j}$. After computation of the error vector $\vec{e}$ whose elements are the errors for all Q configurations in the database, control is transferred to Loop 2 in Figure 8.2 for the execution of one training epoch using the Levenberg-Marquardt algorithm [195]. The required $\mathrm{J}_{1}$ matrix has dimensions $\mathrm{Q} \times\left(\mathrm{N}+\mathrm{M}_{2}\right)$, where N is the number of weights and biases in the NN . For the present illustrative example, $\mathrm{N}=4$ and $\mathrm{M}_{2}=7$. The elements


Figure 8.2: Flow diagram showing the procedure for the operation of the NN for empirical parameter adjustment to a database for a Tersoff potential with C and D treated as functions of the 2-body interparticle distances. Q is the number of points in the database [194]
of $\mathrm{J}_{1}$ are the derivatives of the errors with respect to the weights and biases of the NN. Therefore, the $\mathrm{J}_{1}$ matrix is given by Eq (8.12)

$$
J_{1}=\left[\begin{array}{cccccccc}
\partial e_{1} / \partial W_{1} & \partial e_{1} / \partial W_{2} & \partial e_{1} / \partial b_{1} & \partial e_{1} / \partial b_{2} & 0 & 0 & \ldots & 0  \tag{8.12}\\
\partial e_{2} / \partial W_{1} & \partial e_{2} / \partial W_{2} & \partial e_{2} / \partial b_{1} & \partial e_{2} / \partial b_{2} & 0 & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & 0 & 0 & \ldots & 0 \\
\partial e_{Q} / \partial W_{1} & \partial e_{Q} / \partial W_{2} & \partial e_{Q} / \partial b_{1} & \partial e_{Q} / \partial b_{2} & 0 & 0 & \ldots & 0
\end{array}\right]_{Q \times 11}
$$

The elements of $\mathrm{J}_{1}$ are most conveniently computed using the standard chain rule. That is

$$
\begin{align*}
& \frac{\partial e_{J}}{\partial W_{1}}=\frac{\partial\left(V_{T, J}-V_{J}\right)}{\partial W_{1}}=-\sum_{i}^{9} \sum_{j>i}^{10} \frac{\partial e_{J}}{\partial C_{i j}} \frac{\partial C_{i j}}{\partial W_{1}}  \tag{8.13}\\
& \frac{\partial e_{J}}{\partial W_{2}}=\frac{\partial\left(V_{T, J}-V_{J}\right)}{\partial W_{2}}=-\sum_{i}^{9} \sum_{j>i}^{10} \frac{\partial e_{J}}{\partial D_{i j}} \frac{\partial D_{i j}}{\partial W_{2}}, \tag{8.14}
\end{align*}
$$

with analogous expressions for the derivatives of $e_{k}$ with respect to $\mathrm{b}_{1}$ and $\mathrm{b}_{2}$. The $\mathrm{J}_{2}$ Jacobian is the matrix of derivatives of the errors with respect to the potential parameters contained in vector $B$. $\mathrm{J}_{2}$ is given by Eq (8.15):

$$
J_{2}=\left[\begin{array}{cccccccc}
0 & \ldots & \partial e_{1} / \partial \lambda & \partial e_{1} / \partial \mu & \partial e_{1} / \partial n & \partial e_{1} / \partial c & \partial e_{1} / \partial d & \partial e_{1} / \partial h  \tag{8.15}\\
0 & \ldots & \partial e_{2} / \partial \lambda & \partial e_{2} / \partial \mu & \partial e_{2} / \partial n & \partial e_{2} / \partial c & \partial e_{2} / \partial d & \partial e_{2} / \partial h \\
\vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & \ldots & \partial e_{Q} / \partial \lambda & \partial e_{Q} / \partial \mu & \partial e_{Q} / \partial n & \partial e_{Q} / \partial c & \partial e_{Q} / \partial d & \partial e_{Q} / \partial h
\end{array}\right]_{Q \times 11}
$$

The gradients of the Tersoff potential with respect to the parameters contained in the B vector are given by Equations (8.16) to (8.22).

$$
\begin{align*}
& \frac{\partial V_{i j}}{\partial \lambda_{i j}}=-r_{i j} f_{C}\left(r_{i j}\right) f_{R}\left(r_{i j}\right),  \tag{8.16}\\
& \frac{\partial V_{i j}}{\partial \mu_{i j}}=-r_{i j} b_{i j} f_{C}\left(r_{i j}\right) f_{A}\left(r_{i j}\right),  \tag{8.17}\\
& \frac{\partial V_{i j}}{\partial \beta_{i}}=-\frac{1}{2} b_{i j} f_{C}\left(r_{i j}\right) f_{A}\left(r_{i j}\right)\left[\frac{\xi_{i j}^{n_{i}} \beta_{i}^{n_{i}-1}}{\left(1+\xi_{i j}^{n_{i}} \beta_{i}^{n_{i}}\right)}\right],  \tag{8.18}\\
& \frac{\partial V_{i j}}{\partial n_{i}}=\frac{1}{2} b_{i j} f_{C}\left(r_{i j}\right) f_{A}\left(r_{i j}\right)\left[\frac{\ln \left(1+\xi_{i j}^{n_{i}} \beta_{i}^{n_{i}}\right)}{n_{i}^{2}}-\frac{\xi_{i j}^{n_{i}} \beta_{i}^{n_{i}}\left(\ln \xi_{i j}+\ln \beta_{i}\right)}{n_{i}\left(1+\xi_{i j}^{n_{i}} \beta_{i}^{n_{i}}\right)}\right], \tag{8.19}
\end{align*}
$$

$$
\begin{align*}
& \frac{\partial V_{i j}}{\partial c_{i}}=-b_{i j} f_{C}\left(r_{i j}\right) f_{A}\left(r_{i j}\right) \frac{\xi_{i j}^{n_{i}-1} \beta_{i}^{n_{i}}}{\left(1+\xi_{i j}^{n_{i}-1}\right)} \\
& \times\left[\sum_{k(\neq i, j}\left(\frac{c_{i}}{d_{i}^{2}}-\frac{c_{i}}{\left(1+d_{i}^{2}+\left(h_{i}-\cos \theta_{i j k}\right)^{2}\right)}\right) \omega_{i k} f_{c}\left(r_{i k}\right)\right]  \tag{8.20}\\
& \frac{\partial V_{i j}}{\partial d_{i}}=-b_{i j} f_{C}\left(r_{i j}\right) f_{A}\left(r_{i j}\right) \frac{\xi_{i j}^{n_{i}-1} \beta_{i}^{n_{i}}}{\left(1+\xi_{i j}^{n_{i}-1}\right)}  \tag{8.21}\\
& \times\left[\sum_{k(\neq i, j}\left(-\frac{c_{i}^{2}}{d_{i}^{3}}-\frac{c_{i}^{2} d_{i}}{\left(1+d_{i}^{2}+\left(h_{i}-\cos \theta_{i j k}\right)^{2}\right)}\right) \omega_{i k} f_{c}\left(r_{i k}\right)\right] \\
& \frac{\partial V_{i j}}{\partial h_{i}}=-b_{i j} f_{C}\left(r_{i j}\right) f_{A}\left(r_{i j}\right) \frac{\xi_{i j}^{n_{i}-1} \beta_{i}^{n_{i}}}{\left(1+\xi_{i j}^{n_{i}-1}\right)}  \tag{8.22}\\
& \times\left[\sum_{k(\neq i, j}\left(-\frac{c_{i}^{2} d_{i}\left(h_{i}-\cos \theta_{i j k}\right)}{\left(1+d_{i}^{2}+\left(h_{i}-\cos \theta_{i j k}\right)^{2}\right)}\right) \omega_{i k} f_{c}\left(r_{i k}\right)\right]
\end{align*}
$$

### 8.3.1 $\quad \mathrm{Si}_{5}$ database

For a general system, the Tersoff parameters differ for each unique bonding pair. In the present case, all pairs correspond to $\mathrm{Si}-\mathrm{Si}$ bonds. Consequently, the $i-j$ subscripts on the potential parameters can be dropped. This simplification leaves a total of 12 parameters, C, $\mathrm{D}, \lambda, \mu, \mathrm{R}, \mathrm{S}, \beta, \mathrm{n}, \omega, \mathrm{c}, \mathrm{d}$, and h . In this illustration, we elected to set the value of $\omega$ to unity and those for R and S to $2.850 \AA$ and $3.000 \AA$, respectively. This decision leaves nine parameters to be adjusted to the $a b$ initio $\mathrm{Si}_{5}$ database.

The values of the elements of A and B obtained after about 800 training epochs using the Levenberg-Marquardt algorithm for three particular initial choices for the parameters are given in Table 8.1. A more quantitative measure of the fitting accuracy may be obtained from the computed rms error at each of the 10,202 points in the database. The best result we obtained using three different initial estimates of the fitting parameters is an rms error of $0.0148 \mathrm{eV}\left(1.43 \mathrm{~kJ} \mathrm{~mol}^{-1}\right)$ for solution-1 in Table 8.1. The other two solutions (Solutions 2 and 3 in Table 8.1) both yield an rms error higher by 0.0005 eV . Before optimization, using
the flow diagram shown in Figure 8.2, the rms error using the initial guess for Solution1 was 14.083 eV . This large fitting error is reduced to by a factor of 951.6 in about 800 iterations (epochs) of the loop shown in Figure 8.2. These iterations required about 80 hours of CPU time on a single processor with a 2.6 GHz clock speed.

Table 8.1: Parameters for the modified Tersoff potential with parameters $C$ and D treated as linear functions of the two-body interatomic distance [194]

| Parameter | Solution I | Solution II | Solution III |
| :--- | :--- | :--- | :--- |
| $W_{1}(\mathrm{eV} / \AA)$ | 0.0000 | -243.721813 | -243.77000676 |
| $W_{2}(\mathrm{eV} / \AA)$ | -0.0014 | 0.135643281 | -0.472394167 |
| $b_{1}(\mathrm{eV})$ | 713.4128 | 398.4742375 | 398.5871931 |
| $b_{2}(\mathrm{eV})$ | 410.1866 | -0.892099763 | -0.727862883 |
| $\lambda\left(\AA^{-1}\right)$ | 2.0815 | 1.637737984 | 1.637775465 |
| $\mu\left(\AA^{-1}\right)$ | 1.3273 | 1.637755192 | 2.023039578 |
| $\beta$ | 0.3077 | 0.001906998 | 0.001906998 |
| $n$ | 0.0098 | 0.009909063 | 0.009909061 |
| $c$ | 1068.6001 | 10686.00999 | 10686.00999 |
| $d$ | 18.5451 | 18.553194 | 18.553194 |
| $h$ | -1.2943 | 0.294251 | 0.294251 |
| rms error $(\mathrm{eV})$ | 0.0148 | 0.0153 | 0.0153 |

The distribution of errors at the 10,202 points in the database is shown as a histogram in Figure 8.3. As can be seen, the large majority of errors lie between -0.02 eV and +0.02 eV . Solution-1 in Table 8.1 is close to the best fit possible using a Tersoff potential form [38] for the $\mathrm{Si}_{5}$ system where C and D are assumed to be linear functions of the Si-Si distance involved in the two-body term.


Figure 8.3: Distribution of errors for Solution-1 in Table 8.1. Total number of points in the database is 10,202 . The rms error for the distribution is 0.0148 eV $\left(1.43 \mathrm{~kJ} \mathrm{~mol}^{-1}\right)$ [194]

If more of the parameters were made simultaneous functions of all the elements of $\vec{P}_{k}$ with a more elaborate NN employed to adjust the weights and biases, the results would be substantially improved. However, even the present simple treatment yields fitting accuracy comparable to or better than most previously reported generalized fitting methods.

### 8.3.2 $\mathrm{O}_{2}+\mathbf{O} \rightleftharpoons \mathrm{O}_{3}$ database

This method is extended to fit a database that is the lowest of the singlet and pentet $\mathrm{O}_{3}$ energies obtained from electronic structure calculations for a large ensemble of $\mathrm{O}_{3}$ configurations that sample the configuration space important in dissociation dynamics. Since only three internal coordinates are required to specify the $\mathrm{O}_{3}$ configuration, it is possible to use a simple grid technique to sample the entire configuration space.

We employ the two O-O interatomic distances and the included angle in the grid sampling. The nodes of the grid are defined by varying each O-O distance from $1.0 \AA$ to $2.9 \AA$
in increments of $0.10 \AA$ while the angle spans the range from $100^{\circ}$ to $132^{\circ}$ in increments of $1.6^{\circ}$. This yields a total of 8,000 nodes.

Electronic structure calculations [31] using unrestricted, fourth-order Möller-Plesset perturbation theory [196] with singlet, doublet, and quartet excitations [UMP4 (SDQ)] and a $6-31 \mathrm{G}^{* *}$ basis set were executed on the $\mathrm{O}_{3}$ configuration present at each of the 8,000 nodes. In each case, the singlet, triplet, and pentet energies were computed. For convenience of interpretation, the resulting energies were converted to eV relative to the energy of three separated, ground-state oxygen atoms.

The final $a b$ initio target database was obtained by selecting the lowest of the three energies at each $\mathrm{O}_{3}$ configuration. Except in a small region of configuration space corresponding to a variation of less than $0.2 \AA$ in the O-O separation, the lowest $\mathrm{O}_{3}$ energy is either singlet or pentet. Consequently, for purposes of this fitting study, we have not included in the database those points at which the triplet is at the lowest energy state. Some of the points on the grid lie outside the cutoff range for the Tersoff potential. Since those points will have no effect on the fitting process, they were not included in the final database. Occasionally, the $\mathrm{UMP}_{4}$ (SDQ) calculations failed to converge or exhibited a discontinuity. These results were also not included in the final database. These procedures produced a final database comprising of the lowest energy at $4,102 \mathrm{O}_{3}$ configurations.

We have also executed $\mathrm{UMP}_{4}$ (SDQ) calculations on $\mathrm{O}_{2}$ with a $6-31 \mathrm{G}^{* *}$ basis set. The O-O distance was varied from $1.0 \AA$ to $3.9 \AA$ in increments of $0.10 \AA$. In its electronic ground state, $\mathrm{O}_{2}$ is triplet. As the molecule dissociates to $\mathrm{O}+\mathrm{O}$, the multiplicity changes to pentet. The $\mathrm{UMP}_{4}$ calculations indicate the triplet and pentet surfaces cross at an $\mathrm{O}-\mathrm{O}$ separation of about $2.15 \AA$ (Figure 8.4), which corresponds to an O-O bond extension of about $0.9 \AA$ beyond equilibrium. We have assumed that this crossing point corresponds to the transition from $\mathrm{O}_{2}$ to $\mathrm{O}+\mathrm{O}$ and have used this to obtain our initial guess for the R and S parameters of the Tersoff potential.


Figure 8.4: Parameters for the modified Tersoff potential with parameters C and D treated as linear functions of the two-body interatomic distance for $\mathrm{O}_{3}$ database

The values of the elements of C and D obtained after a total of 10,000 training epochs using the Levenberg-Marquardt algorithm for one particular initial choice for the parameters are given in Table 8.2. Figure 8.5 (a) shows the potential contours resulting from the $a b$ initio calculations as a function of $\mathrm{r}_{12}$ and $\mathrm{r}_{13}$, where oxygen atom 1 is the apex atom in $\mathrm{O}_{3}$, at a fixed O-O-O angle of $117.6^{\circ}$. Figure 8.5 (b) is the corresponding result from the fitted Tersoff potential. The essential features of the surface are correctly represented by the empirical potential.

A more quantitative measure of the fitting accuracy may be obtained from the computed rms error at each of the 4,102 points in the database. The best result we obtained using different initial estimates of the fitting parameters is 0.2385 eV . Therefore, this represents the best fit possible using a Tersoff potential form for the $\mathrm{O}_{3}$ system where C and D are assumed to be linear functions of the $\mathrm{O}-\mathrm{O}$ distance involved in the two-body term. If more
of the parameters were made simultaneous functions of all the elements of $\vec{P}_{k}$ with a more elaborate NN employed to adjust the weights and biases, the results could probably be substantially improved.

Table 8.2: Parameters for the modified Tersoff potential with parameters $C$ and D treated as linear functions of the two-body interatomic distance for $\mathrm{O}_{2}+\mathrm{O}$
$\rightleftharpoons \mathrm{O}_{3}$ database

| Parameter | Solution |
| :--- | :--- |
| $W_{1}(\mathrm{eV} / \AA)$ | -8.8021 |
| $W_{2}(\mathrm{eV} / \AA)$ | 927.6048 |
| $b_{1}(\mathrm{eV})$ | 27.9028 |
| $b_{2}(\mathrm{eV})$ | -692.4939 |
| $\lambda\left(\AA^{-1}\right)$ | 0.0979374 |
| $\mu\left(\AA^{-1}\right)$ | 2.5635396 |
| $\beta$ | $1.15855 \times 10^{-6}$ |
| $n$ | 17.1142 |
| $c$ | 100002.1609 |
| $d$ | 32.8627 |
| $h$ | 13.1919 |
| rms error $(\mathrm{eV})$ | 0.2385 |

### 8.4 Dissociation dynamics of Ozone

We have carried out MD calculations of $\mathrm{O}_{3}$ dissociation rates to $\mathrm{O}_{2}+\mathrm{O}$ on the fitted Tersoff potential. Decay curves at four different internal energies between 2.12 eV and 2.50 eV were computed. In each case, the internal energy was microcanonically distributed over the three vibrational modes of the molecule and 1000 MD trajectories were computed with


Figure 8.5: $\mathrm{O}_{3}$ contour maps at an O-O-O angle of $117.6^{\circ}$, (a) ab initio data (b) fitted Tersoff potential
each trajectory being followed for 10 ps. Figure 8.6 shows a typical decay curve at an $\mathrm{O}_{3}$ internal energy of 2.3695 eV . The line is a least-square fit to the trajectory data. As can be seen, the dissociation shows excellent first-order behavior, as expected. The dissociation rate coefficients are given by the negative slopes of the least-squares lines.

In a classical calculation, such as the MD methods, Rice, Ramsperger, and Kassel (RRK) theory [197] assumes that the dissociation rate of a molecule with internal energy $E$ is proportional to the number of ways that the energy $E$ can be distributed among the $m$ internal vibrational modes of the molecule. This is subject to the constraint that the critical dissociation coordinate contains at least the minimum energy required for dissociation, $\mathrm{E}^{*}$. If all the internal vibrational modes freely exchange energy at a rate that is fast relative to the dissociation rate, then the dissociation rate coefficient at energy $\mathrm{E}, \mathrm{k}(\mathrm{E})$, is given by:

$$
\begin{equation*}
k(E)=v\left[\frac{E-E *}{E}\right]^{m-1} \tag{8.23}
\end{equation*}
$$

where $v$ is constant and m is the number of vibrational modes present, $3 \mathrm{n}-6$. If energy transfer between some vibrational modes is restricted or hindered, $m$ will generally be


Figure 8.6: A typical decay curve at an $\mathrm{O}_{3}$ internal energy of 2.3695 eV . The line is a least-square fit to the trajectory data. The slope of the line yields a dissociation rate coefficient of $0.675 \mathrm{ps}^{-1}$
found to be less than $3 n-6$.

Figure 8.7 shows such an RRK plot. We have assumed that $\mathrm{E}^{*}$ is given by the barrier to $\mathrm{O}_{3}$ dissociation on the fitted Tersoff potential. This barrier is 2.0312 eV . The linearity of the result is reasonably good. The slope of the least-squares line is 1.948 so that $\mathrm{m}=$ 2.948 , which is very close to the theoretical value of 3 expected when all modes exchange energy rapidly and freely. When the molecule is a simple three-atom system, such as $\mathrm{O}_{3}$, the vibrational modes are usually observed to exchange energy rapidly. The present result confirms that this is the case for $\mathrm{O}_{3}$.

### 8.5 Conclusions

A generalized method that permits the parameters of an arbitrary empirical potential to be efficiently and accurately fitted to a database has been presented. The method permits


Figure 8.7: RRK plot for $\mathrm{O}_{3}$ decomposition $\left(\mathrm{O}_{3} \rightleftharpoons \mathrm{O}_{2}+\mathrm{O}\right), \mathrm{E}^{*}=2.0312 \mathrm{eV}$, the slope of least-squares line suggests that all the $\mathrm{O}_{3}$ vibrational modes are exchanging energy rapidly relative to the unimolecular dissociation rate
the values of an arbitrary subset of the potential parameters to be considered as general functions of the internal coordinates that define the instantaneous configuration of the system. The parameters in this subset are computed by a generalized NN with an input vector containing at least $3 n-6$ elements, where $n$ is the number of atoms in the system. Therefore, the method minimizes the fitting error not only with respect to the values of the constant parameters but also with respect to the functional form of the dependence of this subset of parameters upon the configuration of the system being fitted. This is the case since Hornik et al. [198] have shown that two-layer NNs with sigmoid transfer functions in the first hidden layer and linear functions in the output layer are universal approximators for analytic functions. Whatever the optimum functional forms are for the dependence of the parameters upon the system configuration, the NN will find them.

The Levenberg-Marquardt algorithm is employed to efficiently effect the optimization
of the weights and biases of the NN as well as all other potential parameters being treated as constants rather than as functions of the input coordinates. In order to effect this minimization, the usual Jacobian employed in NN operations is modified to include the Jacobian of the computed errors with respect to the parameters of the potential function. The total Jacobian employed in each epoch of minimization is the concatenation of the two Jacobians.

About 800 training epochs are required to converge the NN to the $\mathrm{Si}_{5}$ database. The rms fitting error averaged over all 10,202 points in the database is found to vary from 0.0148 eV to 0.0153 eV depending upon the initial guesses made for the parameters. This favorable result is achieved because the Tersoff potential is well-suited for fitting the $\mathrm{Si}_{5}$ database. In cases where the empirical surface is not well-judged, fitting accuracy will be reduced. The present method cannot convert a poorly devised empirical surface into a good one. It can, however, determine something close to the best possible fit even in cases with some or all of the parameters that are made complex functions of the configuration of the system.

An illustration of the above point is seen when the same Tersoff potential described in Section 8.3 is fitted to a database that samples configuration points on the potential surface for the non-adiabatic reaction $\mathrm{O}_{3} \rightleftharpoons \mathrm{O}_{2}+\mathrm{O}$, where both reactants and products are in their electronic ground states. When the database comprises the lower of the singlet and pentet energies resulting from ab initio $\mathrm{UMP}_{4}(\mathrm{SDQ})$ calculations with a $6-31 \mathrm{G}^{* *}$ basis set at 4,102 configuration points for this reaction, the rms error for the best fit of a Tersoff potential is 0.2385 eV . The fitting method locates something close to the best fit, but the functional form assumed for the fitting potential precludes a more accurate fit.

The power of the present method derives from three considerations-

First, it obviates the problem of selecting the form of the functional dependence of the parameters upon the system's coordinates by employing a neural network. If this network contains a sufficient number of neurons, it will automatically find something close to the
best functional form.

Second, the entire fitting procedure is automated so that excellent fits are obtained rapidly with a minimum of human effort.

Third, the neural network method provides a procedure to avoid local minima in the multi-dimensional parameter hyperspace. The $\mathrm{Si}_{5}$ and $\mathrm{O}_{3} \rightleftharpoons \mathrm{O}_{2}+\mathrm{O}$ systems are just a simple illustration of the technique. The real advantages will be realized when the method is applied to much more demanding systems.

## CHAPTER 9

# DEVELOPMENT OF GENERALIZED POTENTIAL ENERGY SURFACE (GPES) 

### 9.1 Introduction

Molecular dynamics (MD) simulations have been playing an increasingly important role in the fundamental understanding of the material response at the atomistic level that is difficult to obtain from experiments. One such example is wear of diamond in the machining of iron. The mechanism behind this wear is graphitization of diamond in the presence of iron under the conditions of cutting(Chapter 5). This mechanism operates in the time frame of pico to nano seconds which is difficult to capture with the currently existing experimental techniques.

Central to the atomistic simulations is the interatomic potential, the accuracy of which determines the quality of the results and the complexity determines the computational load. A wide range of interaction potentials have been developed from pair-wise potentials [36, 37], embedded atom method (EAM) potential [43, 44] modified embedded atom method (MEAM) for metals [45] to potentials based on the bond order formalization for covalent bonded systems (e.g. Brenner [42] and Tersoff [38-40] potentials), to potentials based on first principles electronic structure calculations [159]. In this chapter, we present a generalized method for the development of potential-energy hyper surfaces using many-
body expansions, moiety energy (ME) approximation, and neural networks (NN). The following method has been jointly developed with my colleague Mr. Milind Malshe, who will also report these findings in his dissertation. These results have been jointly published in the J. Chem. Phys. ${ }^{\S}$

A potential can be defined as a sum of two-body, three-body, and many-body interaction terms as given below:

$$
\begin{equation*}
V=\sum_{j>i} f_{r i j}+\sum_{j, k>i} f_{\theta i j k}+\sum_{j, k, l>i} f_{\varphi i j k l}+\cdots+\sum_{j, k, l, \ldots, m>i} f_{\phi i j k l \ldots m} \tag{9.1}
\end{equation*}
$$

Depending on the complexity of a problem, one can decide on the number of manybody terms needed to characterize the system accurately. For example, a 2-body potential may be sufficient to represent interaction between two hydrogen atoms in a molecule $\left(\mathrm{H}_{2}\right)$. But the pair potential will inadequately represent a more complex structure, such as diamond. The selection of the number of many-body terms, in order to represent a potential accurately, is completely dependent on the user.

Such many-body expansions have been frequently employed to develop empirical potential surfaces. For example, the Tersoff potential [38-40] has been frequently employed to represent the potential force field for covalently bonded, non-metallic systems. This potential truncates the above expansion after the three-body term. The Brenner potential [42] for hydrocarbon systems is also a many-body expansion that include only the two- and three-body terms. Bolding and Anderson [199] have used such an expansion for $\mathrm{Si}_{n} \mathrm{H}_{m}$ systems including one four-body term. All of these empirical potentials employ parameterized functional forms for the various terms in the expansion. In general, the parameters contained in the functional forms for the various terms are obtained by fitting the expansion to some database of experimental data, configuration energies obtained from electronic

[^3]structure calculations, or both. Since the functional forms used in the expansion are arbitrary, they automatically limit the fitting and interpolation accuracy of the expansion.

In this chapter, a potential method to develop a generalized potential that can be applied to various categories of crystal structures, elements, and thier alloys is presented. This can be achieved by substituting neural networks for each of the m body-terms. The prime advantage of using neural networks is that it avoids presumption of the functional form a priori. In other words, neural network can take any shape thus providing the required flexibility needed to represent a complex potential surface.

As an illustration of the method, three examples are considered. First example contains two cases, case (i) for $\mathrm{Si}_{5}$ system, case (ii) for multi-cluster system with $\mathrm{Si}_{3}, \mathrm{Si}_{4}$, and $\mathrm{Si}_{5}$, and case (iii) for multi-cluster system with $\mathrm{Si}_{3}, \mathrm{Si}_{4}, \ldots, \mathrm{Si}_{7}$ clusters elaborated to explain the selection of many-body terms. The second example is for vinyl bromide $\left(\mathrm{C}_{2} \mathrm{H}_{3} \mathrm{Br}\right)$ and all products for dissociation into six open reaction channels (12 if the reverse reactions are counted as separate open channels) that include C-H and C-Br bond scissions, three-center HBr dissociation, and three-center $\mathrm{H}_{2}$ dissociation. The third example contains iron-carbon clusters, such as $\mathrm{FeC}, \mathrm{FeC}_{2}, \mathrm{FeC}_{3}, \mathrm{FeC}_{4}$, and $\mathrm{Fe}_{3} \mathrm{C}$.

### 9.2 Illustration of the method for fitting $a b$ initio energies of silicon clusters

### 9.2.1 $\quad \mathrm{Si}_{5}$ clusters

In a cluster of m atoms, there are ${ }^{m} \mathrm{C}_{2}$ 2-body, ${ }^{m} \mathrm{C}_{3} 3$-body, $\ldots$, and ${ }^{m} \mathrm{C}_{m}$ m-body terms, where

$$
\begin{equation*}
{ }^{m} C_{k}=\frac{m!}{(m-k)!k!} \tag{9.2}
\end{equation*}
$$

In the fitting of $\mathrm{Si}_{5}$ clusters, we first include only two-body and three-body terms. The sufficiency of the interactions terms considered will be reflected by the fitting error of
the expansion to the database. If the error is too high, higher-order many-body terms are needed. There are ten two-body and ten three-body terms in $\mathrm{Si}_{5}$ clusters. For a five-


Figure 9.1: A 5-atom silicon cluster showing 3-body term by a unique colored triangle ( $\mathrm{i}=1$ )
atom cluster, the 10 two-body distances and 10 three-body terms are represented with the following notation:

$$
\begin{align*}
r_{i j} & =\left\{r_{12}, r_{13}, \ldots, r_{45}\right\}  \tag{9.3}\\
\theta_{i j k} & =\left\{\theta_{123}, \theta_{13}, \ldots, \theta_{345}\right\} \tag{9.4}
\end{align*}
$$

Thus, the potential through three-body interactions can be represented as summation of 2and 3-body terms which can be represented by equations as follows

$$
\begin{gather*}
f_{r}=\sum_{j>i} f_{r}\left(r_{i j}\right)  \tag{9.5}\\
f_{\theta}=\sum_{j>i, k>i, j} f_{\theta}\left(r_{i j}, r_{i k}, r_{j k}\right) \tag{9.6}
\end{gather*}
$$

The terms $f_{r}$ and $f_{\theta}$ are each represented by a two-layer NN whose weights and biases are obtained iteratively using the Levenberg-Marquardt optimization algorithm [195]. This iterative procedure is illustrated in Figure 9.2.


Figure 9.2: Flowchart for the development of generalized potential functions using neural networks [200]

In general, the Jacobian matrix, $J$, required by the Levenberg-Marquardt algorithm to fit a database containing Q data points when the many-body expansion is continued through the m-body terms will contain $Q$ rows and $\left\{\left[3 S_{2}+1\right]+\left[5 S_{3}+1\right] \ldots+\left[(3 m-4) S_{m}\right.\right.$ $+1]\}$ columns, where $S_{k}$ is the number of neurons in the first hidden layer of the NN for the k-body term. The elements of $J$ all have the form $\left[\partial e_{n} / \partial w_{i j}^{k}\right]$ or $\left[\partial e_{n} / \partial b_{j}^{k}\right]$, where $e_{n}$ represents the interpolation error of the potential for the $\mathrm{n}^{t h}$ data point, $w_{i j}^{k}$ is the NN weight connecting the $\mathrm{j}^{\text {th }}$ input to the $\mathrm{i}^{\text {th }}$ neuron of the $\mathrm{k}^{\text {th }}$ layer of network, and $b_{j}^{k}$ is the bias for the $\mathrm{i}^{\text {th }}$ neuron of the $\mathrm{k}^{\text {th }}$ layer of the network. These derivatives can be computed using the Jacobian back propagation algorithm [195].

In this application, we have employed a (1-25-1) NN for the two-body term and a (3-

25-1) NN for the three-body term. However, this choice is arbitrary. If required, larger networks can be easily employed. In both networks, logsigmoid-linear transfer functions were used. In the fitting, a total of 10,202 five-atom silicon configurations were considered. The target values ( $a b$ initio energies) were produced by using a density functional theory (DFT) method with a $6-31 \mathrm{G}^{* *}$ basis set and the B3LYP procedure for incorporating correlation energy. The $10,202 \mathrm{Si}_{5}$ configurations were obtained from MD simulations of nanometric cutting of a silicon workpiece using a single-point cutting tool and sampling configurations within a $3 \AA$ cutoff radius in front of and immediately below the cutting tool [75]. With these choices, the Jacobian required by the training algorithm contains 10,202 rows and 202 columns. A general Jacobain is given as:

$$
J=\left[\begin{array}{cccccc}
\partial e_{1} / \partial W_{1}^{1} & \partial e_{1} / \partial W_{2}^{1} & \ldots & \partial e_{1} / \partial b_{1}^{1} & \ldots & \partial e_{1} / \partial b_{2}^{1}  \tag{9.7}\\
\partial e_{2} / \partial W_{1}^{1} & \partial e_{2} / \partial W_{2}^{1} & \ldots & \partial e_{2} / \partial b_{1}^{1} & \ldots & \partial e_{2} / \partial b_{2}^{1} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
\partial e_{Q} / \partial W_{1}^{1} & \partial e_{Q} / \partial W_{2}^{1} & \ldots & \partial e_{Q} / \partial b_{1}^{1} & \ldots & \partial e_{Q} / \partial b_{2}^{1}
\end{array}\right]_{Q \times\left[\left(3 S_{1}+1\right)+\left(5 S_{2}+1\right)\right]}
$$

A root-mean-squared error of $8.143 \mathrm{e}^{-4} \mathrm{eV}$ was obtained for the fitting with mean absolute error of $5.693 \mathrm{e}^{-4} \mathrm{eV}$. This fitting accuracy, which corresponds to $4.6 \mathrm{~cm}^{-1}$ or 0.055 kJ $\mathrm{mol}^{-1}$, is the best thus far reported for a system of this complexity with such an extensive database. Clearly, there is no need to include four-body or higher terms for this $\mathrm{Si}_{5}$ system.

### 9.2.2 $\mathrm{Si}_{n}(\mathrm{n}=3,4,5)$ clusters

The general method, similarly, can be easily extended to a multi-cluster system. Here, we demonstrate the method for $\mathrm{Si}_{3}, \mathrm{Si}_{4}$, and $\mathrm{Si}_{5}$ clusters. The procedure for training the network described above for the $\mathrm{Si}_{5}$ system is repeated, but the database now includes energies of three-, four-, and five-atom silicon clusters observed in the MD cutting simulations [75]. This database comprises $300 \mathrm{Si}_{3}, 260 \mathrm{Si}_{4}$, and $500 \mathrm{Si}_{5}$ configurations giving


Figure 9.3: Comparison of GPES using NN with ab initio energies for $\mathrm{Si}_{5}$ clusters [200]
us a total of 1060 configurations. Since the number of $\mathrm{Si}_{3}$ and $\mathrm{Si}_{4}$ clusters observed in the cutting experiments is much less than the number of $\mathrm{Si}_{5}$ configurations, we have randomly selected $500 \mathrm{Si}_{5}$ configurations so that the total number of configurations for each type of cluster is roughly the same. If this is not done, the fitting will be dominated by the $\mathrm{Si}_{5}$ data. We also have an additional 597 configurations that we employ as a testing set to evaluate the interpolation accuracy of the final fit. With this training database, one iteration cycle of the training is illustrated in Figure 9.2 requires about 10 minutes of CPU time on a PC with a clock speed of 2.6 GHz . A total of 860 iterations were required to obtain convergence of the weights and biases of the NN's.

The electronic structure calculations employed to obtain the energies of these configurations is the same as that used for the $\mathrm{Si}_{5}$ clusters. For the training set, a root-mean-squared error of 0.0338 eV was obtained for the fitting with mean absolute error of 0.0192 eV . For the testing set, the rms error is 0.0437 eV and the mean absolute error is 0.0249 eV . Examination of the results for each type of cluster shows that the fitting error is relatively higher
for $\mathrm{Si}_{4}$ clusters than for either $\mathrm{Si}_{3}$ or $\mathrm{Si}_{5}$. If it is judged that a fitting error with an rms deviation of 0.0437 eV is too large, the results can be further improved by simply adding higher m-body terms.


Figure 9.4: Flow chart for a generalized potential energy surface (GPES) for silicon clusters $(m=4)$ [200]

As an illustration, we have added the four-body terms in the expansion. The resulting iterative procedure to fit the potential is shown in Figure 9.4 with an additional NN added in series to compute the four-body terms. We have employed a (6-25-1) NN for these terms. We have incorporated only 4-body terms. This incorporation increased the size of Jacobian matrix to $\mathrm{Q} \times\left[\left(3 S_{1}+1\right)+\left(5 \mathrm{~S}_{2}+1\right)+\left(8 \mathrm{~S}_{3}+1\right)\right]$ and added term $f_{\varphi}$ in the potential.

With this choice and the database previously described, the Jacobian matrix required for the fitting contains 1060 rows and 403 columns. For the training set, the resulting


Figure 9.5: (a) Comparison of GPES with ab initio energies, (b) distribution of errors for the testing set for $\mathrm{Si}_{3}, \mathrm{Si}_{4}$, and $\mathrm{Si}_{5}$ with four-body term included [200]
rms error is 0.0038 eV , and the mean absolute error is 0.0030 eV . For the testing set, the rms interpolation error is 0.0076 eV and the mean absolute error is 0.0056 eV . Thus, the inclusion of four-body terms in the potential reduces the rms error for the testing set by a factor of 5.8 and the mean absolute error by a factor of 4.4. The mean absolute error for the testing set corresponds to $0.54 \mathrm{~kJ} \mathrm{~mol}^{-1}$ or $45 \mathrm{~cm}^{-1}$. As such, it is one of the most accurately fitted empirical potentials thus far reported in the literature. The fitting is compared in Figure 9.5 (a). The distribution of fitting errors for $\mathrm{Si}_{3}, \mathrm{Si}_{4}$, and $\mathrm{Si}_{5}$ is shown in Figure 9.5 (b).

### 9.2.3 $\quad \mathrm{Si}_{n}(\mathrm{n}=3,4, \ldots, 7)$ clusters

The silicon clusters occurring in the MD simulations of silicon machining [75] also include $\mathrm{Si}_{6}$ and $\mathrm{Si}_{7}$ clusters for a cutoff radius of $3.0 \AA$. The many-body expansion/NN/ME method can easily be extended to include such clusters. The number of $\mathrm{Si}_{n}$ clusters for the various values of n used in the training set for the NNs are given in Table 9.1.

Table 9.1: Number of configuration for $\mathrm{Si}_{n}$ clusters

| Cluster size | Number of configurations |
| :---: | :---: |
| 3 | 300 |
| 4 | 260 |
| 5 | 500 |
| 6 | 360 |
| 7 | 117 |



Figure 9.6: Comparison of GPES with $a b$ initio energies for multiple silicon clusters [200]

The $a b$ initio electronic structure calculations for these cluster congurations were performed in the same manner as previously described for the $\mathrm{Si}_{3}, \mathrm{Si}_{4}$, and $\mathrm{Si}_{5}$ clusters. We have examined the effect of network conguration upon the average testing set error by fitting the above data-base with three different NN congurations each having 403-468 total weight and bias parameters. In each case, overfitting is avoided by use of a validation set. The mean absolute errors for the testing set varied from a low of 0.0212 eV for calculation

3 to 0.0353 eV for calculation 1 . Since the conguration space spanned by the $\mathrm{Si}_{n}(\mathrm{n}=3$, $4, \ldots, 7)$ clusters is about 17 eV , these errors correspond to percent errors of $0.12 \%$ and $0.21 \%$, respectively. The fitting is shown in Figure 9.6.

## 9.3 $A b$ initio energies of vinyl bromide $\left(\mathrm{C}_{2} \mathrm{H}_{3} \mathrm{Br}\right)$ clusters and all products for dissociation into six open reaction channels

To investigate the vinyl bromide system and its dissociation products into six energetically open reaction channels ( 12 if the back reactions are counted as separate channels) is one of the most demanding systems yet to be addressed using ab initio methods to obtain the database and a generalized interpolation method to obtain the potential-energy surface from that database. The difficulty arises because there are six atoms present that include $\mathrm{C}, \mathrm{H}$, and Br atoms and also because there exist six energetically open reaction channels at 6.44 eV of internal energy. Because all six atoms are involved, the reaction mechanisms for the three-center dissociation channels and the total volume of configuration space of importance in the reaction dynamics is very large. This is seen by the fact that previous investigations [201] have shown that nearly 72,000 configuration points must be included in the database to obtain convergence of the potential-energy surface for the system.

Malshe et al. [201] obtained the ab initio potential-energy for this system using trajectory and novelty sampling methods to sample the configuration space of the system and UMP4(SDQ) methods to compute the energies of the 71,969 configurations thus obtained. These points were fitted using a single, six-body (15-140-1) NN. The reported interpolation error of this NN fit for the testing set was a mean absolute error of 0.065 eV . The configuration space of the system spans an energy range of about 7.5 eV and this error corresponds to an average absolute percent error of about $0.87 \%$.

Here, we explore the possibility of using the many-body expansion/NN/ME method to fit the database for the vinyl bromide system. There are five non-equivalent two-body sets,
six non-equivalent three-body sets, and five non-equivalent four-body sets in vinyl bromide. Therefore, the general method illustrated in Figure 9.4 requires a corresponding number of NNs to be employed in the two-, three-, and four-body summations of the expansion for a total of 16 . Without the use of ME approximation, this number would be 50 . Using novelty sampling methods [159], we have selected the energies for 45,000 configurations as our training set. The remaining 26,969 points in the database are divided equally and randomly between the validation and testing sets.

### 9.4 Iron-Carbon clusters

To further understand the chemistry between iron and carbon, a robust potential is required to capture the chemical aspects based on quantum calculations. To develop a potential for iron-carbon system, different sizes of clusters were considered. These clusters are shown in the Figure 9.7. In this application, we have employed a (1-5-1) NN for the
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Figure 9.7: Structures of iron-carbon clusters [151]
two-body terms representing $\mathrm{Fe}-\mathrm{C}$ and $\mathrm{C}-\mathrm{C}$ interactions and a (3-15-1) NN for the threebody term representing $\mathrm{C}-\mathrm{C}-\mathrm{C}$ and $\mathrm{Fe}-\mathrm{C}-\mathrm{C}$ interactions. These networks constitute a total of 184 parameters. However, this choice is arbitrary. If required, larger networks can be easily employed. In both networks, log sigmoid-linear transfer functions were used. In the training, a total of 5,304 iron-carbon configurations were considered spanning over a range of 20 eV . Table 9.2 provides more details on the types of cluster used. The target values ( $a b$ initio energies) were produced by using a density functional theory (DFT) method with a $6-31 \mathrm{G}^{* *}$ basis set and the B3LYP procedure for incorporating correlation energy.

Table 9.2: Distribution of cluster types and training and fitting errors for ironcarbon clusters

| Cluster type | Training | Testing |
| :---: | :---: | :---: |
| FeC | - | 57 |
| $\mathrm{FeC}_{2}$ | 1394 | 441 |
| $\mathrm{FeC}_{3}$ | 2644 | 1528 |
| $\mathrm{FeC}_{4}$ | 1236 | 405 |
| $\mathrm{RMSE} \mathrm{(eV)}$ | 0.157 | 0.215 |
| $\%$ error | 0.715 | 0.976 |



Figure 9.8: (a) Comparison of generalized potential energies using NN with $a b$ initio energies, (b) distribution of errors for the testing set with upto three-body terms included for iron-carbon clusters

### 9.5 Advantages of the GPES method

The rms error obtained in the fitting of $\mathrm{Si}_{5}$ structure is $8.143 \times 10^{-4} \mathrm{eV}$ or $6.6 \mathrm{~cm}^{-1}$. This error is within the UV spectroscopic accuracy. Hence, the method has the ability to
produce high accuracy for a ten-dimensional surface.

The prime advantage of this method is that it is not limited by a fixed functional form. Once the system is trained, the potential parameters are easily transferable. Due to the simplistic analytical form of the transfer functions, the programming involved for running the MD trajectories is fairly simple and computational times are low.

The method can be expanded to multiple clusters so as to permit the treatment of bulk properties. This can be achieved by introducing periodic boundary conditions (PBC) during the $a b$ initio calculations. Because of its ability to handle multi-dimensional, complex surfaces, this method can be extended not only to different crystal structures, such as BCC or FCC but also to various compounds, such as $\mathrm{Fe}_{3} \mathrm{C}$. For example, modified embedded atom method (MEAM) potential is represented as following:

$$
\begin{equation*}
E_{t o t}=\frac{1}{2} \sum_{i j} V\left(r_{i j}\right)+\sum_{i} F\left(\rho_{i}\right), \tag{9.8}
\end{equation*}
$$

Each of the two functions, $V\left(r_{i j}\right)$ and $F\left(\rho_{i}\right)$, can be represented by two neural networks (one for each function) acting in series. The output of these networks can be summed to calculate the potential energy of the system.

As the system increases in complexity, additional, higher-order many-body terms can be added conveniently. This advantage is achieved by adding additional neural networks in series, each corresponding to different multi-body terms. Moreover, this potential can be extended not only to study covalent systems, but also to investigate ionic or long range coulombic potential. The idea can be based upon existing potentials, except each part of the potential can be replaced with a neural network.

The functional form is m -times differentiable, thus providing continuous first and second derivatives, which are used in the calculations of MD trajectories and frequencies. Because of the simple analytical form of the network transfer functions, the analytical forces are easy to compute.

## CHAPTER 10

## CONCLUSIONS

### 10.1 Diffusion couple tests

In diffusion couple tests, diffusion of carbon into iron was observed only when a diamond-graphite interlayer was added to diamond but not when diamond was used alone. This result provides corroborating evidence supporting the experimental results of machining $[8-10,13,15,16]$ observed previously that diamond initially graphitizes and subsequently diffuses into iron resulting in rapid diamond tool wear.

Diffusion depth increases with increasing temperature (see Table 4.2). Concentration of carbon atoms in iron increases with increasing temperature. At a particular temperature, the concentration of carbon atoms diffused into iron would reach a saturation value with respect to time as steady-state conditions.

### 10.2 Machining tests

MD simulations of nanometric cutting of pure iron with a diamond tool convincingly showed initial graphitization of diamond and subsequent formation of iron carbide as the mechanism of wear of diamond in the machining of iron. Consequently, these results are in concurrence with the experimental results of Komanduri and Shaw [8, 9] and the mechanism proposed by Ikawa and Tanaka [10].

Graphitization takes place not atom-by-atom but simultaneously by groups of atoms via an intermediate activated state [Figure 5.5(b)], which is in agreement with the mechanism proposed by Bovenkerk et al. [14] for diamond synthesis. It was observed that the diamond (100) plane is most resistant and the (011) plane is least resistant to graphitization with (111) in between. This observation is in agreement with the results of Seal [102].

A direct transition from $s p^{3}$ bonding to $s p^{2}$ bonding is observed instead of a two stage transition where carbon atoms sublime and condense into graphitic structure, as proposed by Davies and Evans [104]. This is also in agreement with Nath's theoretical model [107] and DeVita's ab initio investigation [114].

Dependence of the crystallographic orientation on wear of diamond has been investigated using MD simulations. We observed that wear pattern strongly differs due to changes in the crystal orientations. We conclude that wear not only depends on the crystallographic plane but also on the direction of the cutting because along the cutting edge there is intimate contact between cutting tool and the workpiece.

We also conclude that the 'hard' direction in diamond polishing for a particular plane can be used as 'hard' cutting edge for diamond tool in order to minimize wear of the tool. Plane (111) with $<11 \overline{2}>$ cutting edge shows maximum wear. In other words, diamond polishing can be done efficiently on plane (111) along $<11 \overline{2}>$ direction. We found that the (100) plane with the $<101>$ as cutting edge to show minimum wear. This combination is appropriate for machining with minimum wear on the cutting tool (diamond).

We report an intermediate path of transformation that takes place prior to the formation of carbide and subsequent cause of wear of diamond in the machining/grinding of iron. High temperature and intimate contact between diamond and iron not only transform diamond into graphite but also transform iron into hexagonal structure. This is because high pressure is generated due to the presence of ample amount of carbon around the octahedral
sites of iron. This causes iron (BCC) to transform into hexagonal phase. This transformation provides a path that is favorable energetically and geometrically for chemical reaction of carbon with iron to form iron carbide $\left(\mathrm{Fe}_{3} \mathrm{C}\right)$.

Diamond graphitizes in the presence of iron. Plane (100) is most resistant to graphitization, and plane (111) graphitizes at all elevated temperatures. The temperature at which diamond graphitizes is lowered in the presence of iron. Anisotropy was observed in the graphitization.

Hexagonal iron was observed at the interface between iron and diamond. The transformation of BCC iron to HCP iron plays an important role in the graphitization of diamond. This path is favorable energetically and geometrically for the subsequent diffusion of carbon into iron, or actual formation of chemical reaction to form iron carbide $\left(\mathrm{Fe}_{3} \mathrm{C}\right)$.

### 10.3 Development of GPES

A generalized method that permits the parameters of an arbitrary empirical potential to be efficiently and accurately fitted to a database has been presented. The method permits the values of an arbitrary subset of the potential parameters to be considered as general functions of the internal coordinates that define the instantaneous configuration of the system. The parameters in this subset are computed by a generalized NN with an input vector containing at least $3 n-6$ elements, where $n$ is the number of atoms in the system. Therefore, the method minimizes the fitting error not only with respect to the values of the constant parameters but also with respect to the functional form of the dependence of this subset of parameters upon the configuration of the system being fitted.

The Levenberg-Marquardt algorithm is employed to efficiently effect the optimization of the weights and biases of the NN as well as all other potential parameters being treated as constants rather than as functions of the input coordinates. In order to effect this minimiza-
tion, the usual Jacobian employed in NN operations is modified to include the Jacobian of the computed errors with respect to the parameters of the potential function. The total Jacobian employed in each epoch of minimization is the concatenation of the two Jacobians.

About 800 training epochs are required to converge the NN to the $\mathrm{Si}_{5}$ database. The rms fitting error averaged over all 10,202 points in the database is found to vary from 0.0148 eV to 0.0153 eV depending upon the initial guesses made for the parameters. This favorable result is achieved because the Tersoff potential is well-suited for the fitting the $\mathrm{Si}_{5}$ database. In cases where the empirical surface is not well-judged, fitting accuracy will be reduced. The present method cannot convert a poorly devised empirical surface into a good one. It can, however, determine something close to the best possible fit even in cases with some or all of the parameters that are made complex functions of the configuration of the system.

A new method is proposed here that allows the development of generalized potential surface energy (GPES) as a sum of many-body terms. This method can be applied to develop potential for any physical system.

## CHAPTER 11

## FUTURE WORK

Generalized potential energy surface (GPES), as described in Chapter 9, is a method that can be implemented for the development of potential energy surface (PES) to simulate the bulk, based on quantum calculations. Quantum calculations can be conducted on the system of interest using periodic boundary conditions. This will allow the user to get rid of the dangling bonds on the surface, thus simulating bulk material. Ab initio calculations can be conducted using quantum calculations software. The two sotware we have considered for this study are Gaussian [31] and SIESTA (Spanish Initiative for Electronic Simulations with Thousands of Atoms) [202].

Gaussian software has been used by our research group for more than 10 years. This software provides high level energy calculations when used with or without periodic boundary conditions (PBC). However, with PBC the software consumes considerable amount of memory and is computationally exhaustive even at lower basis set. This makes the computational time intractable. Siesta, on the other hand, provides faster computations based on density functional theory (DFT) but is less accurate than high level energy calculations of Gaussian. However, taking into consideration the time versus the accuracy, Siesta still provides an acceptable amount of accuracy within a reasonable amount of time.

Siesta [202] implements a self consistent DFT method using standard norm-conserving pseudopotentials [203,204] and a flexible, numerical linear combination of atomic orbitals
(LCAO) basis set, which includes multiple-zeta and polarization orbitals. Exchange and correlation are treated with the local spin density (LDA/LSD) [205] or generalized gradient approximations (GGA) [206]. The basis functions and the electron density are projected on a real-space grid, in order to calculate the Hartree and exchange-correlation (XC) potentials and matrix elements. They have used a modified energy functional, whose minimization produces orthogonal wavefunctions and the same energy and density as the Kohn-Sham energy functional, without the need for an explicit orthogonalization. Additionally, they have used localized Wannier-like electron wavefunctions that allows the computation time and memory required to minimize the energy to also scale linearly with the size of the system.

### 11.1 Extending generalized potential energy to Diamond

Figure 11.1 shows an unit of cell of diamond under periodic boundary conditions. There are a total of 18 atoms in a diamond unit-cell. But to implement PBC , this number is reduced to 8 atoms.


Figure 11.1: PBC model for an unit cell of diamond

Future work inculdes conducting quantum calculations using Siesta on the structure at different temperature ranges to cover a reasonable configuration space. The next step would be to employ GPES on the database and obtain a reasonable fitting. Once that is achieved, it will be able to conduct MD studies to simulate bulk material and thereby obtain the material properties.
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