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NOMENCLATURE

A: Area (nf)

Ch, or C4: Channel depth (air side) or Coil depth (mm)

Chy,: Channel height (air side) (free space between two adjacent fins) (mm)

Ch,,: Channel width (air side) (free apace between two adjacent verticaivallsg (mm)
¢, Specific heat (J/kgC)

d: distance (mm)

D= binary diffusion coefficient of water to air (2.28E-5)%(s)

Dy,: Hydraulic diameter of air passage (channel) free flow area boundecebdime

adjacent fins and walls of two adjacent tubes

Dy, srost- Hydraulic diameter of air passage (channel) free flow area bounded betwee

growing layers of frosts on fins and tube walls (decreasing as froshésis increases)

ERT: Entering Refrigerant (coolant) Temperature (°C)

. Dgpt
Fo orFo,,: mass transfer Fourier numhés,,, = C“:Zt
h

: . Pgir—P
Fs: Frost number or supersaturation level of air-F&=—*~

surf

! The present nomenclature is valid through theedtssertation except specifically defined tefors
some equations in which a different nomenclatuddfered below the equation.
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h: Heat transfer coefficient (WA@)

j or J: Colburn j-factor ()

k: thermal conductivity (W/mC)

L: Coil Length (mm)

l;: Louver length (mm)

I or Ly: Louver pitch (mm)

m: mass flow rate (kg/s)

Nu: Nusselt number

P: Perimeter (1f)

P,;,: Pressure of water vapor pressure in the air stream (Pa)
Pg,. . Pressure of water vapor pressure in the air at surface temperajure (Pa
Pr: Prandtl number

Q: Heat transfer (W)

Re: Reynolds number ()

Rep,: Reynolds number based on hydraulic diameter of the air passage free flow area

(bounded between two adjacent fins and walls of two adjacent tubes)

Rep, rrost: REynolds number based on hydraulic diameter of the current air passage free

flow area during frost growth (decreasing as frost thickness on fins ingyease
R.H.: Relative Humidity ()
St: Stanton number

t: (Frost) thickness (m) or (mm)
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trin: fin thickness (m)

t;: time (sec)

T: Temperature (°C)

Tt Tube thickness (mm)

V: Velocity (m/s)

Greek letters

o0 : dimensionless thickness ()

AT, Mean logarithmic temperature difference (°C)
n: Fin efficiency ()

w: viscosity (kg/ms)

p: Density (kg/nf)

w: Absolute humidity (kg water vapor / kg dry air) ()

Subscripts

0: at initial time (t=0)
avg: average

C: Cross section

corr: correlaion

ent.: entering, entrance

exp.: experimental
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f: frost

fin: fin

S: surface
surf: surface

t:attimet

T: Temperature (°C)
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CHAPTER |

INTRODUCTION

1.1 ABSTRACT

This dissertation focuses on various aspects of frost growtbuwered folded fins in outdoor
microchannel heat exchangers used in air source heat pummsysidhis research, the effects
of surface temperature, fin geometries, surface coatingenvironmental parameters such as air
humidity and velocity on the thermal and hydraulic performancehef microchannel heat
exchangers under frosting condition were investigated. The ownallwas to provide some
guidelines about frost behavior of microchannel heat exchamgerdsolate and quantify the
effect of geometry, surface coatings and surface temperatset of empirical correlations were
developed to predict frost thickness, air face velocity daod heat transfer coefficients for
various fin geometries. The approach taken was to perform tabpexperiments on small scale
coils and sample fins that were cut out from commerciallyla@ai heat exchangers and to

replicate their operating conditions in laboratory.



A good estimation of the fin surface temperature was aathieith the methodology developed
in the present study. Experimental data of frost weight, looal thickness, air pressure drop
across the coils, time of frost-defrost cycles and heaisfea rates were recorded for heat
exchangers operating in actual transient frosting conditions. dbata&ed that the frosting time
and the frost growth rates depend mainly on the local fin sutiEm@erature while water
retention and surface coatings could have secondary and miremtsefSome geometries
performed better in frosting condition than others such as geemeitith lower fin density that
delayed the blockage of the air flow. The fin length and fintd@pd minor effects on frosting
performance. It was found that air humidity has a significaieicebn rate of frost formation

while air velocity seemed to have a small effect on frofbrmation.



1.2 BACKGROUND

Air source heat pump systems are used for heating and coolingsidéngal and commercial
buildings all year around. They are energy efficient, compacthawel low installation costs. An air
source heat pump exchanges heat directly from the indoor environméet dottoor ambient air,
and during winter operation, the outdoor coil might accumulate frost on its suffaseforms on the
surface of the outdoor coils when humid air comes in contatt thé coil surface which has a
temperature below the dew point temperature of entering aialandoelow freezing point of water
(0°C). Frost on the surface acts as an insulation, obstrudlsvaireduces the heat transfer rate and
increases the air pressure drop of air passing through the coil. Defrlest ase periodically executed
in between the heating times to melt the ice, drain the waterthe outdoor coil, and free its surface
from accumulated frost before the heating service is initiatggdn. Microchannel coils have been
employed recently in heat pump applications to replace conventionahdi tube coils due to their
compactness, lower coil weight and less refrigerant chahgghveould lower the direct contribution
to global warming due to potential refrigerant leakage (@elta, 2003; Kim and Groll, 2003a; Kim
and Bullard, 2002; Park and Hrnjak, 2007). These heat exchangarsuatyy made of Aluminum
and because of the low conductive thermal resistance of the@amimel tubes, the fin base
temperature is closer to the local saturation temperatirthe refrigerant in comparison to
conventional fin and tube type heat exchangers. While in cooling mode microchaatrest¢iengers
increase the energy efficiency compared to spine fin or filetend-tube coils with similar face area,
during heating mode the energy performance of heat pump systemsiaibchannel outdoor coils
are generally low due to a higher frequency of defrost cy#lies and Groll, 2003a; Padhmanabhan
et al., 2008). Because frequent defrost cycles penalize thedaasonal energy efficiency, it is
crucial to understand the characteristics of frost growth orooutmbils and develop heat exchangers

that would minimize, if not eliminate, defrost cycles.
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There are several parameters that affect frost foomain outdoor coils, such as air velocity, air
humidity, air temperature, cold surface temperature (Kondepudi &ehlD'1989; Lee et al., 1997)
surface energy and fin-base surface microscopic charactrisiclude coatings and roughness or
brazing fluxes) (Na and Webb, 2003; Shin et al., 2003), fin geometrgahdater retention after

defrost cycles (Xia et al., 2006).

Results from a previous work (Padhmanabhan et al., 2008) and pelmiesults of this study
(Moallem et al., 2010a; Moallem et al., 2012b) showed thatrwettention, which was assumed to be
one of the main reasons of faster frost growth on microchanwals,not the dominant factor
affecting the frost, even though it seemed to have somdstirdhe air side pressure drop. The key
parameters that affect frost nucleation and growth were observedincsbeace temperature and the
fin geometry. Air face velocity also affected frost fotimma but, in the range of heat pump
applications, the effect of air velocity was minor. The effadftoutdoor air temperature and air
humidity were also studied. However they are the environmemtditeons and are independent form
system during the actual service of the heat pump unit. Bettte main factors that affect the frost,
surface temperature increase is a parameter that depends on evgpeirggerant temperature and is
mostly controlled by the system designers to provide good heapagity. The effect of fin surface
temperature was partly analyzed in the literature by chanbmgefrigerant saturation temperature.
The challenge was the various coil geometries were nettircomparable to each other with this
approach. Each coil had a different internal geometry that wiiffdeent flow regime and different
hydraulic and thermal entry lengths inside tubes and ports. Evenhgitbaine entering refrigerant
temperature, the surface temperature of various coils has ideraie difference, not only between
different coils, but also in different locations of a singé between inlet and outlet header. This was
also the challenge in the present study. In our initial work (Moeét al., 2010b), experimental data
showed that the frost in fin and tube coils grows non-uniforndgnfinlet to outlet header. Even for

microchannel coil, this effect was less noticeable but estidted and frost accumulates more near



inlet header rather than outlet even in for 0.3m by 0.3m (1ft by difttastom made for laboratory
testing. The preliminary data of the present study, showeddsitg various coils with different
geometries could not lead to a conclusive theory of a suitebleetry because the isolated effect of
fin on frost formation could not be achieved (Moallem et al., 201&lsh in previous microchannel
studies in the literature, the geometries were changed tohséar the best option for thermal
performance but surface temperature was not investigated nor indetherdatrolled (Xia et al.,
2006). As a result, the effect of geometry modification was cduplgh the effect of surface
temperature change. To overcome this difficulty a new methoglelag developed to measure and

control the fin surface temperature independently which will beridestcin detail in this thesis.

There are correlations in the literature that can predichéla¢ transfer coefficient and pressure drop
for various micrchannel geometries in steady-state dry @adisistate wet conditions but there has
been no correlations to predict the performance of microchannslwuder frosting condition. The
previous researchers instead developed models for frost growith wahight be difficult to
implement, had convergence issues, required advanced skillsofdleshooting, long hours of
computational time and extensive experimental validation of the Imimdaddition, the predicted
results from the current models available in the public domensametimes contradicting or
inconsistent with each other. For this reason, | chose a diffeppnoach. Since there are some well-
known heat transfer and pressure drop correlations foméisochannel coils, developing the same

type of correlation for coils under frosting condition seems a very apgeald useful idea.

The scientific merit of this research is a fundamental tgtdeding of frost nucleation and growth on
folded louvered fins with microchannel tubes. The approach is ém@xhe existing correlations for
dry or wet microchannel coils to a new correlation to predictpidormance of the coils under
frosting condition by an empirical approach. The other goals ofltbégrtation are to investigate the

effect of fin geometry on the frosting performance of diffemantrochannel coils and to determine



the geometry that could minimize the frost formation. Alsmpein microchannel coils with new fins

might be able to replace the conventional fin and tubes coils in heat pum@tiqpic

1.3 OBJECTIVES OF THE DISSERTATION

The overarching goal of this study was to investigate the #idmgdraulic characteristics of folded

louvered fin microchannel heat exchangers operating under fragiimgjtions. The present thesis

focuses on evaporator applications for air source heat pumpnsystée specific objectives of the

current work were as follow:

1)

2)

3)

4)

5)

To search for the most recent information on frost formation on outteat exchangers and
connect the works in the literature in order to develop a fuedéal understanding of frost
formation on microchannel heat exchangers.

To perform an experimental investigation of frost growth on miwooel coils with
different fin geometries in a controlled environment in laboyatord provide data of frost
mass, frost thickness, air side pressure drop, heat transédficiemts and capacity
degradation and effects of different coatings and water retentitdmeaoil performance.

To experimentally characterize, isolate and quantify tha factors that affect the frost
formation.

To develop a set of empirical correlations that predicts thecés of transient frost formation
on microchannel heat exchangers, that is, frost thickness, airvéocity drop, and heat
transfer coefficients.

To develop a set of empirical correlations that predicts fhects of transient frost formation
on microchannel heat exchangers, that is, frost thickness, airvéocity drop, and heat

transfer coefficients.



In addition, several frost, defrost and re-frost tests werenmeed and completed to provide some
information about water droplets effects on the fins performanceg frosting. These tests were

limited and should not be used as comparison. They serve as basis for kearefren this topic.

1.4 PROGRAM TO MEET THE OBJECTIVES

To address the challenges of the frost problem, theoreticalxpedireental work is needed. On the
experimental side, two approaches were taken. A seriestial fndst tests was performed on real
heat pumps (Padhmanabhan et al., 2008) and custom made 0.3m by 0.3nif{}firligrochannels
with a geometry similar to the ones of full scale microckeaimeat exchangers adopted in the most
recent heat pump system prototypes under research and developriestfield (Moallem et al.,
2012b). The second approach was to prepare a special smallestdeility to be able to test each
individual one-row sample of fins, which is cut out from the cwrtially available coils. While the
first approach allowed replicating air flow similaritpdaregular minor non uniformities in air side or
refrigerant side of full scale microchannels, the fin sampfgsoach allowed eliminating the non
uniformities from the experiments to focus on pure effect ofasarftemperature and various
geometries. The complex thermal hydraulic coupled effects tduaon uniformity in surface
temperature, non uniform approaching air velocity, and variatibrthe local heat transfer
coefficients, which typically occur in real microchannel evajmosa were minimized with the
proposed set up of second approach. Second approach had also anothegadtantexplained
earlier. In the second approach by cutting small samples aaduming and controlling their surface
temperature, it was possible to investigate the effect of téimperature and fin geometry
independently from each other and quantifying their impact on thes fgoswth. It is worth noting

that measuring and controlling the fin surface temperature tisanwivial process. It is quite



impractical to obtain the correct accurate surfacepégature by simply attaching a thermocouple on
the surface. If insulation is used to cover the thermocoupladopbint, the local fin temperature is
altered; if insulation is not used, the probe measures an average tempafratuand the surface. All
attempts were made in this study to attach a thermocoupleatb adrue value of the surface
temperature, have failed. Other solutions that were triede wasing infrared cameras, but the
emissivity, view angle, and resolution of the fin surface dueotl rough surface were problematic.
The approach was to measure the surface temperature dhyiragtthermocouples outside the air flow
in the back side of one single fin in the second approach abevdiescribed later in detail. In this
configuration, it was possible to control the surface temperaitithe sample fin and virtually
eliminate any local perturbation in the air stream around tise Tihis method is a new methodology
and was never used before. 3 different fin surface temperatyre8(-11°C) and 9 different fin
geometries were investigated to study the effects of fsitle fin depth, fin length, and existing of
louvers. Three different fin density of 10, 14 and 20 fin per irfuleet different fin depths of 19, 26
and 30 mm and three fin lengths of 8, 10 and 13mm were tested.mOoesign without louver and
one design without using brazing flux to attach the fins to the twees also employed. In both
approaches, 0.3m by 0.3m (1ft by 1ft) coils (Moallem et al., 2012l et al., 2012¢) and small
samples (present dissertation) were tested with differesitopiiilic and hydrophobic coatings to

investigate the effect of coating on their water retention perforenanc



CHAPTER Il

LITERATURE REVIEW

2.1 INTRODUCTION

Frost growth on heat exchangers has been subject to study fochesgaince 1960's. Most of
these studies have been performed on heat exchangers for adifsigeapplications. Some
researchers have developed analytical models by employingdifisiential equations for heat
and mass transfer and corrected their models with factors fh@mexperiments. Some
characteristics of frost have been determined experitherdach as frost density, frost
conductivity and frost porosity. Other characteristics suchoas grow rate, frost thickness, frost
weight and frost visual shape were modelled either numericallgemi-empirically with the

support of experimental data generated from ad-hoc set ups inttalewaSome studies were
performed to identify the basic properties of frost and soimerstinvestigated frost propagation
on different geometries. Some other studies focused on developishgjarfor frost growth on

various geometries.



Each study implicitly contained the effect of its own geoyeaind dividing them into groups
was not possible since each study had multiple relevant findmagsbelong to two or more
groups. | decided to sort the literature review in a chronologicir. The older frost studies will
be mentioned first which mainly focus on obtaining the frost prasestich as frost density and
conductivity. Then gradually the tone of studies shifts toward stgdyost formation rate on
simple geometries like flat plate or cylinders. Findhg recent frost studies were conducted on
fin and tube geometries and some models have been developeHatter studies about
properties of frost are useful to interpret the data obtamwad €oils in the present study such as
pressure drop etc. that showed various behaviours at differemtcsurdmperatures. Other
modeling studies are related to the present work because stuusymgrt detail lead this study to
take an empirical approach vs a modeling approach due to difffcdltat each model were
facing such as validation, skills needed for troubleshootitycanvergence issues. Some other
studies have been mentioned here to show sometimes there isonum®n consent between
various researchers about effect of each individual fadtecting the frost maybe because of
complexity of transient heat and mass transfer problem of fropagation. This even means that
still some parametric study could help finding evidences to sumgpeatidea rather than the
others. The other studies mentioned in this chapter contain tHusenwestigated parameters
affecting the frost experimentally on different geometries faménd tube heat exchangers or
simple geometries such as bank of flat plates or cylindéisse studies are relevant to the
present dissertation because they provide a fundamental undergtafdirost growth and
describe the dominant factors or measuring techniques thadlcantt measures frost formation
for different geometries. At last a few studies that hax@uded on microchannels will be
discussed too. A separate chapter was also assigned to funalaingastigation of frost
formation and theories of formation in molecular scale andaVisategorizing of frost types to

provide a deeper fundamental understanding of the phenomena.
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2.2 LITERATURE SURVEY OF FROST FORMATION IN CHRONOLOGICAL @ER

Formation of frost generally has been subject to study for a long timelsiBdevhen Fahrenheit
(1724) noticed that cold water can form flakes of ice onstivéace (Hobbs, 1974). However,
formation of frost on heat exchangers started to draw atterftem1®50's. One of the earliest
studies of frost on heat exchangers was done by Stoecker (18&it)h@w frost can affect the
performance of coils. Stoecker (1960) added another seriesamesisto approximate that

decrease overall conductivity due to frost.

Chen and Rohsenow (1964) studied the frost roughness for the geomesigde tubes using a
photographic approach with comparison to standard sand. Frost roughisesstiweated to be

between 0.25 to 0.50 mm.

Yonko and Sepsy (1967) developed an empirical correlation to oltah donductivity as a
function of frost density using the geometry of a flat hamtal plate. They found that frost
thickness grow rate is most affected by surface temperatuteir humidity while air velocity
does not have a significant influence on it. They found thiadadh air velocity does not have a
noticeable effect on frost thickness grow rate but it &fewe frost density. Their results showed
that frost conductivity increased with increased surface temperatubaimidity and air velocity.
As they showed according to all previous studies, frost densityavpasitive function of frost
conductivity. That means that with increasing frost densitt fconductivity increases too and
vice versa. So it is resulted that frost density also increasesmaifased surface temperature, air
humidity and air velocity. A table summarizing their general quaigatsults and comparison to
other studies is offered at the end of this section on Tablaely. developed a model to predict
the frost conductivity by setting up energy and mass diffusion emsatf water vapor inside

frost layer. They assumed a spherical shape for frost partidth air pockets surrounding them
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forming a simple structure such as a group of balls equally dpa&dimensions. The results of
the model for thermal conductivity had considerable deviatiom fmeasured experimental data
but authors explained that it could be because of melting anthgeegter into the frost layer

which changes the microscopic frost structure from assumed idealized mousgéructure.

Hosoda and Uzuhashi (1967) by using an experimental setup, obtainedregjt@tidensity and
conductivity of frost on a fin and tube heat exchanger. They fthatdsurface temperature and
air velocity are major factors affecting frost but sinfeir correlations were dimensional, it
might not be applicable to other geometries and operating conddtbes than the ones for
which the correlation were originally developed. Their result lbtihat with lower surface
temperature and lower air velocity frost grows with lowensity while in higher surface

temperature and higher air velocity frost is more ice-like with higisite

Brian et al. (1969) and Brian et al. (1970) developed a model thcpaensity, thickness and
heat transfer rate of frost growth process on a copper flat Pladg.assumed that frost density is
uniform along the depth of frost layer and they used finite @iffee to solve the mass, energy
and diffusion equations. They proposed empirical correlations for frostylaasa function of air
humidity, air stream Reynolds number and time based on experimetdaindéeir previous
work (Shah, 1969). For frost conductivity experimental data, they usedxtiegimental data
which was a function of temperature and frost density from {reivious work (Brazinsky,
1967). Heat transfer decreased quickly with frost growthrst fiour of the test but it reached
asymptotically to a constant value after about 90 minutes stteting the test. Frost thickness

was found to grow faster in higher humidity but grew slightly faster in |é&®¢enumber.

Biguria and Wenzel (1970) developed an empirical correlationfrimst density and frost
conductivity on a geometry of flat plate in forced convectiawfin a wind tunnel. The plate

temperature was varied between -98 to -29°C that lead tostudsice temperature from -20 to -
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7°C for different air velocity from 3 to 12m/s. They used an aptitermometer to estimate the
frost surface temperature and stated the accuracy of thisireeest was +1°F (0.6°C). They
employed a cathetometer to measure the frost thicknesslsDat#eir experimental work was
described in Biguria (1968). They found that frost thickness groatthslightly decreases with
increasing air velocity. Frost density increased by increagiate temperature, increasing air
velocity, decreasing air humidity and decreasing distance frone péading edge. Frost
conductivity variation was consistent with frost density exdeat for increasing air humidity
which increased the frost thermal conductivity. They statedhie#a correlation could predict the

frost density within £7% and frost conductivity within £25% accyra

Yamakawa et al. (1971) and Yamakawa et al. (1972) conducteda skfrost growth test on
flat plate and a bank of parallel stainless steel flagplathey used an infrared thermometer to
determine the frost surface temperature and claimedhiaittaching thermocouples to measure
the frost surface temperature as was used in previouswlods not lead to an accurate results.
They stated that the accuracy of their thermometer was 0n20€Ci and they conducted tests to
determine frost emissivity too. According to their resultsstf thickness, mass, density and
conductivity all increased with increasing air humidity or imsiag air velocity. They found that
heat transfer coefficient is almost independent of time ddrivgy formation and it depends on
amount of mass transfer to the plate based on different condilibasheat transfer coefficient
was slightly higher than what Lewis and Chilton-Colburn analogy estggout mass transfer
coefficient was found to be lower than what the analogy predibesy stated that as time goes
by, the heat and mass transfer rates decrease because oétlieidkness growth and increased

resistance.

Kennedy and Goodman (1974) investigated frost formation on a vecbpgler flat plate in
natural convection air flow regime. An interferometer wasiusedetermine the air temperature

adjacent to frost surface. Authors stated that they have dlglento measure frost surface
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temperature, frost density, frost thickness and frost mass aslitveltemperature of the plate was
-12°C and ambient air temperature was 24°C. The ambient ar wetor mass fraction was in
the range of 0.01 to 0.015 which corresponded to relative humidities ofa13%86. The details
of experimental setup were referred back to another worthdysame authors (Goodman and
Kennedy, 1972) and (Goodman, 1972). They found that relation between heaasstransfer

coefficient is greater than what predicted by Lewis analogy.

Jones and Parker (1975) developed a relation to predict thed&osity and frost thickness in
time by starting with initial values and following the ratdschanges of these variables. They
compared their results with experimental data obtained by Yonk&epsy (1967). They stated
that their model could predict the frost growth even with vargimgrelocity, temperature and
humidity during the frost growth rate within 30% however only thiskneerifications were

introduced.

Hayashi et al. (1977a; 1977b) used a photographic observation eppooealassify frost types
based on plate temperature and water vapor concentration feoasetry of a flat plate. They
divided the frost growth period into three phases which will beudised further in details with
images in next chapter, "Fundamental understanding of frostafiamm. The thickness was
measured using a cathetometer and after each run a safirpdst was cut out and weighted.
Frost surface temperature was measured by placing thermocaupléke frost layer surface.
They proposed a model to predict frost thickness and weight lmmsedsumed geometry of
vertical columns of frost in the air stream in the beginmihffost formation process. They also
found increasing surface temperature and air velocity increaseast density and conductivity
while air velocity does not have a significant effect on frost thicknassistent with what Yonko

and Sepsy (1967) have found before.
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Schneider (1978) proposed a simplified frost model with a rel&biofrost thickness growth on
cylindrical tubes that was claimed to be independent of Re numbernpodpressure but instead

depending on ratio of super-saturation defined in their work and frost contjuctivi

Schulte and Howell (1982) studied the effect of air turbulenceosh growth on a flat horizontal
plate. They changed the air turbulence intensity between 1 and 22% and fdidnabi have any

significant effect on frost growth. They measured the thickmessarious locations of the flat
plate and found that air velocity and air temperature wihdly affect the frost thickness growth

pattern on their geometry.

Dietenberger (1982) Proposed a model for frost growth on flaégplividing the frost growth
procedure into three phases and used previous models in thei@gemsith some additions for
each phase, to match the simulation results with previous meyedl data from the literature.
(O'neal, 1982; O'neal and Tree, 1982) studied the frost formation extgrmivelbank of parallel
plates in temperature ranges of -5 to -12°C for differenvelmcity and humidity. They found
that frost height increases with decreasing plate temperaturancreasing air humidity. The
effect of air temperature was negligible. Higher air vitilee caused slightly higher frost
thickness growth rate but it was true until a critical Regaahumber was reached. Higher
Reynolds number had reverse effect. They also found that devsdity increases as plate

temperature and air humidity and Reynolds number increase.

Barrow (1985) stated that a reduction in capacity of frosted coil ifynthse to blockage effects
of frost and reduced air flow rate. The insulation resistance efféaist has small effect on the
heat transfer and could be neglected. The influence of temporariassat local velocity and
heat transfer coefficients and surface roughness due to frost coulcenmiroe the effect of

reduced air mass flow rates at last. It should be noted that somehesgdelieve that the total
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capacity reduction is more because of air flow reduction than irsuleffiects of frost such as
Barrow (1985) while other researchers believe otherwise (Yansaktel., 1971).

Chepurnoi et al. (1985) experimentally investigated frost growth imnafd tube coil by
measuring the thickness and comparing to other available datathe literature. Authors

suggested a correlation to predict the thickness on similar geemetri

Satio et al. (1984) used experimental microscopic observatistudy early frost growth stages
(less than 2 minutes) on a vertical cold polished copper ptate horizontal cylinders in an
array (to simulate a geometry similar to fin and tuwml) under forced convection. Air
temperature was 20°C and surface temperature was varibe irange of -5 to -15°C. They
performed their experiments with three different air relative huynievel of 50, 65 and 80% and
air velocity of 2, 6 and 13 m/s. They found that in early frogiod#ion stage water vapor
condenses on the cold surface as an unstable supercooled ligaidHort time and then these
droplets freeze immediately. They found that frost density exegfl by number and density of
the formation of these frozen droplets on the surface. This timertvas called "freezing time"
was found to be reduced by a number of affecting factors suabwas surface temperature,
higher air humidity, higher air velocity, shorter distance frdva keading edges and smaller
contact angel (hydrophilic surfaces). Freezing time was diifefior different test conditions but
as an example for air velocity of 2m/s and relative humifit§0% in the location of 5mm from
the leading edge, freezing time for surface temperatures ef, -10 and -13 was 35, 25, 15 and
20 seconds respectively. For other conditions, the freezingitasalifferent and it varied from 5
to 90 seconds but the majority of the data points lied between 3@ ¢econds. They observed
that after freezing of these small droplets, micro-icgstats start to grow on them one
dimensionally perpendicular to the surface in early stagesy Witered dimensionless

correlations for density and thickness of frost using a dimensional analysi
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A model of frost with considering all heat transfer mechasisvas developed by Auracher
(1987). From the convection, conduction, radiation and diffusion termsast shown that
convection and radiation inside the frost layer have lesslt¥tanffect and can be neglected and

only diffusion and conduction should be considered inside frost layer.

Zakrzewski (1984) developed a computer model that calculated omywial duration for frost
and defrost based on different assumed values for heat exchaegerfrast density and
temperature differences. As frost cycle progressediie, tihe capacity dropped gradually. When
defrost kicked in, the capacity of unit was somehow accountece toelgative because it
consumed energy and provides no useful heating. The decision about hovostranét defrost
cycle duration should last could be a parameter to be @gtiiniThis was achieved by their
computer model. The final results were highly dependent on assurattrdresfer coefficients
and temperature differences and other heat exchanger chiatastevhich are not the same for
all heat exchangers. For the range of parameters they egstima optimum frost cycle time was
varying between 1 to 4 hours. This result is typically highantconventional time of defrost on

industrial microchannel heat exchangers which is equal or less than 45 minuest cases.

Aihara et al. (1989) showed that if a heat exchanger is beingdla a fluidized bed so that a
flow of liquid fluid pass on the tubes there will be frost owddisbes but if there are particles of
glass beads of roughly 1mm diameter in this stream, thendamshot be formed on the tube
surface. In other words, glass beads remove frost particlearéhdeposited on the tube surface.
This finding is interesting because if the same conoaygiddoe employed in air stream then the

problem of frost formation on heat exchanger could be able to be solved.

Sami and Duong (1988; 1989) introduced a numerical model of frost goowfllat plate based
on molecular diffusion of water vapor. The results of model werapared against previous

experimental data and the models of Jones and Parker (1975), Yonko an@196@$ and Shah
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(1969). The new model seemed to be able to predict the experirdatadbetter than previous

models.

Emery and Siegel (1990) experimentally studied the effect ef fommation on a sample of fin
and tube coil placed in the cold air stream by measuring leeedfer and pressure drop. They
found that heat transfer degradation is a function of time and air humidity wideupe drop is a
function of frost thickness and surface roughness. They also founibittzat approximate frost

layer thickness of 2mm on their specific geometry, the capacity has debldze

Kondepudi (1988), in his Ph.D. dissertation performed a thorough experirstermya on fin and
tube heat exchangers with 1)louvered, 2)wavy, 3)corrugated, andpfatiatfins and also spine
fin types under frosting condition. The effects of change in ait surface temperature, air
humidity, air velocity and fin density were studied and massast,f heat transfer coefficient,
enthalpy change and air pressure drop across the coil were measweedfdtind that frost grow
increases when any of the air humidity, air velocity, airperature or fin density increases,
while the most influential factor was determined to béhamidity. After air humidity, higher fin
density leaded to faster frost growth and higher air pressure drapdeeof the air flow blockage
effect. Higher air velocities leaded to faster frost grate too but the differences were small. A
model was also developed for flat fin type and claimed to be apledict the experimental data
within 15 to 20% error. Similar results of their findings &/@ublished in Kondepudi and O'Neal
(1989) and Kondepudi and O'Neal (1991). In their study, frost massataseasured directly
with a scale; but it was measured using difference betwednmidity before and after the coil
and finally it was checked against weight of condensate mietisd In another follow up work
(Kondepudi and O'Neal, 1993) a fin and tube frost model was preseimgdjuasi steady state
assumption and uniform frost growth all over the heat exchahigsvever, the validation results

compared with experimental data was not presented.
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(Ostin and Andersson) (1991) with an experimental approach, staiedrost thickness is
depending significantly on temperature and air humidity but not ovelocity. Air temperature
was 21°C while three surface temperatures of -7, -11 and -20°thraedair relative humidity of
32, 52 and 75% and air velocities of 3 and 6 m/s were tested. Tloaregy was a bank of
parallel horizontal plates under forced convection. Their result ethawat if air humidity
increases, thickness and mass of frost growth rate incteaséut if surface temperature
increases, frost thickness growth rate decreases as expected but$sogtandh rate change just
slightly. This last result about effect of surface temjppeeawas drawn from 30% air relative
humidity test that rate of frost deposition is very slow therthat after 5 hours, only 1.5 gram of
frost was accumulated on the plates. It is possible that ¢is¢ fnass gradient was not very
apparent from their experience because of extreme low air hyraiatl slow frost rate and the
difficulties to measure such a small weight. Especially theg @asmechanical arm and bearing to
make contact with weighing machine that had friction accortinguthors. They measured a
frost density based on their measured thickness and massuwrdiffost thermal conductivity
using previous correlations of Auracher (1987) and Dietenbel@&3). The density of frost
found to be higher when air velocity was higher consistent wiitat Yonko and Sepsy (1967)
had found before. They proposed a correlation to obtain frostieffebermal conductivity as a
function of frost density based on their density measurementw#éisaslightly lower from other
previous studies. They stated that some part of frost meltesmpdiisto the previous layer of frost
and they called it cyclic frost growth. They found that after foaurs of this cyclic frost growth,
frost density increases from around 100kg/m3 to 300kg/m3 and froshaheonductivity
increased to about three times its initial value too. Theyaggd that this increase is because of
densification of frost layer that happens as a result dfirgeand refreezing. In another work,
Ostin and Johannesson (1991) found that one particular hydrophilic cdatipglyurethane
composition) delays the frost formation on the flat plate sesfam comparison to bare
aluminium to a significant amount of more than 1,2 and 3 hours ferelit coating thicknesses
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of 0.2, 0.4 and 0.7mm respectively but this effect will be lost affekv frost/defrost cycles. The
used coating contained the famous antifreeze solution, EthylewelGly prevent frost and ice
formation and during the water absorption, the coating formezkilié and soft hydrogel with a
slippery surface. This polyurethane resin used to absorb waenmakémes its original weight
but solubility of Ethylene Glycol in water and resin eventugaclement from the plate surface

might have been the reason that this coating lost its performance &dte frosting cycles.

Shinagawa et al. (1992) investigated nucleation of water vapoa cold copper surface to
determine the circumstances in which whether liquid od sulicleation happens. There was only
water vapor used in an evacuated test chamber that was in contactlevighréace and there was
no air present there. They found that partial pressure of Vegzoa key role to determine which
type of deposition happens on the surface. In their experiment, vegieurvpartial pressure and
surface temperature were not changed independent of each otmesu@talare only available for
a certain range of conditions. Visual observation was used tnmdee the type of frost
deposition. They found that for the surface temperature of -16€Cbhalow and for the water
vapour pressure of 50 to 200 Pa, only ablimation frosting which éstdiormation of solid
condensate from water vapor (direct solidification) occurs. From theceudmperature of -11°C
and water vapor of 350 Pa to surface temperature of -16°C anda&0d@rmation of liquid
condensate happens on the surface that is followed by fremzihg droplets immediately. The
experiment was setup so that the surface temperatureausiedrease in a slow rate and water
vapor pressure used to decrease too at the same time becdepgesition of water vapor on the
surface. They concluded that the condensation frosting whichnmfion of liquid condensate
followed by freezing happens when the water vapor pressure is 200v@a. But the maximum
temperature they had in their experiment was -8°C and 350 Pa savdsen® experimental point
to verify this hypothesis for temperature between 0°C and -8p€cally for water vapor partial

pressure of 500 to 650 Pa which is near frost test conditions of exeatngers. Their

20



conclusions might need to be used with care in heat exchawmgéndr conditions. In another
study, Shinagawa et al. (1994) studied nucleation of a mixturetef wapor and p-xylene on a
cold surface with an experimental technique identical to previtugy svhich approximately
ranged the same pressure and temperature conditions. In anotherStinagawa et al. (1995)
used cyclohexane substance to study the phase transition from méparyistals on a cold
surface keeping the surface temperature constant at -22, -33@and increased the vapor
pressure gradually. They found the critical vapor pressureyclihexane starts to nucleate on
cold surface happens at 950, 450 and 270 Pa for the three mentionethterapespectively.
They developed a model using molecular kinetic theory to préuigtbehaviour that finally

compared with their experimental data with good agreement.

Sherif et al. (1993) presented a model of frost growth on @lfé¢ using a numerical approach
to find the temperature and thickness of the frost takingradga of previous correlations for
frost density and conductivity. The results were compared ssfallggo previous experimental
data of Yonko and Sepsy (1967) and to other models (Jones and ParkerSasisand T.

Duong, 1989).

Tao et al. (1993a) proposed a 1-D model for flat plate to prédsit density and frost thickness
by using an effective mass diffusivity that accounts fateaiation of actual mass transport
(which was several times higher) from the Fick's diffusion law as thegiargl. In another study
Tao et al. (1993b; 1994) investigated the frost growth on a singlgtgtfen of Aluminum, Brass,
Plastic and Teflon experimentally. This straight fin was digt@aflat plate that connects to the
surface from the bottom edge side and frost grew on both sideeoflat plate while the
temperature of fin root was changed from -6°C to -20°C. Théeaiperature was constant at
21°C and relative humidity was in the ranged between 30 to 60%frdastegrew in higher
thicknesses and density on leading edges of the fin than thegtedges. The middle part of the

fin seemed to have large fragile crystals growing directiptéased toward the direction of air
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flow. The trailing edge crystals were similar to the Iegdedges but in lower density and
thickness. The frost thickness at the trailing edge was rpuwgdif of thickness on the leading
edge and in the midpoint it was something between these two Vadueser it was very non-
uniform. The frost grow on the aluminium fin was found to be slower tharbrass fin. They
observed the early frost formation process with a microscopdiwided the frost growth period
into three phases. In the first phase, subcooled liquid dropletarappehe surface. In second
phase, which happens after a short time after first phasef #ilese droplets turn into ice and
solid crystals appear on the surface. And in the third phasgtalsnbegin to grow into many
branches like trees and fill the free spaces. They found th#tddkluminum surface, subcooled
liquid droplets turned into ice in less than one secondhealtration of the first phase is very
short. In another numerical model Tao and Besant (1992) proposed a mquietlici frost
thickness, density and rate of ablimation in two directions of abamd parallel to the flat plate
numerically. They validated their results against Maol.e(1892) results. The only limitation
was model could work only for 5 to 10cm after the leading edge. akendistance to the leading
edge the model seemed to deviate from experimental data and srotbeve were no
experimental data in Mao et al. (1992) measurements closebtma to the plate leading edge.
This makes usage of this data and model for heat exchanger application# Géoause most of
regular heat pump heat exchangers has a one row or two row coils that mgsitpiteawith less
than 5cm depth. Mao et al. (1992) did an extensive set of measuiseomefrost thickness, mass
and heat flux on an Aluminum flat plate with average roughnes8.3ffim under forced
convection as function of distance from leading edge, air humidityvelocity and surface
temperature. The air temperature varied between 15 to 23°Colth@late temperature ranged
from -5 to -15°C. Air absolute humidity ratio varied between 0.0®10a& kg/kg and air velocity
range from 1.2 to 2.7 m/s which corresponds to Re of 3000 to 7000. The datadstnat
thickness increased linearly in the beginning (approximatedy 80 min) and started to flatten
out later in the tests (between 60 to 120min). The other ititegasservation was the thickness
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was almost uniform in different depth of the plate and althoughd some variations along the
plate but there was not a significant excess accumulationostf én the leading edges. This
seemed to be true for different air humidity and differentvalocities that were tested. Air

velocity had a small effect on thickness increase too and an increase of 30%elodiy caused

a 15% increase in thickness measurements. Surface tempelettease had a distinct effect on
thickness and increased it significantly. Frost mass contientrthat was defined the mass of
frost per local unit area of the plate (kg/m?) used to dropktyuby increasing the distance from
leading edge. The areas near the leading edges had a consibigtaédenass concentration and
this effect was magnified in higher air humidity. On the cogirtlve surface temperature had
small effect on mass concentration. Heat flux which waseefiheat transfer rate per plate
surface area (W/m?) had higher amount at leading edge arehdedrafter that point regardless
of time all during the test. They finally offered an emgiricorrelation for frost thickness, mass,
dimensionless frost density and conductivity, heat and massfér coefficients and compared
their correlations with other experimental results fromvioes studies which were in a fair
agreement. The dimensionless form of their equation for somables such as temperature
contained both air temperature and surface temperature andncsiutiold be used to interpret
the data based on increase or decrease of such variables.onsileting these points, their
findings were consistent with previous findings in other studitem et al. (1993) repeated the
same measurements but for lower air velocity in larfiregion i.e air velocity of 0.4 to 0.9 m/s
(Re: 1000~2100). A similar correlation with different coeffi¢gefor mentioned parameters were
proposed. They found that in laminar air flow, the frost thicknesmiich less than in the

turbulent air flow with other identical parameters. Also imilzar air flow frost thickness

decreased from leading edge to trailing edges more significtimdh in turbulent air flow

2 The criteria for laminar and turbulent flow fouadisturbed flat plate in the free stream which is
considered as an external flow regime is Re(ct)t&®00,000 but as long as all the discussion aheat
exchangers deal with channel flow between parftislor plates, the definition of Reynolds numlser i
based on internal flows and hydraulic diameterthefchannel flow. So the critical Reynolds numiser i
Re(critical)=2300.
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however frost thickness at trailing edge was never less@h% of leading edge thickness. Heat
transfer coefficient had a slight increase in time fobutent flow but it had a slight decrease in
time for laminar flow. Heat transfer coefficient had a digaint decrease with increasing surface
temperature for both laminar and turbulent flows. Mass teamsfefficients decreased in time for
both turbulent and laminar flow. Mass transfer coefficient hewedecrease slightly with
decreasing surface temperature in turbulent flow but incresitledurface temperature decrease
for laminar flow. They pointed out the offered correlationseargineering estimations and could
not capture the complexities of leading edges (x less than 5@mangarly frost growth stages.
The other limitation was the large fluctuation of air absohutmidity using hot steam spray in
tests ranging from\o =0.0005 to 0.001 kg/kg for the air humidity ©0.004 kg/kg which
affected directly the mass transfer coefficient measents (in comparison to the present study
which isAe = £0.0002kg/kg). In another study similar to what was explained, Mab Et999)
did an experimental study of frost growth on the flat plate in ithara temperature conditions
applicable for commercial freezers. The surface temperatas between -20 to -40°C and air
temperature ranged from -10 to -26°C. Finally empirical catigris for these conditions were
proposed. They found smoother frost layer which was thinner and densed in higher cold
surface temperature and lower relative humidity. In theseoSelata, measurements were
conducted 25mm beyond leading edges and farther so there was muoatidor for frost
formation behaviour near leading edge which might be importantost formation on the

microchannel heat exchangers.

Ameen (1993) investigated frost growth on fin and tube heat exaharsjeg previously
developed correlation to set up a model, which under-predictednéss of frost and the

evaporator temperature but the model predicted well the overallityapac

Le Gall et al. (1997) proposed another 1-D model for frost déposin a cold flat plate. By

accounting temperature and density variation inside frostr,lahey proposed a diffusion
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correction factor to account for deviation of increased massfer coefficient from the Fick's

diffusion law.

Chang and Wang (1997) developed a generalized heat transfer tmorréte 91 different

samples of louvered fin michrochannel heat exchangers in dryticondollected from previous
studies. The correlation could predict Colburn j factors of 89%edtiata bank within 15% error.
Their correlation will be used as a comparison to the correlatieiaieed in the present study in

the following chapters.

Martinez-Frias and Aceves (1999) introduced a model for ffaghation on fin and tube
evaporator to predict COP, frost thickness and pressure drop. Authoediat model has been
verified with experimental data in their previous work (Maet-Frias et al., 1996). Authors
explained that their frost model has been implemented into amegxistat pump model (Rice,

1991) and effect of frost on heat pump performance has been obtained and plotted.

Storey and Jacobi (1999) investigated the effect of air eartim the frost growth in a laminar
channel flow between two parallel flat plates with an experiateapproach. They showed that
dimensionless frost thickness grows linearly with squareafenvironmental time with slope of
one. The dimensionless frost thickness was frost thickness diidedace between plates and
environmental time was defined as a combination of Fouriet &id Lewis number. They
developed a scaling relation for frost growth rate and they found that gen@iatingtices in the
airflow using a special type of vortex generator increase$ foxst growth rate by 7%. They
found that air Re number (500<Re <2500) and location in the channeligtasice from leading
edge along the flow in depth of the plate but it was the horizdigtigince left or right side of the
vortex generator on the plate) does not have significamttsfbn frost thickness. Details of their
experimental setup was explained in Storey (1997). An integefact also was reported by

Storey (1997) and Storey and Jacobi (1999) about usage of an ihdormecof a relation to
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obtain frost thermal conductivity by a number of previous studibs. driginal equation was
developed by Woodside (1958) and it had a incorrect form in itgaligrinting on their work.
A 1/2 multiplier was typographically missing in an integralcalation and even the Woodside
(1958) numerical data only matched with correct form of tljgagon. Other researchers
(Biguria and Wenzel, 1970; Hayashi et al., 1977b; Yonko and Sepsy, 1@6rjeceand used
somehow the original incorrect form of this equation in their nsdéhally, A follow up work
by Robinson and Jacobi (2001) corrected the assumption of constant rmpassiate on frost

layer.

Ismail and Salinas (1999) developed a one dimensional transimel rfor frost formation
between two cold flat plates and compared with experimentalftatathe literature. It was
shown that results from the model for frost thickness anditgerxcept the initial points,

matched well with experimental data.

Thomas et al. (1999) and Chen et al. (1999b; 2000a; 2000b) investigatiedst growth on a
bank of fins placed in the air flow and mass and thickne$=osif and heat transfer rates were
measured. Weight of frost was measured after the test by plaeifips on a scale. A model was
developed upon their findings and compared to experimental daganddel was able to predict
the frost characteristics well except the pressure drbyish were found to be very sensitive to
thickness and could not be predicted very well. In another workébgame authors (Chen et al.,
2003), the effect of fan was added to the model and a sensitivigsiznaas performed to help
optimizing the design of heat exchanger. Thomas et al. (1999) shbateahta flat plate with a
depth of 200mm the maximum frost thickness happens very near the leddesat 14mm from
the leading edge. The value of thickness at this point was ¥ higher than trailing edge

and was decreasing linearly from leading edge to trailing edge.
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Sahin (2000) developed a model to predict effective frost conductivitihidagarly crystal growth
period based on assumption that frost layer could be divided into tw® gfacylindrical ice
columns and air gaps. A parametp) Was introduced defined as the ratio of volume of ice to
volume of empty space (air) in frost layer. Consistent witierostudies he found that frost
density and conductivity are lower at lower surface tempeasitiirost conductivity and density
increased with increasing air temperature, decreasing aidityiiand increasing air velocities. A
one dimensional mass diffusion and heat transfer process wasedssumis equations. The
details of the experimental setup to measure effect of uarpmrameters on frost density,
thickness and mass deposition rate was described in Sahin (12B&ghin (1988) where the
geometry of flat plate was used. In addition to mentioned relselltdiso showed there that with
decreasing surface temperature or air temperature frokh&ss increases faster but the effect of
surface temperature was much more significant. With incrgasr humidity frost thickness
increased significantly but with increasing air velocitysfrthickness increased slightly. Instead
of measuring mass of frost, he measured the deposition r&tesbimass on the plate per unit
area (kg/m2s) and he showed that this rate is fairly constaimy the test and only drops slightly
after one hour from the beginning of frost deposition. It meandnbstt mass increases linearly
in the first one hour of the experiment. It was shown that the sutimperature and air
temperature change could not affect the frost mass depasitefor two surface temperatures of
-15 and -25°C and two air temperatures of 13 and 20°C. Air humititgase from absolute
humidity of 0.004 to 0.007 kg/kg resulted in significant increase of degsssition rate however
increasing air velocity from Re=2400 to 3700 increased mass itlepaste somewhat. They
stated that higher air velocities increase both the mepssition rate and frost density so that
they offset the effect of each other and there is no much dfitferin frost thickness growth.
They observed that at the beginning of frost growth, firstragmooth layer of frost covers the

surface. Then frost crystals that are relatively far feanh other begin to grow on this layer in
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vertical direction in about the same rate. This fact wasipusly observed by Hayashi et al.

(1977b) and Kamath (1985).

Okoroafor and Newborough (2000) experimentally investigated the drosith on aluminium
flat plates coated with 3 hydrophilic coatings. They found thatptively hydrophilic polymer
coated plate had a frost thickness about 10-30% lower than ushq@ate but no contact angle
was reported in their work. They reported that frost densityflastl mass deposition rate were

higher in higher air relative humidity (RH of 70% vs. 40%).

Dyer et al. (2000) experimentally studied the effect of 5 wiffe substrate surfaces on frost
growth which were flat plates with the surfaces of bdawensmum plate (53°<CA<92°), coated
aluminum plate (38°<CA<55°), Kapton tape (32°<CA<67°), PTFE on §fdékCA<106°) and
PTFE tape (84°<CA<103°). They found that frost thickness grows fE3%r in hydrophilic
coated surface in comparison to bare aluminum plate. Using no@iosabservations, they also
found that there are significant differences in liquid coveraigthe surface between hydrophobic

and hydrophilic surface in the very beginning of the frost formation process.

Luer and Beer (2000) experimentally investigated the frost depodietween parallel cold
plates in air side laminar flow condition. The authors formdlatéheoretical expression for frost
growth, employing numerical iterations to find a correct tentipegaand density distribution
inside frost layer. The results were compared against ékperimental data and a fairly good
agreement was observed except for very low surface terapesanf -16°C. Air velocity, air
humidity and surface temperature were varied and authors foundnthatrease in air velocity
results in more dense frost formation. The higher humidisylted in faster frost thickness
growth and higher frost density. Only exception was in lower humiditge: the frost density
decreased initially and then started increasing afterwaetgeBsed plate temperature resulted in

faster and more porous frost layer grow while changing thempédrature at constant absolute
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humidity, did not make a significant change on frost thickness growth. T¢wjoand that in the
first 60 minutes of the frost test, frost thickness is abotim®s higher in leading edge in

comparison to trailing edges.

Zhao et al. (2001) investigated experimentally the performance oémber of heat pump

microchannel evaporators using £&5 refrigerant and a semi-empirical model was developed.

But the study focused more on refrigerant side of the heat myehand did not consider frost
formation on the air side for evaluation of microchannels éreltangers. Actually the air side

condition was chosen in low relative humidity region to minimize frost depositi the surface.

Wu and Webb (2001) experimentally investigated possibility of ngusost to be released from
cold surfaces of hydrophobic and hydrophilic coated flat aluminiunteplady mechanical
vibrations. The pattern of frost on hydrophilic surface was obdgeto be uniform while this
pattern on hydrophobic surface was non-uniform and rough. After defiyitophilic surface
was totally wetted while on hydrophobic surface, there wasidhgiV droplets. They found frost
could not be released from the surface by mechanical vibratiothapdbserved similar frost

grow rate on both hydrophilic and hydrophobic surfaces.

Cheng and Cheng (2001) developed a model for frost growth onldtatywhich was based on
surface temperature, air velocity and air humidity. The resfltsmodel were compared to
previous experimental data of Yonko and Sepsy (1967) and to previous mbdelses and

Parker (1975) and Sherif et al. (1993). A good agreement was found.

Huang (2002) addressed the frost growth shape prediction on a cylintgcaosjugate gradient
method. The author found that this method was able to predict the sh&xost except for initial

and final times, which seemed to be singularity points.
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Yun et al. (2002) proposed another approach of obtaining frost dendigoaductivity based on
frost surface roughness. The roughness correlations contained 280%ararit was based on

locations of peaks and valleys of frost layer for the specific gegroks flat plate.

Jhee et al. (2002) investigated effect of surface treatorefost and defrost performance of fin
and tube heat exchangers experimentally. It was found that altHmeiginbunt of residual water
is less on hydrophobic treated coil, but three different hydropbilidhyydrophobic surface
treatment with 3 different contact angles of 12, 74 and 124° ggnbeal a small influence on
coil thermal performance improvement. In their study 74° wiesresl to as the contact angle of
bare aluminum while 12 and 124° were contact angles of chrome-basktdP&FE
(polytetrafluoroethylene) based coatings respectively. Theyneth that lower density frost
grows on the hydrophobic surface and the coil frost blockage ratieases slightly faster for

this surface treatment.

Mei et al. (2002) investigated frost formation on a 7kW heatppagstem and experimentally
observed that by adding a 1kW electrical heater to suction dicwwraulator, the frost formation
on the evaporator could be postponed by a considerable time. The wssdhat the heater
increase both evaporator and condenser working temperature adpoeator frosted less than
before. Some of this heat was recovered in the condenser whicliseg to heat up the
conditioned space. Although the time of each frosting cycle, bé&fareeds a defrost cycle,
seemed to be doubled, the authors did not discuss whether 1k\Wcaldwtater would consume
more or less energy than the one required for additional tefrdes. They measured the energy
consumption required for defrosting a standard heat pump by udi@k\ electrical heater for
melting the formed frost directly. Then they compared thisltregith their new heat pump

adopting a 1kW heater in suction line accumulator which does not seem to beoenfairison.
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Lee and Ro (2002) investigated frost formation on a verticak mxperimentally by varying air
temperature, humidity, velocity and surface temperature andthickhess, mass and density
were measured. They found that air humidity and surface tetuape@e the dominant factors
affecting the frost formation. In higher humidity and colder surfemeperature frost grew
significantly faster, thicker and coarser. For lowertamperature and higher air velocities frost
grows slightly in a thicker layer. Frost thickness wassneed using a CCD camera while frost
surface temperature was measured using an infrared thermoffete&eommon inaccuracy using
infrared thermometer due to unknown surface emissivity was sotistied. The mass of frost
was measured by mechanically scraping the frost off the platte end of experiment. In
another work, Lee and Ro (2005) found that frost growth formulatioa &mple model with
super-saturation assumption results in better prediction ofimggal data than the saturation

assumption. They also found that initial density of frost significantgctd the results.

Song et al. (2002) experimentally investigated performance ofrachannel coil using CO2 as
refrigerant in a split system in heating mode. In their studgtead of common horizontal
refrigerant headers, vertical headers were used and autleatgdrexplain that non uniform
refrigerant distribution causes non uniform frost growth evehtually results in non uniform air

flow.

Cheng and Shiu (2002) experimentally studied the pattern and thiaknfesst on a flat plate in
two dimensions (frost thickness and depth) and good macroscopic andcopc visualisation
was performed by taking various pictures of frost growth at different tistarits and conditions.
Air temperature, humidity and velocity, and the cold surface termyeraere varied to study the
effect of them on frost growth. They found that frost grows not only in normal dir¢ottbe flat
plate but also in opposite direction of air flow in the leadingeesdgwell making a round tip head
on the beginning of flat plate. However with increased aipe¥ature or air velocity, the round

tip edge becomes thinner and sharper. They also found that with kigheglocities more
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crystals grow on the surface and this increases the thiclamesglensity of the frost layer.
Because more than one variable was varied at a time, ltheffert of each factor was hard to be

guantified in their experiments.

Shin et al. (2003) investigated experimentally the effect ofasarfhydrophilicity on frost
formation rate for three contact angles of 23, 55 and 88° on hdietontal plate. They coated
aluminium plates with lacquer for 88° contact angle surface Esinp polymerization coating
for other two surfaces. The air was at 12°C and plate was kept constdethpatature of -22°C.
Frost mass, thickness and heat flux were measured and fine tbepiescwere placed in depth
of the frost layer to measure the thermal conductivity adtfrThey found that frost density and
conductivity were slightly higher in hydrophilic surface (i.e. éswcontact angles). Frost
thickness was found to grow slightly slower in hydrophilic surfabige frost mass was equal for
all the samples. They proposed empirical correlations for théskard mass growth, density (as
a function of time and contact angle) and thermal conductia#tya(function of contact angle and
density) and compared with previously available correlatiitesature. They claimed that
thermal conductivity of frost layer in the depth of frostelays 2 or 3 times lower than

conductivity close to frost-air interface or at the plate surfd¢eraugh the test.

Shimomura et al. (2003) investigated a 1-D frost growth model flat plate using non uniform
frost properties i.e. density and thickness, and eventually compares veisiulexperimental data
of previous works. In other words, while previous models considéeesity variations through
time, their model considered different densities at variocost flepths and the density changed
through time as well. The authors compared the results wathgus uniform-property models
and showed that their new model was able to predict the previousnespil data much better
than previous models. They also concluded that for higher airitietofrost depth (thickness)

growth rate decreases.
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Kim and Groll (2003a; 2002; 2003b) compared frost/defrost time and hegmifgrmance of a

conventional fin and tube coil with a microchannel coil in a wpigplit system. They also

compared effect of fin spacing for two 15 and 20 fin per inch eoitkslope of the slanted coil in
vertical and 15 degrees sloped. The vertical 15 FPI had thédmstg performance and frosted
in lower frequencies. It seemed that slanted coil did not bet{er water drainage and did not
improve frosting performance. The angular installation, in 20 iRproved the heating capacity
and system performance while in the 15 FPI it was the opposijeagular installation leads to
more frequent defrost cycles. The effect of fin densitygs wobserved to vary. In vertical
installations, 15 FPI performed better that 20 but in angular lastals, both had equal

performances. Coarser FPI leads to lower defrost frequenies.authors noticed that the
frequency of defrost cycles was proportional to how fast teiraulated frost blocks the air

passage in the coil.

Cho et al. (2003) did some experiments on microchannels and compared regubchannel

with another type that has some cross link connections between @rosslink means that fluid
in one tube can flow into the flow of other tubes depending on type of the cross link. armper
and capacity were measured and authors observed that crossidiichannel type showed

slightly better performance in some special cases.

He et al. (2003) experimentally investigated frost growth din and tube evaporator of a heat
pump and claimed that there is a critical frost thickness belloiwh the heat pump performance
does not show noticeable changes. The heat transfer and airaftostarted dropping beyond
this critical thickness (0.24mm). No wind tunnel or psychomethamber was used in their
experiments and authors performed their experiments during dispéaier night, for which

ambient air dry bulb and humidity fluctuation were in an acceptable range.
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Seker et al. (2004a) proposed a 1-D mathematical modeldictpfiest thickness, UA values of
coil and air pressure drop for a specific geometry of afid tube coil. Frost distribution was
assumed to be uniform over the heat exchanger. In another worksafrtleeauthors (Seker et al.,
2004b), an experimental setup was introduced and the results of @Wieusr model were

compared against experimental data. A fair match was reported.

Lee et al. (2004) experimentally investigated the effedtyofophilicity on frost formation on a
flat plate for two different contact angles of 23 and 88°. dperating conditions were somehow
different from what commonly being used in HYAC and it wasaiet for household refrigerator
application. The plate temperature was between -12 to -28°C and the airaemgpanas between
10 to 20°C. They found frost structure to be similar between twerdiff contact angles. The
lower contact angle surface (Hydrophilic) had slightly lowgckness and higher density but
differences between results of two different contact angée very small. Only in very low air
humidity it was found that the frost density on hydrophilic s@fecreased 20 to 30% of frost
density in hydrophobic surface. They found frost structure is a maitidaraf air humidity and
plate temperature while air velocity has minor effect ohatyever air velocity had an effect on
frost density. They divided the frost crystal shapes inteettmain groups of feather, grass and
plate type that generally formed under high, medium and low air hiynmBpectively. Frost
thickness increases with increase of air humidity or deerefiplate temperature but slightly

affected by air velocity.

Kulkarni et al. (2004) used a previously developed simulation nmodehprove the designs of
microchannel headers for better refrigerant distribution. A netval shape for headers was
proposed and analyzed. Iragorry and Tao (2004; 2005) proposed that &erfipstature and
density measurement techniques could be employed to control defrost@pdrators. They
proposed that defrost initiation could be decided by measurinduitienéss and density while

defrost termination could be decided upon sudden change in frost swafaperature. Frost
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surface temperature and its variation measured using arethftagérmometer and thickness was

measured by a custom made set of strain gauges in a flexible beam element

Na and Webb (2004a) adopted a super-satufaissumption for water vapor near the frost layer
and cold wall surface due to temperature gradient and proposed mouel, a new correction
factor and new correlations for local frost density and caindtycon flat plate and a bank of
parallel flat plates (Na and Webb, 2004b). Frost thickness wasuresl using a micrometer but
the measurements, their uncertainty and potential interfereititérost nucleation sites were not
sufficiently discussed in detail in their main study (Na, 2008e authors pointed out that that
their attempt to measure the thickness by laser beam methadiginally proposed by Sanders
(1974) and Mao et al. (1999), was not successful due to high rasbhthe frost surface. The
mechanical micrometer option was found to be more suitable in ttpEriments. The thickness
was measured every 10 minutes to every 30 minutes. Even thoughighisbe quite a large
interval it seemed that it was able to show the trenthe@fata. The authors also showed that if
previous saturation assumption is used, frost grow rate in theimuoelel will be over predicted
by 30%. In the other study, Na and Webb (2003) investigated the effsatface energy and
surface roughness on frost formation on a flat plate. It was foundthet énergy surfaces (high
contact angle for water droplets or hydrophobic surface) wihydéhe frost formation. The
authors observed that water vapor near the cold surface chasgath#e either by direct de-

sublimation on the surface or by freezing immediately afterdensation. Good microscopic

3 Air is referred to as supersaturated when the watpor pressure in the air near the surface isehititan
saturated water vapor pressure at that speciftemperature which is in proximity of the surfatais
happens because when air comes to contact witutffiece, initially its temperature decreases qyiekid
then the water saturation pressure will changertevalower value consequently. However the previous
amount of water content or existing water vapossguee in that part of the air is more than this new
saturation pressure at the new colder temperdbar¢he excessive water content should condensgeand
out of the mixture. This is an unstable state (troatynamically meta-stable) and water vapor will
ultimately condensate or sublimate quickly on thkel surface. The level of supersaturation defingd b

P -P . . . . .
Sanders (1974) 72220 YaRorsataul i \yhich R, is the water vapor pressure in the air (the sastthe

vapor,sat.surf.

water vapor saturation pressure at the dew pampégature) and B, sa:iS the saturate water vapor
pressure at the surface temperature.
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pictures from frost formation in initial and later stagesre reported. The authors found that
inhomogeneity in surface energy caused a heterogeneous froster @eid surface roughness

yielded to faster frost nucleation.

Hoke et al. (2004) studied experimentally the effects ofaserhydrophilicity on frost formation
structure by growing frost on two different flat plates madeglass (CA<10°) and PTFE
(PolyTetraFluoroEthylene) (84°<CA<103°) under forced convection. Tioemd that frost
deposition on some surfaces are “condensation frosting” (water f@pas liquid droplets that
freeze immediately and grow and coalesce with neighbouring dsppégher than “ablimation
frosting” (direct deposition of water vapor on the cold stgfas a solid frost) although surface
temperature is well below zero Celsius or triple pointvater (Hoke, 2000). The study showed
that in mature frost growth, frost grows faster in thickreass lower in density on hydrophilic
surfaces in comparison to hydrophobic surfaces while for the fasdly growth period (a few
minutes), totally the opposite is true (Hoke et al., 2004). Howd#we differences were not
significantly large. Frost density varied 40% between hydroghabt hydrophilic surface in
early frost growth periods and only 15% different in mature froswin. Although the frost
conductivity has always been a function of frost density, but irfrts¢ growth on hydrophobic
and hydrophilic surfaces there were other factors affectimgluctivity like orientation of frost
spires within the layer. This generally leaded to thisatfthat a slightly higher conductive frost
layer always formed on the hydrophilic surfaces (Hoke et28D4). Their results about frost
density however were somehow in contradiction with previous findih&hin et al. (2003) who
have found that frost density and thermal conductivity both agatklihigher on hydrophilic
surfaces. They suggested hydrophobic coated surface for compactatmapahere fin spacing
is low because hydrophilic surface in general create a thickstrlayer that reduces the air flow

more quickly than hydrophobic surface (Hoke, 2000).
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Wang and Liu (2005) suggested desiccant plates to be placed bedfporador to prevent frost
and used Zeolite plates with an electrical power consumption of 50\&ath Zeolite plate, to
cover 0.08mz2 area of a coil. The authors concluded that this opiigmt solve the frosting

problem. But no experimental data were showed and initial cost igcdes plates, comparison
of additional electrical energy consumption for desorption ofeplaand comparison to
conventional defrost method were not addressed. Authors only pabdestair pressure drop air
temperature and humidity change through desiccant plates ussigwdation with basic

equations.

Tian et al. (2005) investigated frosting on a fin and tube evaparailoin automotive industry

experimentally and developed a model that was able to predict thenpenfze. The details of the
model, which was curve fit based, were referred back to theatiiire and were not directly
revealed in their paper. Since the scope of the paper was stadtothe frost growth itself, they
concluded that the reasons of frost formation were mainly compiessperformance and valve

control strategies that needed to be improved.

Cleland (2005) discussed some coil frosting conditions and proposedrssihmls to delay frost

growth by controlling the temperature difference between air and adéteu

Xia and Jacobi (2005) proposed a method to calculate thehéanhass transfer coefficients on
flat tube heat exchangers in wet and frosted surfaces. Shisref their solution were compared
with other work done by the same authors (Xia and Jacobi, 2004n &% deviation was
reported. In the 2004 work, the authors presented an analyticabralati fin efficiency and
conduction in a one dimensional fin and proposed that this anaiytiicéte series solution can
be replaced by first term approximation with a good accuracgnother study (Xia et al., 2005;
Xia et al., 2006), heat transfer coefficients, pressure avejght and other frost grow parameters

were experimentally investigated on flat tubes heat exchangtrdive different louvered fin
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geometries and authors made recommendations for fin deshymeffécts of fin design and heat
exchanger depths were not carefully isolated. Flat tubeootiannel heat exchangers are similar
to standard microchannel coils from air side point of view but different fedrigerant side point

of view because flat tubes do not have any internal ports. Thrergasons of different in frost

results of first dry cycle and next re-frost wet cyclessvintroduced to be water retention and
frozen droplets from previous defrost cycle, which signifigaaffects the pressure drop and heat
transfer on next cycles. In another report on the work (Jatai, 2005), all the results found on
flat tube and round tube heat exchangers were summarized agaimoendetailed explanation

was provided about results, the effect of fin geometries opdffermance, the characteristics of
the water drainage and how to model it, and an attempt to delthéair pressure drop on wet

coils.

Zhong et al. (2005) experimentally investigated off cycle wdtamage behaviour of various
geometries of microchannel (flat tube) and fin and tube hedtaegers using dynamic dip
testing. They stated although the amount of condensate might besdlifbetween real coil

operation conditions and dip tests, results from this test mettstitl &ble to provide repeatable
data to predict the general relative behaviour of experimedatal of real time drainage. Near 25
different coils samples (0.2m by 0.2m) were hung from galifgalance to measure their weight
history in time as they used to come out of water reservomofiel was also developed to
predict the water drainage behaviour based on gravity, sudas@®n and air drag effects and
verified against their experimental data. They found that fin tabd geometry has a quick
drainage while louvered geometry of microchannel (flat tube} leechangers has a slower
drainage. Inclination of the coil had a small influence on draireny offset strip fin (one type of
fin in their work) drained better than louvered fin geometry. follew up work Joardar et al.

(2006) used the same method and setup to study the effect of ca@atthgsil inclination in a

broader extent. For coils with fins without louver, inclinationpsedrainage significantly but in
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louvered fin inclination had minor effect on drainage due to compefiiegts of gravity and
surface tension. Hydrophilic coated coil in any inclination angtaimed less water than
hydrophobic coated coils. They found that a geometrical change lygasjoiicial strips on the
bottom of heat exchanger can improve water drainage up to 20%ollowa éip work, Liu and
Jacobi (2008) addressed the issues about reliability of dipgesethod and they found that for
fin and tube heat exchangers, hydrophilic coating could increasanmiount of water retention
while in microchannel coils hydrophilic coated coils retains Veater. They also found that the
speed of drawing the coil out of water reservoir affectsréiselts and sometimes spraying or
droplet injection methods should be employed to simulate a closeiticongb what really

happens in the real frost/defrost cycling.

Zhong et al. (2006) proposed a new method to make super hydrophobic sutfacentact
angle of 148° by cutting special pattern of micro grooves int@alnsetface. In a similar work,
Sommers and Jacobi (2006) made a hydrophobic surface by cuttirggsoate (30m wide by
10um depth) grooves into plain aluminium surface without using any ichémoating. They
found that with this method, surface contact angle could be indreaseit 54° in comparison to
plain aluminium surface and a lower inclination angle of theepkteeded to let the droplet
slide down. They also found the critical volume of the dropletsvphane of droplet that above
which the droplet starts sliding down the surface) reduced ab&at BOa follow up work
Sommers and Jacobi (2008) developed a simple mechanistic mquietict the critical droplet
size on the micro grooved surface. A complementary work was dohéulst al. (2009) and
revealed more details of shapes of droplets and effect of gaepth on contact angles and

drainage enhancement.
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Yang et al. (2006b) proposed a mathematical model that predictstdthickness and frost
density on fin and tube coils. The model was applied to two drffegeometries of 2 rows and 8
rows sample coils placed in air stream. Experimental data emmnpared with the numerical
model results and a perfect match was reported. The modeltidisdrthe geometry into small
cells and then heat and mass balance were written for eth@md solve them numerically using
a Fortran code. The model assumed a uniform frost thickness farand a uniform frost
thickness for a tube in each cell. The author did not providennafiton about size of each cell
but it seemed that each fin, plus the length of the tube pedtainit, has been assumed to be in
one cell. Fin spacing was changed between 5 to 20mm while tlisfiom the conventional fin
and tube coils that have fin spacing between 1 to 2mm. In anotherkstutlg same authors,
Yang et al. (2006a) optimized the fin spacing in different rofvano8 rows fin and tube coil.
They showed that if fin spacing is larger in the first row (dQnand smaller in the next rows
(7.5mm 4th row and 5mm for 8th row), the average heat transflt beuncreased by 6% and
frost time for each cycle could be increased by 13%. The defauarious experimental tests
were referred back to their previous work (Yang et al., 2006b); however, wdhatlso various
experiments that could support the result of this optimizatienewnot presented. In their
previous work published by almost the same authors (Lee et al.; L887et al., 2003), a
mathematical model was presented to predict frost growth ont glfite and successfully
compared with experimental data obtained from a test setugsltsivown that the developed
model was able to calculate the frost thickness, density astisugface temperature within the
10% of experimental data, except at early stages of frositly. A new correlation between heat
and mass transfer coefficients was also prop@seld™ = 0.9)(Le: Lewis number). It was
found that thickness and density have their largest amount imthieéiding edges and decrease
with distance from the leading edge. Frost thickness wasuned using digital micrometers and

frost surface temperature was measured by infrared thernmendhe details of thickness
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measurements so that it does not affect the frost growtheocommon problems of surface

emissivity in using infrared thermometers were not discussed.

Tso et al. (2006) developed a model for frost growth on fin and toilee aonsidering uneven
temperature distribution on the coil surface and matched the mesidts with experimental data
of Kondepudi and O'Neal (1993). The mass of frost and air pressyrewé® compared to
experimental data but the thickness variation, which was inteatiacbe a result of non uniform

surface temperature, was not verified against experimental data.

Wu et al. (2007a) experimentally investigated early stafdost formation on horizontal flat
copper plates using microscopic observations. The plate temgerahge was between -20 to
0°C and air relative humidity varied between 15 to 85% in constant dry bulbregompeof 22°C.
They observed that frost formation starts with formation of lssagercooled liquid droplets that
freeze quickly. Then initial frost crystals forms and gramsthe frozen droplets while some of
crystals collapse on the existing crystals and finally frost laystirages to grow. They found that
formation of droplets happens for all temperatures and hunattye tested. The droplets freeze
sooner in lower surface temperatures and higher air relative humidity avbjlets are smaller at
lower surface temperature and lower air relative humidityyToend that the freezing time for
these supercooled droplets is mainly a function of surface tatoperwhile air humidity had
smaller effects on it. The freezing time varied betweem 2 minutes to 17 minutes in various
conditions. More detail analysis of their data with picturetheir work showing different forms
of frost crystals are discussed in the next chapter. Theaatoanhgle of the bare copper was
reported 84° in their work. Using the same setup, Wu €R8@07b) investigated early stages of
frost formation tested a bare and a hydrophobic coated copper switta@®ntact angles of 56°
and 110° respectively. They found that compare to bare copper surfaagphollc surface has
sparser distribution but larger size of supercooled dropietsabso delayed freezing of droplets

and frost formation. They observed a lower frost thickness on hydrophnifiéce. They tried to
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explain that the reason for formation of supercooled droplets osutfi@ce is simply because
Gibbs free energy barrier of water nuclei is smaller than of ice nucleitstrtpets always form
on the surface. They explained that because hydrophobic surkaeenigher energy barrier than
the bare surface, the droplets form more on the bare surface.dplanation about discussion
of free energy of the surfaces is provided in the next chaptedeRshould note that in both of
their works, they used a relatively high air dry bulb tempeeatar their experiments maybe
because their application has been different from HVAC agpdics. In their experiments, the
air had a lot of moisture content in comparison to air conditiwaisHVAC standards require for
testing heat pump units (AHRI). To give a quantitative crifghair air condition with air dry
bulb equal to 22°C and the plotted relative humidity of 35, 50 and 85% infitperes, is
equivalent to absolute humidity ratio of 0.0058, 0.0083and 0.0140 kg vapor/igspérctively
while HVAC standards require frost test to be done in ajirbadidb temperature of 1.67°C and
relative humidity of 82% which is equivalent to absolute humidityjo of 0.0035 kg vapor/kg
air. If we want to simulate the same absolute humidity rati@.@®35 in their work, the relative
humidity should be around 20% for the air dry bulb of 22°C. Their graphsnsimtheir work
then should be extrapolated somehow to this lower relative hynaidit caution should be used

to apply their result to HVAC applications such as the present study.

Huang et al. (2007) investigated experimentally the non uniforeiisgitbution on a fin and tube

evaporator coil of an air to water heat pump under frosting conditionteBearch focused on air
distribution and its effect on the malfunctioning of thermgbamsion valve. In another study,
Huang et al. (2004) found that with a pre-start fan strategyl@frast cycle the unnecessary high

discharge pressure could be avoided.

Wang et al. (2007) proposed a new super hydrophobic coating for sthiédasould achieve a
very high contact angle of 155° to avoid frost formation on theserfThe pictures showed that

frost grows differently between bare copper surface (neggk) tand the super hydrophobic
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coated surface which was braches on the top of frozen supercoofddtsl Authors tried to
conclude only from visual observations that thickness on thissoger hydrophobic surface is

less than bare surface but no quantitative comparison was offered.

Park and Hrnjak (2007) investigated study of a microchanrgdoit as a gas cooler not an
evaporator. The temperature of tubes was not constant in eaclargh®ecause of the special
circuiting, some tubes had higher temperatures than others. Auwfiersd that if they can
insulate the effect of heat conduction between hot tubes andubelgl, ty cutting some fins that
connect those tubes, the capacity of the microchannel could be ewrassund 4% with

uncertainty of 2.5%.

Kim et al. (2008) investigated frost formation on a cylindgpegimentally and proposed
empirical dimensionless correlations for frost propertiesthése correlations, frost thickness,
density, surface temperature and heat transfer coefficiemt degived as functions of Reynolds
number, Fourier number, absolute humidity, dimensionless air tempegatdrdimensionless
cold surface temperature which were within the 15% deviatidgheoéxperimental data recorded

by authors.

Padhmanabhan et al. (2008) experimentally investigated a comparison of frostrasidcgieling
performance between a microchannel heat exchanger with louveraddia fin-and-tube heat
exchanger with straight fins on a 4-ton (48,000 Btu/hr) heat pump syistew cells were used
to measure the mass of frost accumulation on the coil of theduring heating tests. Data
showed that the frosting time of the microchannel heat exch@gere than 50% shorter than
for the fin and tube heat exchanger. The average heating cagadigystem performance were
also lower for the system with microchannel heat exchangersieHifyjost growth rate in
microchannel heat exchangers were concluded to be due to residudhwiagecoil after defrost,

augmented temperature difference between air and the surfattee dfeat exchanger, and
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preferential frost nucleation sites on the louvered fins andostiannel tubes. Blowing nitrogen
on the microchannel coil removed any visible water retainéaeircoil after the defrost cycle but
the cycle time increased only by 4% with respect to wetfiaenstl conditions. The cycle time of
the same microchannel starting with dry condition was about 66¢et than the cycle time in

wet and frost conditions.

Park and Jacobi (2009) developed a generalized air side lagafetr and pressure drop
correlation for the data of 121 different louvered fin microcharsaghples in dry working

condition collected from the literature. The correlations coutdlipt the Colburn j-factor and
Fanning f-factor could predict within 12 and 16% error respectiwdlich was stated to have
improved accuracy and broader generality to predict the bad&tafin comparison to previous

correlations.

Zhang and Hrnjak (2009) experimentally investigated performanaeoadifferent flat tube heat
exchangers and a plate fin and tube heat exchanger in frostiglition. Air pressure drop and
heat transfer coefficients of coils were measured amast shown that flat tubes had a higher
capacity than plate fin and tube coil. The water drainage, whishassumed to be a major factor
in frosting time, was considered and it was found that one of theuflas coils with parallel fin

design has a significantly better water drainage than the othaulftatoil with serpentine fins.

Huang et al. (2009) experimentally investigated effect of a mgvophobic anti-frosting paint
on fin and tube heat exchanger to increase the time of frol. dddthough coated coil could
extend the frosting time to about 3 times as of uncoatedardihe first dry start cycle, but for
the second and third wet start cycles it performed similagven worse than uncoated coil.
Authors stated that further research is required to come upawstiiution to dry the coil after
each defrost cycle and take the absorbed water out afdhisg, so that the new coating could

extend the frosting cycle time significantly in practical use.
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Lenic et al. (2009) investigated a 2-D modelling of frost ghowh the fin and tube heat
exchangers and verified with their experimental data. The ireahfl tube coil was not used in
the air stream and instead the study focused on frost growtllanpdate in 2 dimensions. One
dimension was the frost thickness itself and the other osedistance from the fin leading edge
in depth of the plate along the air stream. The model digedethe equation and solved them
numerically using finite volume approach. Effect of differamthumidity, air temperatures and
air velocities was investigated. Although a very good approach pr@sosed to solve the
problem, more attention was paid to accurate prediction of @rkstavior of the phenomenon
and frost formation complexity itself was somehow neglectedekample only frost thickness
in the middle of the plate and air temperature, which was passargthe plate were compared
and validated with experimental data. The authors did not mention ladwub consider tubes in

their model.

Kim et al. (2009) developed a model to predict the frost growtla diat vertical plate and
compared their results with their experimental setup data. fthed that thickness of frost is

only slightly higher on leading edges compare to frost thickness aailiregtedge.

Shao et al. (2010) focused on overall performance difference oystems with microchannel
and fin and tube evaporators under frosting condition for a singlinfyasy/cle by developing a
model for each case and comparing against their experimesital Adthough a good modelling
approach was taken, the model did not try to validate each rooofgdonent like evaporator or
condenser separately with experiments and tried to predidbthlecapacity and COP of the
whole cycle. The details of evaporator model equations about sensibleesntdhésit balance, the
frost thermal resistance and properties, segmentation of thd egmkxially for microchannel
along the air direction and implementation of louvered fins inntibelel were not revealed in
details and mostly referred back to the literature. For example, the maaialealsa constant frost

resistance for the whole evaporator model while the imaygései paper showed a non uniform
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distribution of frost on the evaporator coil so that in some loeatithere was no frost at all. The
results of the simulation matched the experimental data &ughors explained, refrigerant and
air distribution patterns are applied to the model but the detaitabdlistribution, which was the
key point to match the experimental data with results of the medmle not sufficiently
explained. The authors pointed out that the effect of fan speed aeffettteof fin density on the
performance could be studied by using their developed model but thénexpal data were not

adequate to support this conclusion.

Fossa and Tanda (2010) investigated frost growth on vertiaahels (flat plates) under natural
convection. Various plate dimensions with different relative hugni(d0 to 85%) and various

plate temperature (-4°C to -40°C) and frost mass, thickness anty dezre measured. Authors
used thermocouples to measure surface temperature with umgyeéi0.1°C and infrared

camera to measure frost surface temperature with urmdgrtaf 0.8°C. For frost thickness
measurements, two approaches were used. First, a nylon @ttdoched to a micrometer was
visually moved to the frost surface and second, an opticabises used to emit a pulsed light
and measure the intensity of reflected beam to measureadttettiickness. The details of the
installation of the temperature sensor were not presented ardigbinterferences with the frost
growth were not discussed. The authors investigated frost lgnaweter natural convection and
the process took few hours. Thus, it is likely that their rescdinnot be applied to forced
convection frost growth on heat exchangers, in which the air fibgime is quite different and

the frosting mechanism is significantly more rapid.

A recent experimental study on frosting performance of parfélelparallel-fin (PF?) flat tube
microchannel heat exchangers with horizontally installed tuies presented by Zhang and
Hrnjak (2010). They found that the time of the first frost cyeds 21% longer than the second
frost cycle and considerably longer (92%) than the time of the dditsecutive frost cycle for

PF2 heat exchanger. Results showed that 10% decrease itatare eumidity from 80 to 70%
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caused the frosting time to increase 42%. They observed an immatvienfrosting performance
over a conventional serpentine fin which they attributed to betéenage capability of the PF?

heat exchanger.

The affecting parameters on frost formation from previous stindies been summarized in the
Table 1. This is just a qualitative approach to make arbettderstanding about how each

parameter generally affect the frost growth process in an increasilegreasing way.
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Table 1: Summary of affecting parameters on the frost formationatbestics in different

studies
Frost Frost Frost Frost
Affecting factor|Study Geometry Thickness Mass Density Conductiv
(Weight) ity
Yonko & Sepsy (1967) Flat plate (horizontal) [ Decrease - Increase | Increase
Brian etal. (1969, 1970) & (Shah 1969) |Flat plate (horizontal) - - Increase | Increase
Biguria and Wenzel (1970) Flat plate (horizontal) - - Increase | Increase
Increasing [Hayashi et al. (1977) Flat plate (horizontal) - - Increase | Increase
Surface O'neal (1982) Parallel flat plates Decrease - Increase -
Temperature [Ostin & Andersson (1991) Parallel flat plates (hor.) Decrease| No effect | Increase | Increase
Mao et al. (1992)(1993) Flat plate (horizontal) | Decrease|Slight dec1] Increase | Increase
Sahin (2000)(1994) Parallel flat plates (horiz Decrease| No effect | Increase | Increase
Luer and Beer (2000) Parallel flat plates (horiz Decrease - Increase -
Yonko & Sepsy (1967) Flat Plate (horizontal) [ Increase - Increase | Increase
Brian etal. (1969, 1970) & (Shah 1969) [Flat plate (horizontal) | Increase | Increase |Slight incrgSlight incrd
Biguria and Wenzel (1970) Flat plate (horizontal) - - Decrease | Increase
. . |Yamakawa et al. (1971)(1972) Flat plate (horizontal) | Increase [ Increase | Increase [Slight incrd
Increasing Air —
Humidity 0] ngal (1982) Parallel flat plates Increase - Increase -
Ostin & Andersson (1991) Parallel flat plates (hor.) Increase | Increase | Increase | Increase
Mao et al. (1992)(1993) Flat plate (horizontal) | Increase | Increase | Increase | Increase
Sahin (2000)(1994) Parallel flat plates (horiz Increase | Increase |Slight decrf Decrease
Lier and Beer (2000) Parallel flat plates (hori4 Increase - Increase -
Yonko & Sepsy (1967) Flat Plate (horizontal) | No effect - Increase | Increase
Brian etal. (1969, 1970) & (Shah 1969) |Flat Plate (horizontal) |[Slight decr] Increase | Increase | Increase
Biguria and Wenzel (1970) Flat Plate (horizontal) |Slight dec - Increase | Increase
Yamakawa et al. (1971)(1972) Flat Plate (horizontal) | Increase | Increase | Increase | Increase
. . |Hayashi et al. (1977) Flat plate (horizontal) | No effect | Increase | Increase | Increase
Increasing Air — —
Velocity 0] n(_eal (1982) Parallel flat plates Slight incrg - Increase -
Ostin & Andersson (1991) Parallel flat plates (hor.) No effect | Increase | Increase | Increase
Mao et al. (1992)(1993) Flat plate (horizontal) |Slight incrd Increase | Increase | Increase
Storey (1997) Flat Plate (Horizontal) | No effect - - -
Sahin (2000)(1994) Parallel flat plates (horiaSlight incrd Increase | Increase |Slight Incrg
Lier and Beer (2000) Parallel flat plates (hori4 Increase - - -
Brian et al. (1969, 1970) & (Shah .
1969) (Tair>0C) Flat Plate (horizontal) | Decrease| No effect | Increase | Increase
Increasing Alr O'neal (1982) Parallel flat ple_ltes Slight dec - - -
Temperature Mao et al. (1992)(1993) (tair>0c)  |Flat plate (horizontal) | Decrease|Slight decr] Increase |Slight dec
Tao et al. (1994) (Tair<0T) Flat plate (horizontal) | Increase - Increase -
Sahin (2000)(1994) (Tair>0C) Parallel flat plates (horiz Decrease| No effect | Increase | Increase
Luer and Beer (2000) Parallel flat plates (horiz No effect - - -
Biguria and Wenzel (1970) Flat plate (horizontal) - - Decrease|Decrease
Increasing |O'neal (1982) Parallel flat plates No effect - Slight dec -
distance from |Mao et al. (1992)(1993) Flat plate (horizontal) |Slight decriDecrease |No effect |Slight dec
leading edge |Tao et al. (1994) Flat plate (horizontal) |Decrease - Decrease -
Lier and Beer (2000) Parallel flat plates (horizDecrease - - -
Increasing ...* |Hoke et al. (2004) & Hoke (2000) |Flat plate (horizontal) [Increase [Various [Decrease |Increase
Jhee et al. (2002) Fin and Tube Slight incrdIncrease |Decrease -
Increasing...** |Hoke et al. (2004) & Hoke (2000) [Flat plate (horizontal) |Decrease |Various |Increase [Decrease
Dyer et al. (2000) Flat plate (horizontal) |Decrease - - -

* Increasing surface contact angle (make it more hydrophobic) in early frost growth (first few minutes)
** Increasing surface contact angle (make it more hydrophobic) in mature frost growth
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The summary of what have been found in the present study was aunsisitethe majority of
data presented in Table 1. The details will be discussted In the following chapters and

exceptions will be addressed in detail.

A part of the present initial study was published before on foratdtion on fin and tube coils
with a comparison to microchannels (Moallem et al., 2010b). Anoplager focused on
microchannel and influence of each factor on its frosting pegnce (Moallem et al., 2010a).
More detailed analysis of effect of different parametamnsfrost formation was published in
International journal of refrigeration (Moallem et al., 2012b)eé&if of coatings on frost and
defrost behaviour of microchannel was presented on another eocdepaper (Moallem et al.,
2011). More detail data analysis and comparisons and suggestingrsolabout effect of
coatings were published in journal of Experimental ThermdlFloid Science (Moallem et al.,
2012c). The main part of construction phase of the device and meesurtechniques of small
microchannel samples were published in another work on ASHRARs#ctions (Hong et al.,
2012) in which | was the second author. The experimental result pfebent research were also
used in a modelling work (Padhmanabhan et al., 2011) in which | wasttaithor. A couple of
other studies about the effect of geometry and coatings on scaddl microchannels are under

review in two relevant journals (Moallem et al., 2012a; Moallem et al., 2012d)
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2.3 SUMMARY AND CONCLUSION FROM THE LITERATURE REVIEW

From the literature survey, it appears that there is adaekormation about the specific isolated
effect of fin geometrical dimensions on the performance ofmiwochannel heat exchangers
under frosting operating conditions. The complexity of the phenomenasntia&etheoretical

analysis problematic and most of the results are based ontedlirange of experimental tests in
which the effects from the operating parameters such assudeperature and geometry are
difficult to isolate and quantify (Kim and Groll, 2003a; Xia &t 2006). Other results are based
on fin and tube geometry (Yang et al., 2006b) or bank of paradkebf simple geometries such
as flat plates (Lenic et al., 2009; Lier and Beer, 2000; ndaVilebb, 2004a) and they are not

directly applicable to air flow in between louvered folded fins ioroghannel heat exchangers.

To address this challenge, a special custom made smalltas@facility was prepared to be able
to test one individual sample column of folded fins used in microchdmea¢ exchangers. The
sample bank is cut out from commercially available coild mounted on a cooling module that
replicates the working conditions. The set up eliminates theolesity due to non uniformity
effects in the fin surface temperature. The refrigeral® s completely decoupled from the air
side and the fins are attached to aluminium plates with ctedralall boundary temperatures.
Preliminary data of previous studies, showed that theretiirgosne degree of non-uniformities
in frost thickness and properties even in results of a 0y3th3dm (1ft by 1ft) microchannel coils
(Moallem et al., 2010a; Moallem et al., 2012b). First, the interafiigerant heat transfer
coefficient changes along a single tube due to thermal entrshlehthe refrigerant. This results
in non-uniform surface temperature distribution on outside surfaaesimgle tube. Second, all
the tubes do not receive the same amount of refrigerant due to formities in header
distributions and this cause different frost thickness on eatloftine coil. These thermal entry

lengths and header non-uniformities totally change again when aaikiw inserted for test due
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to its different internal geometry. This results in différeutside surface temperature for the new
coil and this makes comparison of two different coils even rddfieult. The last part of non
uniformity is non uniform frost growth in different locations osimgle fin. The bases of the fins
which are attached to the tube have a colder surface tenmgettadn other ends (center) that are
far from the tube. However, because microchannel coils havitavety shorter tube spacing
(around half inch) in comparison to fin and tube coils (around 1 inehYithefficiency in
microchannel coils are closer to 1. There are also othemefeical aspects other than tube
spacing which increase the fin efficiency of microchannels sactinatotal area, etc. For the
geometries of the present study the fin efficiency variethf.91 to 0.97 and this indicates that

the temperature of the center of the fin is not significantly iiffefrom the fin root temperature.

These shortcomings and non uniformities were eliminated with therimgntal apparatus
described here and only last insignificant part of frostmédion, non uniformity, remains.
Isolating one row of a coil as a sample fin in a controllediasartemperature is an effective
approach to isolate the effect of surface temperature and thieidiypact on frost formation due
to fin design modifications. Moreover, in a real coil, it is quitgractical to obtain a true value
of the fin surface temperature because attaching a thermocoughie surface without insulation
will show an average temperature of air and the surfacevidhdnsulation, it blocks the heat
transfer between air and refrigerant at that small andasarface temperature will be lower than
other non disturbed part of the coil. All attempts made talateathermocouple to read the
correct fin surface temperature have failed. Other solutionsf@red cameras and infrared
thermometers also failed because of highly rough surface dig@ieexchanger and unknown
various emissivity of the surface in different convex and comgmints that affects the results
significantly. With the proposed experimental apparatus the surface s¢orpawras controlled to

the range of accuracy of thermocouples of +0.5°C.
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To study the effects of fin density and fin depth and existing ofel@different type of fin
samples were prepared. Three different fin density of 10, 142@dish per inch, three different
fin width 8, 10 and 13mm and three different fin depths of 19, 26 and 30rengoang to be
tested. One fin design without louver was also included irsdingples. 5 samples with the same
geometry and different hydrophilic and hydrophobic coatings wereiaVestigated to evaluate

their frost and defrost behaviour and water drainage characteristics

A set of three correlations for frost thickness, air fagleacity drop, and heat transfer coefficient
that properly account for frosting operating conditions of 7 diffegeimetry of microchannel

heat exchangers each working under three different surfageetature frosting conditions is
going to be developed and verified against experimental data.b&hefit in using these
correlations are they do not need a model approach and a code to converge and finds thie values
frost thickness or heat transfer coefficients. They can be used iple gircel sheet and finds the
values of frost thickness, air face velocity and heat tragskfficient at each desired moment of

the frost test for any geometry in the range of present study.
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CHAPTER Il

FUNDAMENTAL UNDERSTANDING OF FROST FORMATION

3.1 INTRODUCTION

Ice may form either by deposition of water vapor from theonithe surface or by freezing of
liquid water. In both cases, the initiation of ice on the surfaceirs by the nucleation of a small
ice embryo. Then this crystal structure begins to grow eitber the surrounding liquid or vapor
phase (Hobbs, 1974). In the present study, the growth begins from the aysieimvthe air. This
growing crystal structure is called frost. The surface thwt fgrows on it is called substrate in
this context. Frost forms on a surface when humid air comes in contachevgbrface which has
a temperature below the dew point temperature of entelrirand also below freezing point of
water (0°C). There are several classifications fort f(me crystals) formation process among
different researchers. Hobbs (1974) and Fletcher (1962) dividgetiexal process into two main

phases:

1) Nucleation Phase,

2) Growth Phase
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3.2 NUCLEATION PHASE

In the process of frost or ice formation generally we amecerned with three phase change
processes — the condensation of water vapor to form dropletsg#dznfy of water droplets to
form ice-crystal and the direct formation of ice-crystal fromu&gor by ablimation. These phase
changes typically do not begin in a continuous manner, but requiteatian (Fletcher, 1962).
Nucleation process in general is divided into two differeategories; homogenous nucleation
and heterogeneous nucleation. If there is no surface or other induaniavater (and air) present
during freezing process, then ice phase must be initiated by matecules combining together
to form an ice embryo which can grow spontaneously. This ioitiaffrocess is called
homogeneous or spontaneous nucleation. Although it is not possibdelttage quantities of
liquid water far below 0°C, without initiating freezing, shdtboplets of water can be cooled well
below 0°C and yet still remain in liquid state. This liquid evdielow 0°C is called supercooled
or undercooled water (Hobbs, 1974). Similarly, if we have pure waieor, we can make it
reach the supersaturation level either by cooling it or by comprdssothermally. To attain the
state of lowest energy, the vapor should now condense, but this cdratensast start with the
formation of small water droplets, and these are unstable uhdefluctuations of thermal
agitation. The vapor thus remains in its metastable gastaiasasd temporarily no condensation
takes place. As supersaturation increases, small driygetsne more stable and the probability
of their survival increases, until at a certain critisapersaturation the survival rates become
appreciable and condensation to a fog take place. Such nucleatioondinet within the bulk of a
pure substance, as mentioned before, is referred to as homogenoatarufifdetcher, 1962). In
the other hand, if nucleation of ice phase occurs on a surfasgnron a foreign particle in the
air or water with particle acting as a nuclei, this icédbm is said to form by heterogeneous
nucleation (Hobbs, 1974). In the present study, at the beginning ofdstst frost forms on the

surface of heat exchangers which is a heterogeneous nucledtilenafter the surface was
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covered with frost, frost deposits on the existing structures @eposition might not be in
nucleation phase anymore and it is actually in Growth phase. Boh@ss both homogeneous
and heterogeneous nucleation happens at least in some speciaf cagdests, both of them are

discussed here.

3.2.1 Homogeneous Nucleation

Homogeneous nucleation is important from that point of view thabstl every study of
heterogeneous nucleation uses the same concept or result of homogeteat®nueith minor
modifications (Fletcher, 1962). So it is worthwhile to explaitittee about the homogeneous
nucleation first. In homogeneous nucleation, nucleation may startebyirig of a part of a
supercooled liquid droplet or by direct depositing of water véjpon the air on the existing ice
embryo (Hobbs, 1974). In supercooled water, some fluctuations in struesul in rapid
microscopic variations in local temperature, pressure andtylensn the structure of an existing
phase (Frenkel, 1946). These variations are caused by continuousntrédnsmation and
disintegration of ice embryos within the liquid water. When an idergonis larger than a critical
size, it might be thermodynamically advantageous for it to camtiouncrease its size (Hobbs,
1974). In this case it grows into a larger microscopic igstal. Expressions for number of ice
embryos which can grow in a unit volume of supercooled liquid in atumé is offered by
Turnbull and Fisher (1949). In homogeneous nucleation of ice by depositon Vapor,
supercooled or supersaturated vapor starts to deposit on dangeixistembryo that has a critical
microscopic radius size. In this case, the rate of deposigpamdls on number of ice embryos
that can get to critical radius size so that they can dewger after that point. The rate of
formation of these ice embryos in this theory depends on theratiffe between water vapor
pressure in the environment and the saturated vapor pressure o sieface, the internal free

energy between ice and water vapor, a shape factor oficg/e, the temperature of ice surface
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and a numerical constant. We do not tend to get involved into etiplanhe series of
expressions that gives the quantitative approximation valugebfdormation for microscopic
ice embryos. The reason is, beside the fact that it is nptivermative for the reader, it needs
explanation of a large number of different quantities and parametersiore details please refer
to Hobbs (1974). At this stage, nucleation can continue in two corgpgtocesses; by direct
deposition of vapor on ice embryo or condensation of vapor as a supdrtigaid droplet
followed by freezing. To determine which mechanism is dominantchdet(1962) did a
theoretical analysis and showed domination of either mechanismd$epe values of pressures
(water vapor pressure in the environment and saturate wapenr \pressure at ice surface
temperature) and ice temperature and he suggested a watcplacess to determine which side
will be dominant at each condition. Assuming the numerical valolegparameters used in
equations, Krastanow (1940) calculated that the deposition otrigsgals from vapor by
homogeneous nucleation should be predominant over the condensation of watets dior
temperatures below -65°C if the saturation ratio with respeavéter were about 14. This
calculation was repeated by Dufour and Defay (1963) with diffeaesumptions for parameters.
They stated that homogeneous nucleation of ice by deposition from igapolikely above -
100°C (reproduced from Hobbs (1974)). So there is still not a commareptad theory that all
researchers agree up on and this is mainly because of highaimt@s that one can have in
choosing the influential parameters which are initial shapeeoembryo (cubic vs. hexagonal
prism), interfacial energy between ice and water vapor and other paranfiit relying on either
of these studies, the conclusion is in temperature above -65°@® Vghibe case of the present
study, the homogeneous nucleation phase after formation of ice embontisues with
condensation of water droplets followed by freezing (The dablitnation of water vapor from
the air on the current structure is the subject of 'Growtsghanot nucleation phase- which will
be explained in the following sections). There are many expetithstudies in the literature that
determined the nucleation point temperature. Because one qtitistions about homogeneous
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nucleation is how low the temperature of a water droplet coelgvhile it still stays in liquid
state. To determine this nucleation point, the water droplet dh@uextremely pure in order to
avoid heterogeneous nucleation. This leads to working experimenttdlyavy small droplets in
a size of micrometers since in this case the probabilitypaiticular droplet being nucleated by a
foreign particle is small (Hobbs, 1974). Rumpf and Geigl (1938) notsdvihter droplets of
radius 2 to 3im could be easily supercooled to -35°C which was the lowest tatape limit of
their experiments. Other researchers found this limit fodlsinaplets of roughly the mentioned
size up to 2Qum to be -40°C, -38.5°C and -40.5°C (Cwilong, 1947; Fournier, 1949; Lafargue,
1950; Mossop, 1955; Schaefer, 1952; Weickmann, 1949). In attempting to supergeol |
droplets of water, Mossop (1955) found that droplets of about 1mm @iaozet be cooled down
to -34°C before nucleation starts. Bayardelle (1955) found the sk for a droplet of 4.6mm

diameter. For more detail information please refer to Hobbs (1974).

3.2.2 Heterogeneous Nucleation

3.2.2.1 Heterogeneous Nucleation General Description

Heterogeneous nucleation of ice on a surface has been subjectytéos a long time since 1724
when Fahrenheit (1724) noticed that cold water can form flakéseodn the surface (Hobbs,
1974). Since then, there have been many studies that experimentap@tically investigated

ice nucleation from different perspectives that we are gmingview some of them briefly here.
As in case of homogeneous nucleation two types of heterogeneoustioncleould be

considered: direct deposition of water vapor on a surface exiffige of supercooled liquid water
on the surface. The presence of foreign particle or suifadeoth types of heterogeneous
nucleation, increases the temperature that nucleation staghdnwords, presence of foreign
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particle either in forms of solid particle in the water oegemce of a surface with different
material, results in reduction in required supersaturation in aiopato case of homogeneous
nucleation (Fletcher, 1962; Hobbs, 1974). The first general equation &wetical macroscopic
heterogeneous nucleation was developed by Fletcher (1960). Theesfrda energy of ice
embryo will be generally minimum if the shape of ice embisyspome polyhedrdn Again like
homogeneous nucleation, some fluctuations in structure and variatidosal temperature,
pressure and density happens that are caused by continuous foramatidisintegration of ice
embryos. When an ice embryo is larger than a critical sizeari grow freely producing a
decrease in the free energy function of the system. Theatstze of ice embryo and number of
critical embryos per unit area are functions of number ofnpaters such as surface tension
between water vapor (or supercooled water which one is thet gdrase) and ice embryo, free
energy difference between water vapor and ice embryo, temmeratumber of water molecules
and other factors like geometry and contact angle of theratdostWe do not tend to get into
detail of these calculations because beyond the fact that it is drdgr@tical model, it is also not
very informative for the reader. For more detailed informaptease refer to Hobbs (1974).
Based on this theory, Fletcher (1958) calculated the temperature htdepiasition happens on a
particle of small radius (10to 10°m) from water vapor. This spherical particle can be a
simplified shape of a bump of the surface in the surface roaghtiscussion. The calculation
was performed for contact angles (between ice embryo or amadesurface of the particle) of O,
18 and 26°. For the particle sizes betweefi 40d 10'm, the temperature that deposition starts
on the particle was found to be around 0, -12 and -28°C for the contdes$ ah@, 18 and 26°
respectively. For particle sizes below™hf) the temperature of deposition decreased rapidly

about 10 to 20 degrees Celsius. In general, we are interested tothkabwoughly which

* Polyhedron is a geometric solid in three dimensiwith flat faces and straight edges. So any 3
dimensional object with flat face and straight exigeuld be accounted as polyhedron such as pyramid
tetrahedron, cube or hexahedron, octahedron, dbddoan or any other combination or complex union of
these objects.
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mechanism is dominant between two competing processes; by dpesitaa of vapor as an ice
embryo or condensation of vapor as a supercooled liquid droplet fdlldwyefreezing as
discussed in homogeneous nucleation. Fletcher (1959b) showed thatrdgkeeeous nucleation
occurs on spherical particles of radiusp®nlto 10um (0.0001mm to 0.1mm), then in the range
of [surface] temperature around 0°C, condensation happens if satugdiidris more than 1.2
and ablimation happens below this value. In the range of temperadurelal0°C, condensation
happens if saturation ratio is more than 1.05 and ablimation happke this value. Between
0°C and -10°C, the result was linear so one can interpolatedaHte desired saturation ratio
below which ablimation dominant in comparison to condensation. As a y{errdexia
condensation is preferred at small subcoolings (related to suefaperature) and large (air side)
supersaturations while ablimation is preferred at large sopkimgs (low surface temperatures)
and small supersaturation (Fletcher, 186Bpr more detail about these theoretical models and
calculations please refer to Fletcher (1962). These calmulatias based entirely on
thermodynamic considerations and it had some limitations sudhnasded some assumptions
about unknown chemical bonding and crystallographic factors to ca&dulatfacial energies

(Hobbs, 1974).

The other factors that makes theoretical analysiscdiffis sometime there are some lattice
misfits in interfacial surfaces of ice embryo and other dbjethis results in concentration of

dislocations across the interface between ice embryo and iceusuthe growing part on the

® The Saturation Ratio or level of supersaturatimostly defined as the pressure of water vapar thea
surface but at bulk temperature over the pressuveater vapor at the surface temperature. In thesgmt
study the air approaches the coils at 1.67/0.5@B/\VB) (35/33°F) (AHRI H2 condition). The water
vapor pressure then would be around 560Pa whilewtater vapor pressure at the different surface
temperatures between -4 to -9°C would be betwe@nt@d£280Pa respectively. So the supersaturatiom rat
for air when it comes to contact with cold surfaceuld be between 1.3 to 2 (130% to 200%).

® In the present study, we are generally dealind winall supercoolings and small supersaturations so
basically both could happen however if we consitierresults of Fletcher (1959b) for particles ia #ir
and we assume that the roughness of the aluminuiacsus exactly spherical shapes as he assuntad in
model, then in the range of supersaturation oftd.3 nucleation of ice should start with condersatn
aluminum surfaceln practice, it may be very difficult to distingbidbetween condensation and ablimation
since freezing may not involve macroscopic droplats merely a thin layer of water or microscopic
droplets in size of im or even smaller that freeze in a few seconds ldpb974).
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substrate). These dislocations cause a certain elastic straia or frost structure. In theory
explained above, these effects will be accounted for with paresneted in model to adjust free
energy between two phases. Turnbull and Vonnegut (1952) estimated thesatidns lower the

temperature of nucleation in theoretical calculation about Iyfeds Celsius for a misfit of 1 per

cent on the basal plane (Hobbs, 1974).

Other affecting factors such as surface imperfections effgtitbe discussed in the followings.

The other factor that influences the nucleation of ice onrfacguis called the surface energy.
Since the water molecules are polar, the binding between ttin@leeules and molecules of the
surface is principally an electrostatic bond. It might be egethat water molecules attaches
better to materials which have a fairly intense ionic fifldce crystal nucleates on an ionic
material, the binding between two faces in contact is due t@atiten of one of OH dipoles of
each water molecule and the electric field of other ri@terolecules (Boer, 1950). The energy
of this interface will be therefore minimized if the dipofewater molecule orients parallel to the
direction of electric field in its vicinity. This configation of dipoles produces a lower entropy
and therefore a higher free energy in the bulk of the ice awaythe interface. Fletcher (1959a)
analyzed this interfacial energy and bulk entropy and tlifscteon the nucleating ability and
concluded that any substance that orients the ice dipoles parailet another at its surface, will
be a poor nucleating agent. This theory predicts that in hexagoredutebtructures which have
lattice dimensions close to ice, basal planes are poor iceatinglesurfaces and nucleating
should be confined to prism faces. Prism faces exist in lagge sh basal planes and they might

provide good nucleating sites (Hobbs, 1974).
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3.2.2.2 Effect of Dislocations, Steps, Corners of the Surface on Ice Nowleati

The nucleation of ice on the surface can be affected bgabmetrical shape of the surface. The
substrate is not always a perfect smooth flat plane. Huge rasgylofethe surface, surface
dislocations, steps, edges, conical cavities, corners andhanajehe surface imperfections in a
crystalline substrate affect the ice nucleus that formsthen surface and generally make
nucleation occur at a lower supersaturation than required for ecpetane surface (Fletcher,
1962). In the present study, the louvered geometry of the fins nseulls might cause some
deviations from flat plate approximations used in the previaudies not only because of the
different air flow pattern but also from nucleation sites poihwview. Fletcher (1960; 1969)
considered the effect of surface imperfections that we arenauming it here as below (Hobbs,
1974): Steps and corners on a crystalline substrate arg $iites for nucleation. It was shown
that critical free energy barrier which should be overcometm fa stable embryo is reverse
proportional to the number of surfaces that embryo has contact wehrflaee. As an example if
ice embryo is assumed to be a cubic shape, it could have 3 cplaaes in a corner and 2
contact planes in a step that have lower critical freeggrigarrier than of flat surface. Then it is
more likely that embryo forms on the corners and steps ratherupan the plane surface.
Fletcher (1960) provided the shape factors for plane surface, steps agg toestimate the free
energy of ice nucleation. The shape factors were also adonatithe orientation that base or
prism plane of hexagonal prism crystal takes to attach tHacsurHowever, in the above
analysis, the elastic strain in ice embryo has not been imtlndthe argument yet that might
have large effect on results (Hobbs, 1974). Fletcher (1969)rd@ng a model of nucleation for a
nucleating particle as a sphere, calculated the free enefgynudtion of the ice embryos on the

surface in the radius ranges between Qué®io 1Gum (Hobbs, 1974).
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3.2.2.3 Freezing of Droplets on the Surface

As mentioned before, the supercooled droplets are unstable fdiquidf that tends to freeze
based on a number of factors such as degree of supercooling, vafuire droplet etc. The
freezing discussion of the supercooled droplets is actuallgcagion of a probability function
that depends on the factors mentioned above. There have been modklpatkby researchers
based on statistically or stochastically controlled mannepsetict this probability of freezing.
Existing "Statistic" and "Singular* models both predict that thabability of freezing increase
exponentially with decreasing of temperature. However, insstatmodels, the probability
depends on rate of freezing whereas in singular models it isendept of this variable (Hobbs,
1974). There are also experimental studies to measure the temgatatdnich pure (totally free
from gross impurities) water droplets freeze on the sulfased on surface temperature, droplet
size and rate of cooling. Heverly (1949) studied freezing okemvdtoplets on the tip of a
thermocouple or on a small piece of wax paper with diameteiebet@.05 to 1mm, with cooling
rates from 1 to 20°C per minute and with air pressure variweeba 1 to 0.01 bar. He observed
that the temperature at which droplets start to freeze washs&emindependent of cooling rate
and the air pressure (Hobbs, 1974). Heverly (1949) also foundahalroplets of diameter
between 0.4 to 1mm, the nucleation temperature was about -16°C but fatslmibw 0.4mm,
the nucleation temperature decreased as the size of drdplatsased so that droplets with
diameter of 0.06mm nucleated at about -30°C (Hobbs, 1974). His findasy ssmehow
consistent with later finding of Dorsch and Hacker (1950) and Hd[$851). In comparison of
experimental data and prediction of existing Singular or Statistidels, even with more sets of
data that obtained experimentally in broader range later in 1968glsnstill could not predict

the whole set of data correctly (Hobbs, 1974).
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3.2.2.4 Effect of Electrical Field

There are other investigations in ice nucleation such as stadsffiect of strong electrical fields
on nucleation of supercooled water droplets. Rau (1951) showed thatdpletsircan be
remained liquid in supercooled temperatures but immediatadydras soon as a negative charge
applies to them. There were other studies similar to Rau (1®%d)all of them found that
applying electrical charge or electrical field will catise droplets to freeze between 8 to 15°C in
a higher temperatures than in absence of electrical chaogeeudr, all of those studies are open
to criticism that the observed nucleation might have been due toiii@pproduced by the
electrical charge. Further experiments of Smith et al. (197t bulk of supercooled water
revealed that nucleation was initiated by cavitation. Prasluend collapse of cavity bubbles
occurred in the water disrupted by electrical field of acbd200kV/m, and freezing initiated
from the site of these bubbles as they collapsed (Hobbs, 1984).tRe current study point of
view, which is interested in preventing frost formation onitsleation on a surface, presence of
electrical fields seem to be a disadvantage that easgsdbess of ice nucleation. So based on
previous studies, presence of strong electrical field around theeating surface is not

recommended.

3.2.2.5 Effect of Surface Microscopic Characteristics or Surfacegigner

In the present study, surface characteristics are impomatwd different ways. First, it is
valuable in heterogeneous nucleation discussion, to find surface chatiasterhich postpone or
delay the formation of frost initially on the surfacéieTsecond one is after a defrost cycle, when
frost melts, different surface characteristics (hydrophidicsus hydrophobic coatings) can result
in different levels of water retention in the coil and migiiec the next frosting cycle. Here in

this chapter, we only talk about the first aspect and wenwilistigate the second aspect in other
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chapters by comparing to experimental data obtained in this stétdy.férmation of a thin layer
of frost on the surface, the frost grows not in form of nuclediignn a "growth phase" which
new crystals form on the existing crystal structure and prokihklgurface characteristic could
not affect the frost growth anymore. The best surface chasdittés then one that prevents or
delays nucleation. Formation of supercooled liquid droplets is ewfarpd to formation of ice
crystals on the surface because water droplets could partially drainitHoorrgrs of the coil and
reduce the frost formation on the surface. In the heterogeneoesitmueldiscussion of ice on the
surface, it is believed that ice nucleates well on the materidiscwistal properties similar to that
of ice (Hobbs, 1974). Vonnegut (1947) investigated data for inorganieriala which has
similar cell dimensions and crystal symmetries as clasepossible to ice using X-ray
crystallographic. He found that materials such as Silver lo@iag# and lead iodine (PBI both
have hexagonal crystal forms and their cell dimensions diffdysaofew percents from those of
ice and so are closest to ice. Experiments eventually showebatihadf them were good nuclei
for ice nucleation. The interesting fact is when water molecuéeds to join an existing structure
such as ice, there will be no misfit in new growing structucabse the new joining molecules
are the same size as (ice) molecules that exist in ¢ésé.nn the other hand, when molecules of
water wants to join a existing structure of Agl or Phhis joining will cause a small percentage
of misfit in the interface of their surfaces with ice daalifferent size of atoms between Agl and
water or P and water molecules. This misfit is very small about 1il6#rism plane and 1.4%
in basal plane for Agl. This percentage for Fisl 3.6% and 0.5% in prism and basal planes
respectively (Hobbs, 1974). The fact that ice is not an dfficiaclei itself but Agl and Pphre
shows that this small lattice misfit is a key role faredfective ice nucleus. This fact makes the
effects of imperfections, edged, steps and dislocations of aceunfiore important than before.
Hosler (1951) investigated a large number of materials and fougiyl¢Ad (AgNQ) are the best
nuclei and deposition of water vapor starts on them at textygearound -3 to -4°C and (CugO
and (HgO) are worst materials for ice nucleation withtisig. deposition temperature of around -
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20°C (Hobbs, 1974). Mossop (1956a) found that ice nucleation starts omnéigPbl at
temperature of -6 and -7°C respectively while this nucleagamperature for materials such as
MgO and CdS are -30 and -36°C respectively (Hobbs, 190ther studies (Pruppacher and
Sanger, 1955a; Pruppacher and Sanger, 1955b) investigated theokfidttrent materials as
nuclei for ice and found that (Agl) and (CuS) were the best naicte{AgO) and (AgNQ) were
the weakest. They pointed out that materials that have e diéffgrence in polarizability of their
anions and cations were generally good ice nuclei (Hobbs, 1974)otmea study, Fukuta (1958)
investigated a large number of different materials and A@riahwas found to be effective ice
nuclei. He concluded that no water-soluble salt is effectivieeagauclei at temperature above -
11°C but water insoluble components with crystallographic strusiumgar to that of ice, are
highly effective as ice nuclei. He also found that for thegblieffective ice nuclei, he stronger

the ionic nature of the material the more effective it is aseanucleus (Hobbs, 1974).

There were also other studies that showed the effect ofialaia ice nucleation changes if the
initial condition of material is dry or wet because of rawra water in microscopic cavities in
the particle or the surface (Hobbs, 1974). Some materialseegyesensitive to this initially being
wet and some others show negligible difference such as Ridi@e (Agl). Edwards and Zipper

(1970) using some experimental evidences to support their theorgssegighat this difference

"It should be noted that when ice nucleation startone kind of salt as mentioned above at very low
temperatures such as -36°C, it does not necessagifyn that they can be used as a coating on tFecsur
of heat exchanger to postpone the ice formatiothersurface. There are two reasons for that: Féedon

is most of these salt are soluble in water and thiéybe removed from the surface of the coil dgriinost
and defrost and second reason is at 1950's ands1®88t of these researches were aimed to findbd go
nucleus material for ice nucleation to be ablegedsclouds. Basically the way that most of theamseers

did their experiments were to spray powders of agaesolution of such a salt in a cloud chamberhbhae
saturated or supersaturated air and then contioulewer the temperature of the chamber until the
nucleation on foreign particles appear. In thisecabe temperature of the salt particle is equath&o
temperature of the water vapor, so the water vapsort of free to either deposit on this foreigatemial or
stay in supersaturated state or condense as drnan However, in heat exchanger, the water vapahne

air comes into contact with a surface which hasuahlmower temperature than the air. The air locgéys
very cold and can not hold the previous amount afewcontent anymore and so it deposits the excess
water content on the surface. It could be somelegandless of surface tendency to actively partieifra
accepting water molecules into its molecular stmestin a common sense, it is somehow like dropping
rain drop or snow flake on the surface which tengenf the surface has negligible effects on it. Tillmle
purpose of these discussions about inorganic kales is to have more understanding about fundaisenta
of heterogeneous nucleation and how it starts.
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in sensitivity of the surface toward being initially wetdsy depends on ability of adsorption and
depth of layer in which material can hold an adsorbed wayer into the molecular structure of

the surface (Hobbs, 1974).

In previous periods of study of ice formation, the focus of theiaet were on generally on
finding good nuclei for ice formation to be used as powders ¢d $lee clouds and help
condensation or ice formation. Thus, ice-nucleating behavior st theterials such as Silver
lodine (Agl) was studied extensively in the past fundamentaiestuIn the present study we
might be more interested in materials which are not good ice nuclei busbédbase studies help
us understand the general process and affecting parametegsfaimation, it is useful to take a

brief look to those studies as well.

Previously we talked about Fletcher (1959b; 1962) theory about tiooled ice on a foreign
object surface and used it to predict which of the competimgeps of ablimation and
condensation will be dominant. This theory actually is being usedettict the condition under
which a particle acts as a freezing (after condensation) usicke as a direct deposition
(ablimation) nucleus. In the case of Silver lodine, this problleas been investigated
experimentally by many workers but with contradictory res@tsilong (1949), Schaefer (1954)
and Birstein (1955) reported that ice ablimates on the suafadeSilver lodine is a deposition
nuclei while D'Albe (1949) and Mossop (1956b), on the other hand, claima¢dt was not
possible to distinguish whether it is a freezing or deposition nultlea more accurate
observation, Edwards and Evans (1960) by controlling temperaturdwanidlity and Silver
lodine particle diameters, stated that Agl is much more actiaefeeezing nuclei than deposition
nuclei (about 100 times). Sulakvelidze et al. (1965) found that #oant the temperature of
Silver lodine, the initial temperature of the water thanes into contact with Silver lodine is
also affecting the result considerably (Hobbs, 1974). It is dedbecause of numerous numbers

of factors involved in the crystal growth and nucleation prodkes;esult of one observer might
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be totally different from another observer. This might helpousnderstand better that why some
studies that we are going to talk about in the followings repmrtdensation phase prior to frost
formation (Hoke et al., 2004) while other studies observe no condemsati supercooled
droplets and their observation shows only direct ablimation frompbase into ice crystals
(Hayashi et al., 1977b). There are other studies that igatst other possible reasons for these
contradiction of results but because working with Agl is somebiatnof scope of this study, we
ask reader to follow more detail discussion about this in Hobbs (1964)closure, just to
demonstrate how even small insignificant factors might higwéfisant effects on final results of
nucleation, it is worth to mention a couple of more studies that igaéstl the effect of exposure
to light and purity of material. Reynolds et al. (1951) found @iater lodine (Agl) nuclei
behavior changes considerably as it exposes to sunlight. Qibdersslater approved the effect of
ultraviolet lights on behavior of (Agl) as an ice nuclei (Holl$74). In another study, Burley
(1964) showed that the shape of ice crystals that forms on flagesof a material such as Silver
lodine (Agl) is different before and after Silver lodine has teqrosed to ultraviolet light. The
ice crystals were mainly thin hexagonal plates with feetangular plates when freshly prepared
Silver lodine was used as the nuclei. However, after Sihdine was exposed to ultraviolet
light, the fraction of rectangular plated increased. The raiacoéase was proportional to the
exposure time to the light (Hobbs, 1974). Other researchers foundotha of these sensitive
and strange behaviors of nucleus materials such as Siligelare because of small impurities
in the process of their production. Corrin and Storm (1963) showedAgt obtained from
different production methods, contains different small amounts abhggpic foreign materials
which markedly affect the nature of water adsorption isatket ater, Steele and Kerbs (1965)
found that nucleation efficiency of absolutely pure Agl is much &xl in fact is one-hundredth

that of conventional Agl that contained impurities (Hobbs, 1974).

67



We observe that there are a lot of details and complexitidefining a surface as a good nuclei
or weak one because of complex nature of mass deposition and ¢oystation which is
affected by many other factors. There are still more ddtaiterks about affecting parameters on
nucleating efficiency of Agl that we do not tend to get into it m&eader can refer to Hobbs
(1974) to read more about this subject. It is worth noting that sbthem even have interesting
contradictory results and this is even a heavily investigaiagrial such as (Agl) which many
different researchers were working on it for decades. ahee discussion will apply when we
want to investigate the surfaces that have hydrophobic and hydcoghmliacteristics with their
different rates of frost deposition in terms of frost thidgjemass, density and thermal
conductivity. In other words, we somehow should expect that waatrdealing with a sort of
simple one-variable straight phenomena that we could prediceiy ease with details, how the
results should be. We will talk about this later when we geermto the details of experimental

data in the future chapters.

There are other studies that showed that some organic materials sudaragli®tihol (Langer et
al., 1963), substitute Fluorenes (Head, 1961; Head, 1962), 1-leucine (Ruwidv@ower, 1962)
and metaldehyde (Fukuta, 1963) have a good nucleating characterigtitgedce starts to form
on them at temperatures similar to Agl although their molecular strucuregsimilar to that of
ice (Hobbs, 1974). In organic behavior of materials (similar to inconsistgnnorganic material
discussion) researchers also report different or sometiomegradictory results for the
temperature and efficiency of ice nucleation for each maht&or more information please see

Hobbs (1974).
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3.2.2.6 The visual shape of first initial microscopic layer of ice crystala foreign surface

It is worth noting that when we are talking about visual shagece crystals, mostly we are
talking about "growth phase" rather than nucleation phase begadeation just happens for a
first thin layer of crystals very adjacent to the aad. After that point, ice crystals forms on the
top of the existing crystals which fall into category of gitoywhase. We talked about number of
previous studies mentioned above that investigated somehowothith gthase in terms of visual
observations. In the other hand, they are other studies that just docthe first layer of ice
crystals on a foreign surface which is the heterogeneous nucl€@tierapproach for this kind of
investigation is choosing a material that has a similaeoub&r structure to ice and observe the
shape of ice crystals forming on a well-defined face of alesienystalline substrate of these
materials (Hobbs, 1974). The similarity of foreign materialcitire to ice creates a tendency for
ice crystals to form on surface more easily. The sulestran, is not a huge surface but it is
indeed a crystal itself with a hexagonal shape approximatelye same order of magnitude as
size of the ice crystals or only few times larger. Iis tase, the crystal of a material such as Agl
or Pb} is exposed to water or water vapor so that ice crystals domwntside boundaries of Agl
crystal. These studies might be important to us because gica insight into the shape of the
first thin layer of ice crystals from on a foreign surfabdontmory (1956) and Jaffray and
Montmory (1957a; 1957b) observed that at the temperature of -10°C theystals form on the
basal faces of Agl and Bband they are in the forms of hexagonal plates. Kleber and Wei
(1958) later found similar results for Agl, Rland a couple of more substances (Hobbs, 1974).
Bryant et al. (1959) performed a more accurate condition cdoirtheir experiments and found
that for the Agl, if the temperature is between -8 and -25°C, the icalsrpseferentially from on
the prism planes of Agl in the shapes of thin plates. Ifahmgéerature is between -4 and -8°C and
also below -25°C, the growth was greater along basal pldn&gl an the shapes of hexagonal

prisms. They also found that for Rlds a substrate, for temperatures above -6°C, the initial
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deposition is in a form of liquid droplets and as the temperé&umvered, the droplets freeze
and turn into ice crystals with prism planes parallel to ppsanes of Pl Bryant et al. (1959)

observed that for Agl, at temperatures above -4°C, only wateplets appeared, but as
temperatures was lowered from -4 to -12°C, number of formecrystals increased. They stated
that at temperatures between -4 to -12°C, the initial depositgom &orms of droplets that freeze
afterwards while below -12°C, the ice may have formed by tdaeposition from vapor phase.
Other studies revealed the influence of other factors sucitrasiolet light on the shapes and
growth of ice crystals on a sample material such as Agl.eBuyd964) found that for a large
crystal of Silver lodine (Agl), the growth of ice crystalmore rapidly on the prism faces while
after exposing Agl to ultraviolet light for 1 to 4 hours, basanpk become more active
nucleation sites (Hobbs, 1974). There are other studies thatdataled more details about the
effects of impurities and microscopic decomposition due to utieviight exposure in Agl that

we do not get more into details of these studies. The readier refer to Hobbs (1974) for more

details.

3.2.2.7 Summary on Heterogeneous Nucleation and the Complementary Theory

The previous studies on a sample material such as Silver I@syhewhich was assumed to be a
good ice nuclei revealed that effectiveness of a mategial good or poor ice nuclei does not
depend only on environmental parameter such as temperature andapmepressure but also

on the molecular structure of the material, its surface impefe;tmisfits and even impurities in

its structure. We pointed out that for the materials thaé lramolecular structure similar to of
water or ice such as Agl, a small misfit that forms initlterface between ice and Agl makes
Agl a very effective nuclei. However, there are theorieg #tates other factors are playing

significant roles in this process as well. Karasz €t1856) pointed out that Agl is a hydrophobic
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material in nature and the surfaces of Agl and ice are polmiergetically incompatible
(Hobbs, 1974). This view was supported later by measurements te@natster et al. (1961).
They postulated that ice first develops on the few isolatguliity sites of Agl which are
hydrophilic in character (Hobbs, 1974). Corrin et al. (1964) statedltmatugh impurity sites in
Agl are hydrophilic and they increase the adsorption of watere tisenot a corresponding
increase in ice nucleating. They believed that ice initiateBydrophobic sites which are the last
sites to absorb water as the water vapor pressure eased (The increased water vapor pressure
reaches this sites sooner than hydrophilic sites) (Hobbs, 1974hetk this hypothesis that ice
nucleates better on hydrophobic surfaces with a few numbers daeddlgdrophilic sites on it
Zettlemoyer and Hosler (1963) made several types of siidan@easured their ice nucleation
capabilities. They found these silica surfaces can changeaimeffective ice nuclei similar to
Agl. Hamilton et al. (1968) found that a balance between hydropmtchgdrophobic surface
groups, together with a proper distribution of sites, is impoftarthe heterogeneous nucleation
of ice (Hobbs, 1974). If this theory is correct then the inefficy of pure Agl as ice nucleus
mentioned before could be attributed to the lack of enough immitgy on which ice can form
(Hobbs, 1974). The variation in nucleation ability of Agl exposed tra wiolet light could be
also explicable in terms of this theory. Ultra violet Igldecomposes the molecular structure of
Agl to free lodine and metallic silver that in presence ofreqult in formation of patches of

silver oxide on the surface. This condition is favorable for nucleatitmedte (Hobbs, 1974).

Edwards and Evans (1962) suggested that an efficient ice nhelsus satisfy three conditions,
have a small lattice misfit with ice, a low net surféekectrical) charge (polarizabilftysuch as

the molecules of water itself), and a slight degree ofdpfsbic characteristics (Hobbs, 1974).
In order to have a surface with slight degrees of hydrophobic teastics, surface atoms

should have somehow a slight charge and they are likely togudagzable atoms (Weyl, 1949).

8 A polarized or polarizable molecule is molecule igtelectrons can easily move within it's atomielsy
As an example, water molecules can be polarizedral electric field.
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This can explain the results of Hosler (1951) and Pruppacher angkiS(1955a; 1955b) that

most of the good ice nuclei's contain highly polarizable atoms (Hobbs, 1974).

While a lot of aspects of heterogeneous ice nucleation have bderedxXpy numerous studies, it
should not be assumed that the mechanism of heterogeneous nucleatinusderstood by

now. It seems that different materials show very differettalvior in ice nucleation process in
comparison to their normal well-known characteristics. So cautionld be used to generalize

the behavior of a specific material or characteristic to gereralucleation process.
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3.3 GROWTH PHASE

3.3.1 Introduction

After nucleation of ice embryos, this crystal structure begins to grow greliff ways in different
directions. The growth phase in the present study (which happensdée first minutes of
heterogeneous nucleation on the metal surface) and other stadigs on formation of ice
crystals in the nature as a form of snow has some sitieiasuch as in both of them growth
phase happens by joining of water molecules in the air to tk&rgxstructure of crystals. This
makes it beneficial to review some of the relevant previbndamental studies on the crystal
growth process. On the other hand, one of differences between thia ftastent study and free
formation of crystals is in the frost formation is somestal structures collapse into existing
crystals (Wu et al., 2007a) based on air drag force, meltingrfz#fice of frost adjacent to the air
stream or other factors and this makes the analysis noonglicated. To study growth phase,
first we divide our study of growth phase into three sectidimeoretical models, Available

experimental data and External visual shapes of crystals.

3.3.2 Theoretical Models

There have been many efforts to model the growth phase of stlsrfrom water vapor since
early work of Jeffreys (1918) who used an electric poteatialogy between the vapor field and
a conductor and proposed a relation for rate of crystal growgtc(fer, 1962). Also there were
many efforts after this study to correct the assumption of electoosépacity of ice crystals used

in those relations, they were not very good approximations oéficearystal growth since
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process of crystal growth is much more complex than simpléredtatic analogy mentioned
above (Fletcher, 1962). In addition to difficulties to estimateface free energy between
interfacial participating surfaces in molecular scale, ghecess of deposition of water vapor
molecules on ice crystal will also be affected by dislocateng irregularities in the growing
crystal surface. The surface of crystal mostly has scteps, edges, dents, kinks and
disorientations of other water molecules. In addition to that adisorpt water vapor molecules
on the crystal surface, is followed by migration of this moleowksr the surface until it reaches a
position where it can be fitted into crystal structure withetdecrease in the free energy of the
system (Fletcher, 1962). Even in the case of existing of antartdi flat crystal surface, any
further growth to form new crystal layers requires clustetoggether of adsorbed molecules to
form islands upon the perfect faces (Fletcher, 1962). Thezesame studies that have
investigated the formations of dislocations and disorientatidnsh depend on temperature and
air supersaturation level (Burton et al., 1951; Frank, 1949; Vet8&8). We do not tend to get
involved into details of these discussions again because atislog and disorientations are
somehow out of scope of our study. The general idea is we must éxpecither than a few
single dislocations here and there, there will be a whole grbdfslocations emerging on most

crystal faces than even interact with one another (Fletcher, 1962).

3.3.3 Available Experimental Data

One of the experiments performed to determine the growth rate afrystals, was Shaw and
Mason (1955). They studied the growth rate of a single ice crysialing on a cooled copper
rod with a microscope. They found that if we define the dimensioassoigle ice crystal with
diameter (d) and height (h), thehahd K grow linearly in time and they provided the slopes of

these lines as constants. These slopes depend highly on temgpefdbrmation and slightly on
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supersaturation level and still slopes were found to vary frgstairto crystal (Fletcher, 1962).
The other experimental data on frost formation in the growth paesehe same as studies
mentioned and reviewed in the chapter 2, Literature Review bea#msst all of the regular

frost studies investigate frost growth rate and characteyistithe growth phase.

3.3.4 Visual Shape of Ice (Frost) Crystals

In growth of an ice crystal, one theory is based on equilibproness for new joining molecules
of water using Wulff (1901) theorem which states equilibriumesiatvhen the distance of any
crystal face from the center of the crystal is proportidoahe free energy per unit area of that
face (Fletcher, 1962). Although no exact values of such energeekr®mwn for ice, yet
approximate values could be found by assuming that every moletalacts only with its
nearest neighbors and counting the concentration of nearest neiglmsolink@d across any
crystal plane. Because ice has hexagonal structure, then ties pléth lower energy would be
basal planes and prism plahesing this crystal structure model, lattice parameters hed t
assumption of nearest neighborhood pairs, it can be shown that the energy offagarisnabout
6% greater than of a basal face. The Wulff (1901) theorem then showlsetleguilibrium should
be a hexagonal prism (Fletcher, 1962). The ratio of axial lengthxeagbeal diameter is 0.82
according to Krastanow (1943). Although ice crystals formed im#tere in the forms of snow
or in the laboratory has generally the shape of hexagonal prisrdinberisional ratio may vary
from 0.1 to 10. Moreover so many other more complicated shapestditee Bollow prisms,
scrolls and dendritic planes may occur. In these cases idviimulguite impossible to explain
these complicated forms on basis of any equilibrium theorythétefore might conclude that the

different forms of ice crystals are not only equilibrium stuees but they can be affected by

° Assume a hexagon in x-y plane. If this shape iggted along z axis, it makes a 3 dimensional hexalgon
prism. Both top and bottom hexagon shapes aredchiisal planes and 6 rectangular shapes formed on
each side is called prism planes.
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kinetic effects due to thermal or diffusion gradients, surface accomimosiabefficients or other
similar mechanisms. They become then frozen before attaining equilifffietcher, 1962).
Several attempts have been made in previous studies to iddwifgrystal shapes based on
influencing parameters such as formation temperature and vegter pressure and air velocity
during growth of the crystal. It is also possible that foreggarticles or surface energy
characteristics have influence on this process too (Fletcher).1982y studies on the crystal
shapes were examination of forms of snow crystals and the r@w@ethat they were formed. A
study of influence of temperature and supersaturation levair @n the visual shape of crystal
formation was carried out by Hanajima (1944; 1949) ( reproduced frobid4(1974)). The
Figure 1 shows the relation between crystal formation temperand air supersaturation level
and the shape of crystals that they found in the environmental iomedit snow making
apparatus. Vertical axis shows the saturated vapor presghreespect to ice (supersaturation
level). The curve W in the Figure 1 shows the saturated vapssyme with respect to
supercooled water at the corresponding temperature. For the pwpdbke present study
(temperature is between -4 to -12°C), it seems that accodihgit study findings, the shape of
frost crystals on microchannels should be a combination of neddiegular needles and
occasionally columns or cups. The pictures of these types dfalsrysill be shown in the
followings. Nakaya (1954) did an extensive study on the visual stedpasowflakes both in
natural snow and artificial snow crystals which were the tesidlindividual ice crystal grow in
the laboratory. Snowflakes are interesting in studying thectigstal growth because they are
individual growing crystals that are isolated from the eftéavery other foreign surface effects
and collision and penetration of adjacent frost crystals. Thear ahd correct shape of growing
frost or ice crystal could be investigated. In frost foiorabn heat exchangers or on any other
surface, the fundamental of frost crystal growth is theesas snowflakes formation however

because of penetration of frost crystals into each other, meltihg stitface and seeping the
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Figure 1: Relationship between the visual shapnate crystal and temperature
and air supersaturation level observed by (Hangjir8d9).

water into deeper layers and refreezing again and other mechathisrasare more complexity in
visual shape of frost. Snowflake study will provide a fundaaiebaise to gather valuable
information about the type and shape of frost crystal growth iry epgticular temperature and
environmental condition. It is also worth noting that the shapé=airystals are not bounded to
few definite shapes that are mentioned in this dissertatidnwhat is presented here is only a
very general category of frost crystals that have beeneoff® approximate the general behavior
of ice crystal growth. Nakaya (1954) showed more than around 100€ediffasual shapes of

snow crystals and previous studies such as Bentley and Humphers (1931 storer¢han 3000
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different pictures of snow crystals. This shows the difficaftgategorizing the ice crystals into a
limited number of certain visual shapes. Nakaya (1954) found that bakit of ice crystals
(plate, prism or other shapes) is determined mainly by temperattdiormation while the rate of
growth and some more complicated secondary features of depdsiich as dendritic growth)
are controlled by supersaturation of the water vapor in th@Halvbs, 1974). Figure 2 shows a
schematic demonstration of a very general classificatiosnofv flakes suggested by Nakaya

(1954).

A few examples of actual pictures of different crystalpgisaof Nakaya (1954) bank are

demonstrated in the following figures. For other types please seedNAIGBA).

&3 &
B K

Figure 2: Schematic classification refgular plane crystals: (a) simple pl.
(b) branches in sector form; (c) plate with twingd) broas
branches; (e) simple stellar form; (f) dendritienfp (g) fernlike
form; (h) dendritic form with plate; (i) plate witldendritic
extensions. Figure reproduced from Nakaya (1954).



Figure 3: Actual images of a few forms of snow taig (a) side view of a fern crystal (x17); binlike
crystal (x17); (c) slightly sublimed crystal; (dystal showing partial asymmetry (x21(e)
ordinary dendritic crystal (x19); (f) ordinary deiiit crystal (x19);(g) ordinary dendriti
crystal partially sublimed; (h) broad branches (%28 broad brancheéx39); (j) Intermediat
type of broad branch and plate (x49); (k) interratsltype of dendritic and broad branch (x
() sector form (x37). Images reproduced form Naké@h954).
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Figure 4: Actual images of a few forms of snow &g (a) sector form (x37); (9ector form witl
dendritic extension (x36); (c) plate with sectortemsions; (d) hexagonal plate (x39F)
hexagonal plate with a trace of extensions (x4§)plate with fernlike extensions (x24{g)
plate with simple dendritic extensions (x20); (bjrbination of two dendritic crystals (x21))
combination similar to figure (h) separated intenpmnents (x18); (j) irregular twelganche
crystal (x18); (k) twelve-branched crystal fernlikeanches (x16); (I) twelvbranched cryst
broad branches (x29). Images reproduced form Nake8&4).
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Figure 5: Actual images of a few forms of snow tals (a) twelvebranched crystal long and st
branches (x21); (b) column with one side rolled side view (x35); (c) top view of figure (b)
(d) columns showing skeleton structure (x39); (e sview of figure (d) (x54); (fslende
column (x42); (g) short column (x54); (h) bullepty crystal (x86); (i) combinatioaf bullets
(x17); (j) combination of two bullets (x51); (k) mbination of three bullets (x43)1)
combination of several bulle(x37). Image: reproduced fort Nakay: (1954.
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According to images shown above, there are all combinations of the préaiousf crystals that
can join and make a new shape such as combination of bullets wdhtdeshape and so forth.
There are also some malformed crystals and peculiar shggialsr Getting into more details of
this discussion is out of scope of this dissertation anch@we information please refer to Nakaya
(1954). The conclusion is though, in a very general and probablguirzie category, the shape

of crystals can be divided into few general categories as describigiie E.

There have been studies on artificial production of snow in thevith especial chambers or
apparatus. The shapes of artificial snow are more or less simitaa images of natural snow and
we do not repeat them here. Most of the times, the shapes asirskil but not perfectly similar
to natural snow. Occasionally there are some new shapes suobiar sheath-like crystals
form too that are rarely seen in natural snow. When water v@poes in contact with a cold
object so that ablimation happens, malformation and irregulaestaap even more common and
most of the times the shapes are not as perfect and symmetrécradural or artificial snow. For

more details please refer to Nakaya (1954).

From the images of Figure 3 to Figure 5 it is apparent kieavisual shape of crystal formation

even in the simplest non-disturbed free formation statss ixtensive to be hardly categorized
into few specific classifications let alone when other cexiies such as melting, penetration of
other layers, formation under different surface temperatuckfferent depth of frost layers etc.

are present in actual frost formation on the surface oféheditangers. Therefore, always caution
should be applied to define a clear boundary between different sshaperystal and

oversimplification and rigid general categorization should be avoided.

Mason (1957) categorized the crystal shapes from previous dateregh from snow

investigations and found that in crystal formation temperdtet@een -3 to -8°C, the crystals are
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more needle type shape, in temperature between -8 to -25°C, they are al@ges of plates and
sector stars. Also in the temperature range of -10 to -20°@rstndrites could form. In
temperatures below -20°C the shapes are mostly prisms, singals, twins or prismatic
clusters (Fletcher, 1962). There are also other laboratoty tiest replicate the atmospheric
condition which crystals formed in the lab in the form of snow idescrystals. Similar results
were reported by different studies. The summary was ttstatsywere "plates” type in the range
of temperature between 0 to -5°C, "prism" type when temperaubetween -5°C to -10°C,
"plates" in temperatures between -10°C to -25°C and "prismtéemperatures below -25°C
(Mason, 1953) (reproduced from Fletcher (1962)). In another experimstothl, Shaw and
Mason (1955) grew single ice crystals on a cold metal plater waidrolled conditions for
temperature and level of air supersaturation. They concluded my&ttlctype is a primary
function of temperature and air level of supersaturation tsmsa#i, non-systematic effect on it.

The transition temperature were those found by Mason (1953).

Using another technique, Kobayashi (1957) grew ice crystaldina thread or rabbit hair using
a thermal gradient chamber and studied them photomicrogragh(iekdtcher, 1962). Kobayashi
(1957) found similar results to Hanajima (1944; 1949) in Figure i mihor differences. As an
example of differences, Kobayashi (1957) found thin hexagonal platespérature between 0
to -4°C while Hanajima (1944; 1949) found irregular needles in tmsliton. Later Hallett and
Mason (1958) did a similar set of experiments in a cloud changieg thin nylon wire and glass
fibers to grow ice crystals and confirmed the results obtaind¢bbgpyashi (1957) that shapes of
crystals depend mostly on temperature. The diagram found by Hallett and KI8S8hi§ shown
in Figure 6. It should be noticed that it seems with increasfirsgipersaturation level, the plates
in temperatures between 0 to -4°C change to dendrites. That might explaindgrenddfbetween
observations of Hanajima (1944; 1949) that called the frost shapis iregion irregular needles

versus Kobayashi (1957) that found them more plate type.
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Figure 6: Diagram of ice crystal shapes in diff¢temperatures and
different level of air supersaturation (Hallett evidson, 1958).

As shown in Figure 6, ice or frost crystals form in conditiohthe present study will be mostly
in form of plates and needles. The surface temperature (finenoperature) in the present study
varies between -11 and -5°C but the actual frost surface tempehatiuceystals form there might

be approximately between 0 to -9°C. Except than initial momeanfsost growth for coldest

temperature tests of -11°C, for the rest of the -11°C tebtalk other temperature tests, frost
surface temperature will be higher than -11°C. In the presady, hollow prisms or dendrites
(branching like a tree) might form too but mainly in the condgiof this study we expect mostly

plates and needle type frost crystals.

Later Kobayashi (1958) investigated again frost crystal shtyae¢ grows on fine filaments in the

snow making chamber and found that if the level of supersaturat very low (~0.1%), then
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crystals grow in a near equilibrium state as the themaethodel predicts but with increased
vapor excess which is the common case of most of normal cfgstahtion processes, the
temperature is the dominant factor determines the typeysfatishapes. The diagram proposed
by Kobayashi (1958) is shown in Figure 7. In this diagram, the horizaxitis the formation
temperature in the ambient air and vertical axis is thesskee water vapor concentration (or

density) relative to saturation concentration.
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Figure 7: Ice crystal shapes as a function of tfegination temperature and vapor density excess ove
ice (Kobayashi, 1958).

In the present study, the excessive water vapor density iexapately between 0.7 to 1.5g/m3
so only if we assume that Kobayashi (1958) results are estipérature dominated for higher

excessive vapor concentrations then we can expect frost crystals to mnglatedle type.
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Hayashi et al. (1977a; 1977b) used a photographic observation eppooealassify frost types
based on plate temperature and water vapor concentration for a geometry pladiefldt was the

first study that divided the frost growth period into three phases whsttoisn in Figure 8:

a) Crystal growth period
b) Frost layer growth period

c) Frost layer full growth period

In crystal growth period, first a thin layer of frost cavell over the surface (Figure 8a). Then
frost crystals that are relatively far apart from eadieogrow perpendicular to the surface at
about the same rate. Then the frost becomes like a féreses with many branches but it is still
not homogeneous layer (Figure 8b,c). Then in the frost layer growitidpa rough frost layer
which is a combination of cluster of rod type crystals, grows bgigging branches on the top of
the previous existing crystals or by the interaction of eagttalr(Figure 8d,e). Then frost grows
into a uniform mesh until the frost surface becomes neaty(Higure 8f). In frost layer full
growth period, the frost layer shape remains unchanged until thedurfastestemperature reaches
or exceeds 0°C due to increased thermal resistance. Tlyaghiat al. (1977b) state that a part
of frost in the surface melts and water droplets seeghetdérost layer and freeze there. This will
lead to increased thermal conductivity of frost and then frostcittmperature decreases which
results in frost deposition again. This process of meltingeeeing and deposition continues
periodically until an equilibrium state in heat and mass transfer isameent(Figure 8g,h,i). This
condition might happen due to increased thickness of the frost €dyeh results in a large
thermal resistance. The frost surface temperature wehterally reach air dew point or 0°C
whichever closer and then frost thickness does not grow signify anymore. The concept of
melting and refreezing in frost layer was considered by o#tsarchers before too (Yonko and
Sepsy, 1967). Finally, in frost layer full growth period frostelapecomes a dense tight layer

which can be called aged frost (Hayashi et al., 1977b). Theywelstirat crystal growth period
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might take shorter or longer to finish based orfasg temperature. As an example for sur
temperature of15°C, crystal growth period takes about 10 minwbkge at surface temperatu

of -5°C, it takes up to 30 minute

(a) (b) (c) (d) (e) () (9) (h) (i)
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Irface=-12.4 °C
igures sh the toy

There are other photographic observations of fiasteation and growth process in the literat
Na and Webb (2003pvestigated the frost formation olat plates andhieir observation of the
formation process are shownFigure 9which has somehow similarities with wkHayashi et al

(1977b) explained.
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(a) | (b) ©
Figure 9: Different frost shapes on the cold surfacerfdce= -20°C): (a) initiation of frost,
beginning of nucleation; (b) growth of frost and (c) covering the surfd&efd Webb,
2003)

There are other categories for frost formation process iratlilee which is very similar to
Hayashi et al. (1977b) study. For example, Kamath (1985) assumssntbethree different frost

regimes for frost formation:

a) Nucleation
b) Dry Frost growth

c) Wet Frost growth

Nucleation phase of frost happens as soon as air - that always ¢ertain content of water
moisture except for absolutely dry air — touches a cold surfacthis case, small dotted ice
crystals first appear on the surface. It seems that ttoey gerpendicular to the surface initially
for a short period of time, depending on temperatures and condiforieposition, and
afterwards a mesh of crystals in a smooth layer covers the wholeestrfeinitial period before
that smooth mesh layer covers the surface is referred Mueleation phase. The formed layer
continues to grow in either in Dry growth or Wet growth depending mpeeature of the frost
surface. The layer continues to grow in both thickness and yleasdt the frost surface
temperature varies in response to these changes. If thestrdace temperature reaches or
exceeds the melting point (0°C), while it is still below air geint temperature, then the vapor
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content of the air condenses on the frost surface. Liquid dropdetséep into the frost layer and
freeze inside frost layer that has a lower temperatursirog the frost layer to become denser.
This would increase the thermal conductivity of the frost anghincause the frost surface
temperature to drop below melting point. Then frost deposition orrake durface starts again
which results in thickness increase. Again with increasingt fthickness the frost surface
temperature might reach the melting point and this cyclic psocentinues. This process is
referred to as wet frost growth. On the other hand, if sureegerature is so low that frost
surface temperature remains below melting point and below wipdat temperature, then air
moisture content would deposit continuously on the surface diiettiysolid crystals from gas
phase without condensation. This process is referred to adr&xtygrowth (Kamath, 1985).
Actually Wet frost growth happens when part of the frostrlagebelow melting point (deep
parts) and other surface parts are above or equal to meltimg. But all the frost layer
temperature is below air dew point temperature otherwise mtépoor sublimation happens on
that particular location and air starts to remove crysthégsging them directly into gas phase
from that location. In another word, if frost surface temperatsre@above air dew point
temperature, no frost deposition occurs (except for that pairt thfah moves into the porous frost
layer and is adjacent to the colder frost layers). If frost serf@mperature is below air dew point
temperature, then two cases may occur: 1- Frost sudageetature is below melting point (0°C)
(Dry frost growth) 2- Frost surface temperature is aboe#img point (Wet frost growth). It is
obvious that in the case of Wet frost growth, the originatl culrface temperature, where the
thickness of frost is zero, is below melting point but frostagrftemperature is above melting

point.

It is worth noting that that at any time during the testrast formation process, because of air
temperature fluctuations and changes in dew point temperdtuhe dew point temperature

reaches below the frost surface temperature for a while, fnwsafion would stop for that period
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of time. Sometimes even it is possible and actually it happdundag the current study that frost
would be removed from the surface by air by turning the csystaéctly into vapor due to

sudden decrease in air dew point temperature far below thesfirfste temperature. In this case
air that reaches the frost surface has relatively lowastore content and it can still take more

moisture from frost layer.

In cases when surface temperature are much lower than aipaietMemperature (about 60°C

lower) there is mist or fog formation in the air adjacent to the su(Rasner and Epstein, 1968).

For conditions of the present study however, the entering arkept in a constant dry bulb
temperature of 1.67°C +0.56 °C and constant wet bulb tempecit@&6°C +0.28°C. These
conditions lead to a constant dew point temperature of -1.02 °C+0.66%0.the tests of this
study, dew point temperature was lower than melting point arileafrost formation process in

this study is assumed to be in Dry frost growth regime.

There are other studies that divided the frost growth periocdtatadly different stages. One of
these studies is Hoke (2000) and Hoke et al. (2004) that divédfrdst growth period into two
distinct scenarios: The first is "condensation frosting”" Wheappens when water vapor forms
liquid droplets that freeze immediately and grow and coalegtle neighbouring droplets
although surface temperature is well below zero Celsius e fpioint of water. The second is
“ablimation frosting” which is direct deposition of water vapm the cold surface as a solid
frost. Hoke et al. (2004) believed that every frosting processsanitially with condensation
frosting and then after some time water vapor ablimates ofrdken droplets and since then
frost process continues through ablimation. Condensation frostingdpess divided into three
regimes: a) "condensation period" which is a short time #ieistto condensate to be frozen b)
"early frost growth" period which is frost increases in thickness in an abonstant growth rate.

c) "mature frost growth" that thickness increases prapuatito square root of time. The duration
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of first regime, condensation period, was found to decrease withadéay surface temperature,
decreasing surface contact angle (moving to hydrophilic surfaces)ncreasing mass transfer
driving potential but it could hardly last beyond 10 minutes for asg cHoke et al. (2004) also
mentions that the transition from early frost growth to mafrtost growth is gradual and it is
difficult to identify and demarcate. They found that initial strostructure is different in
hydrophilic and hydrophobic surfaces. On a hydrophobic surface a prot(asibin vertical
spire that comes out of the top of water droplet whichaszing) formed on the top of each
droplet at the end of freezing process which acted as a sitertioer frost deposition while on
the hydrophilic surfaces there was no protrusion observed. Tles spiuld be more than one for

each droplet and after some time branches appeared on spires to formuaifoarefrost layer.

There are other previous studies than observed somehow condensasiong fas well.
Shinagawa et al. (1992) investigated nucleation of water vapoa cold copper surface to
determine the circumstances in which whether liquid od sulicleation happens. There was only
water vapor used in an evacuated test chamber that was in contact @ghréate and there was
no air present there. They found that partial pressure of vegsoa key role to determine which
type of deposition happens on the surface. In their experiment, vegieuarvpartial pressure and
surface temperature were not changed independent of each otmesu@talare only available for
a certain range of conditions. Visual observation was used tnmidee the type of frost
deposition. They found that for the temperature of -16°C and belowoantle water vapour
pressure of 50 to 200 Pa, only ablimation frosting (direladifoation) occurs. From the surface
temperature of -11°C with water vapor of 350 Pa to surfacpemture of -16°C and 200 Pa,
formation of liquid condensate happens on the surface that is fdllow&eezing of the droplets
immediately. The experiment was setup so that the surfaceregomgeused to decrease in a slow
rate and water vapor pressure used to decrease too sdrigetime because of deposition of

water vapor on the surface. They concluded that the condensatsbngrbappens when the
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water vapor pressure is above 200 Pa. But the maximum tempehatyifead in their experiment
was -8°C and 350 Pa and there was no experimental point to wveisfyhypothesis for

temperature between 0°C and -8°C especially for water yaatial pressure of 500 to 650 Pa
which is near frost test conditions of heat exchangers. Theitusims might need to be used

with caution in heat exchanger frosting conditions.

The other study that talked about "condensation frosting” is Taal. €1994) which with

microscopic observation claimed that there is a short timieé beginning of frost formation
(around one minute for aluminium surfaces) that subcooled liqoidets form on the surface.
Then quickly all of them turn into solid crystals although coldeptamperature is well below
zero in the range of -6°C to -20°C. The air temperature wadartnat 21°C and relative

humidity was in the ranged between 30 to 60%.

There is another study that assumed condensation frosting wiSakiaset al. (1984). They used
experimental microscopic observation to study early frost gretabes on a polished copper
cold vertical plate and on horizontal cylinders in an array (twlsit® a geometry similar to fin
and tube coil) under forced convection using microscopic obsenvalir temperature was 20°C
and surface temperature was varied in the range of -5 to -15°Cp&Heymed their experiments
with three different air relative humidity level of 50, 65 an@a88nd air velocity of 2, 6 and 13
m/s. They found that in early frost deposition stage water vapuienses on the cold surface as
an unstable supercooled liquid for a short time and then thesetdréngleze immediately. They
found that frost density is affected by number and density of theaftom of these frozen
droplets. This short time was called "freezing time" was fotante reduced by a number of
affecting factors like lower surface temperature, highehamidity, higher air velocity, shorter
distance from the leading edges and smaller contact angel (hydrapinfaces). Freezing time
was different for different test conditions but as an gxtarfor air velocity of 2m/s and relative

humidity of 80% in the location of 5mm from the leading edge, frgetime for surface
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temperatures of -5, -7, -10 and -13 was 35, 25, 15 and 20 seconds vebpeEtr other
conditions, the freezing time was different and it varied frotm 80 seconds but the majority of
the data points lied between 10 to 30 seconds. They observed ¢ndtedzing of these small
droplets, micro-ice crystals start to grow on them one dimengigredpendicular to the surface
in early stages. The reason that their freezing time obs@nvwas much longer than Tao et al.
(1994) study, which was less than one second, is not known. AlthougheEat. (1984) testing
surface was copper and Tao et al. (1994) surface was aluminiunelatider humidity was
slightly different author does not think that these reasamealould explain this large difference

between two observations.

Other study that stated condensation frosting happens in allghmsth processes is Wu et al.
(2007a) that experimentally investigated frost formation on horizdlstacopper plates using
microscopic observations. The plate temperature range wasdret®0 to 0°C and air relative
humidity varied between 15 to 85% in constant dry bulb temperat@2°C. They observed that
frost formation starts with formation of small supercooled liquid drepledt freeze afterwards as
shown in Figure 10. Then initial frost crystals forms and grows ofrdlaen droplets while some

of crystals collapse on the existing crystals and finally frost legetinues to grow.
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Figure 10: Initial stages of frost formation on a copper flattepl(CA=84°) at surface
temperature of -12°C with air dry bulb temperature of 22°C and 508&tivee
humidity. The pictures are taken by a microscopic cameny /& second from the
beginning of frost growth (Wu et al., 2007a).

They found that formation of droplets happens for all temperaamdshumidity range tested
however droplets freezes sooner in lower surface temperandekigher air relative humidity

while droplets were smaller at lower surface temperamdel@ver air relative humidity. They
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found that the freezing time for these supercooled dropletsaisly a function of surface
temperature while air humidity had smaller effects o lgown in Figure 11. The freezing time
for air relative humidity of 85% was found to be around 3 minutesstioface temperature
between -20 and -10°C. For surface temperature between -8 and Hi§@né¢ was about 3t to
10 minutes and for temperatures between -6 and -8°C, it was fountébween 3 to 25 minutes
as shown in Figure 11 Supercooled droplets sizes were found to be a function of surface
temperature and relative humidity too. The average diamdtedraplets for the surface
temperature between -20 and -8°C was about 0.1mm but as surface tempexsituaged from -
8°C to -6°C, the droplet diameter grew up to 0.5mm. By microscopienason they
categorized initial crystal shapes into five main type$-stipercooled water droplet structure 2-
irregular crystals 3-flake crystals 4-needle and polstaty 5-feather (dendrite) crystals. They
found that the initial shape of crystal depends mainly on surfageetature and slightly depends
on excessive vapor concentration between the bulk air and adeatljto plate surface as shown
in Figure 12 and Figure 13. In the excessive vapor concentragioveén 0.001 to 0.002 kg
vapor/kg air (close to the present study range) their result shinaethe shape of crystals would
be frozen supercooled water droplet structure at surface teomgetmtween 0 and -7°C and
would be irregular crystals at surface temperature ranggebe -7 and -10°C. If surface
temperature gets lower between -10 and -13°C, then it wilk ¢éiéeregion of flake crystals.
According to their results, the initial frost crystals will not be teed dendritic type in the above
ranges which is close to present study range of experimenis filtlangs somehow seems to be
contradictory to previous findings of Hallett and Mason (1958) and Kebay4a958) shown in
Figure 6 and Figure 7 about shape of crystals that found plateesi@ad dendritic type of frost

in those range of surface temperature and air humidity. Wu €0fl7a) states that these are

19 Based on their results it seems that if a coilgtesi could keep the surface temperature of theatmie
-6°C, then the freezing time is so long (more th&minutes) that supercooled water might be abtkifm
down and drain from the coil based on gravity. ®stfformation on the coil might significantly dease
for surface temperature above -6°C. We will disdusst formation on surface temperatures below or
above -6°C in the next chapters with our experiglemsults.
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initial frost crystal shapes and they assumed that the fuostce temperature (temperature of
frost formation) to be equal to the surface temperature plossible that real temperature of frost
formation in Wu et al. (2007a) work which has to be in therealilibrium with air stream
adjacent to the surface, are indeed higher than plate surfapertgure. Especially because air
temperature in Wu et al. (2007a) experiments was very high and wasokepant at 22°C. If this
is true, then the data of Wu et al. (2007a) with a shift in teatyer should somehow should
match the previous findings of Hallett and Mason (1958) and Koba{E58). Reanalyzing the
data of Wu et al. (2007a) with a shift in temperature is istarg with this assumptions and
actually with such a shift, the needle type and feather (diehdype crystals in Wu et al.
(2007a) study could have formed in the higher temperatures |kt Fdad Mason (1958) and
Kobayashi (1958) found in their results. This interpretationhdfiisg the data of course needs
further investigation and author of this dissertation does not intend to undatestinmeglect the
other necessary cautions or complexities involved in these gbdata interpretation. Getting
further into the detail discussion of this topic is somehow ostope of the present study. As a
closure, author wants to point out that assuming the frostattypes to be needle and dendritic
type (in the range of surface temperature between 0 and -IifGxaxessive water vapor
concentration between 0.001 to 0.002 kg vapor/kg air) is more entswith the findings of
other previous researchers (Hayashi et al., 1977b) and alsu fieckngs of Wang et al. (2007)
who found the frost type to be needle type at surface tempeudittiréC which is going to be
discussed in more details in the followings. Later, using thes ga®Vvious experimental setup,
Wu et al. (2007b) in another work, investigated early stagé®sif formation and tested a bare
and a hydrophobic coated copper surface with contact angles ah8@°10° respectively. Their
images at surface temperature of -10°C from frost for barpeccqurface showed somehow that
the visual shape of frost is more needle type and a typeodstfof trees" as Hayashi et al.
(1977b) stated before. Images of frost on the hydrophobic surfaeesammehow more similar to
feather (dendritic) type, however higher resolution picturescaeegled to precisely confirm this
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observation. Anyway, their later findings were somehow more consisiéh observations of

other studies.
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Figure 13 - Four typical shapes of initial frosystals (a) irregular crystals (b) flake crystals (c
d) needle and pole crystals (e, f) feather crytal et al., 2007a).

One of the studies that focused more on visual differencésstiniace coatings make on the
shape of frost was Wang et al. (2007). They experimentallyestudbst formation on a new
developed super hydrophobic surface with contact angle of 155° usir@saaipic observations.
They found that for a bare copper surface the shape of frestfate temperature of -7°C and
55% air relative humidity was more needle type that grows igrass structure or forest soon as
shown in Figure 14. For other two hydrophobic surfaces with coatages of 120° and 155°,
first liquid droplets started to form and froze on the surtaw then frost started to grow on top
of the frozen droplets. For super hydrophobic (155°) surface thkndsis seemed less than
regular hydrophobic surface (120°). The pictures from theikwarfrost growth for 3 different
surfaces are shown in Figure 14. Wang et al. (2007) also foundhthaupercooled droplets
forms on the bare surface too but the size of droplets are muaglfess than in hydrophobic

surface as shown in Figure 15.
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(b)

(©)

Figure 14: Formation of frosts on (a) bare coppefase (CA=64°), (b) hydrophobic surface with catta
angle of 120°, and (c) superhydrophobic surfaceth wbntact angle of 150°. Conditions:
temperature = -7.2°C, air relative humidity=55%eTdrrow indicating the initial frost (Wang et
al., 2007).

0.4 mm

Figure 15: Initial formation of different size supeoled droplets prior to frost formation for (airb
copper surface, and (b) hydrophobic surface witbewaontact angle of 120° (Wang et al.,
2007)
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In the present study, frost growth process was observed usimg aesiolution camera with a
small probe tip that could take images or videos from the foostation process as described in
experimental setup chapter. It was found that it is very difficuseparate and demarcate the
frost growth process into clearly distinct different stagéswas observed that on regular
aluminium heat exchanger surface with contact angle of between®0, first separate crystals
appear on the surface which grows quickly into a white rough lmkrtbss layer that covers the
entire surface between 1 to 2 minutes (Moallem et al., 20I2&e were no supercooled
droplets observed to form on the surface initially in all of &st tases except than on extremely
hydrophobic coating with contact angle of 95 to 105°. Although a numl@ewious mentioned
studies, that microscopically studied frost formation, stdtatithey have observed formation of
supercooled droplets prior to formation of frost on the surfeloid et al., 2004; Na and Webb,
2003; Satio et al., 1984; Shinagawa et al., 1992; Tao et al., 1994; &/ahg 2007; Wu et al.,
2007a), there are other studies that did not observe any supercooled finopieg on the
surface (Hayashi et al., 1977b; Kamath, 1985). It is worth nohagfor all the studies that
observed supercooled droplets, their test surface was copper ®eloke et al. (2004) that
used glass and PTFE and Tao et al. (1994) and Na and Webb (2003) ¢énatalssipercooled
droplets on the bare aluminium surface. The other fact isfTab (1994) used air at temperature
of 22°C on the cold surface in temperature of -6 to -20. There might be an argusherarth air
might melt the initial ice embryos on the surface due to large magnituempétature difference
and heat transfer. Moreover, as explained before, the classig/tof nucleation predicts that in
such a large supersaturation levels, condensation is dgfipiteferred to ablimation (Fletcher,
1959b; Fletcher, 1962; Hobbs, 1917‘.4Na and Webb (2003) used air at temperature of -5°C with

surface temperature of -20°C. They stated that the contact anglesafféuee for bare aluminium

1t is worth noting that actually a number of stusdikat observed condensation such as Satio et. al.
(1984), Wu et al. (2007) and Tao et al. (1994) usgt air temperatures around 20°C in their expenis
which results in large levels of supersaturatidie air temperature in the works of Shinagawa.et al
(1992) and Wang et al. (2007) was not reported.eHlal. (2004) used -1°C air temperature with tsates
temperature of about -10°C.
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was 31°. Aluminium has different alloys and probably their aluminiwas different than one
was used in the present study with contact angle of between 3D .té&nyway, author of this
dissertation does not intend to claim these differences exptampletely all of the different
observations of this study from theirs but just wants to poirttthe differences. From the
observations of the present study, we could not verify formatiangfsupercooled droplet on
the aluminium surface. One might argue that our observatitmitpe was not fine enough to
observe the tiny droplets on the surface. Considering the size of supémdapkets according to
previous studies which are between 0.1mm to 0.5mm in Wu et al. (2G0ds)cs smaller in
Wang et al. (2007) work, and the fact that our camera had a yiagngiower of 15 times, the
final size of droplets in our images would be around 1.5 to 7.5mm. Thukatd to believe that
those droplets are still not visible in our images. Thereweme tests that forming nuclei on the
surface had a special different colour in the beginning of frost formdtig from images it is not
possible to verify there are water droplets or ice embryoshokubas to conclude that the
supercooled droplets did not form under most circumstances of tidy $except where
specifically mentioned) and the concept of special conditiorierofation of these supercooled
droplets are still open to further research. Our close ob@mrsatvealed that after formation of
the white mesh that could be heterogeneous nucleation of srgstéhe aluminium surface, frost
grows almost with a constant rate and frost thickness inaeaisest forms mostly a white rough
and porous layer that grows and covers everywhere on the cféaesgpecially the leading
edges of the fins. Then rate of thickness growth decreasesthdaeair flow free areas are near
blockage and thickness growth rates starts to flatten owtadtalso found that frost growth on
microchannel heat exchangers has its own complex nature antfraratélat plates or simple
geometries could hardly be applied to this geometry. As an exasghe studies reported that
frost grows on flat plates has only a slightly lower thicknesthe trailing edge than the leading
edge (Chen et al., 1999a; Mao et al., 1992; Tao et al., 1994) while autrent study, there was
a considerable frost thickness on the leading edge of microchia@akekxchanger while there
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was no visible frost at the trailing edge of the fins. Tdmaperature of the air at the trailing edge
of the coil is very close to the estimated surface temperatdréha moisture content has reduced
from 0.00348 kg/kg to approximately 0.00275, 0.00225 and 0.00175 for surfacearmgseof -

5, -8 and -11°C respectively. The air is still in supersatdreggion at the trailing edges and still
capable to deposit its moisture on the cold surface. Howevepotkatial for mass deposition
has reduced in comparison to initial conditforCloser visual observation revealed that the
trailing edge has a certain thickness of frost but theeersason why it is not very apparent in
visual observations. In the leading edge, the edges are cawithethe frost and it makes a
visible white cross section, however on trailing edges, theme fsost on the trailing edge itself
because they are in the air wake regions. Inside the figsnear to leading edge, frost layer is
visible. It can be possible that frost thickness in the deptheofin is nearly uniform (or varying
with a slight slope) from the leading edge to trailing edi¢gre discussion on this topic is trivial
since there was no possible instrumentation and data frone itteddepth of the coil to verify

these hypotheses.

12 As an example, for surface temperature of -5°C.eaters the leading edge region at 1.67°C/0.56°C
(db/wb, AHRI condition). This air has a dew poietriperature of -1.0°C, relative humidity of 82% and
absolute humidity of 0.0035 kg/kg. As soon as aimes to contact with first leading edges and itallo
temperature drops to around -5°C, the relative Hifynireaches 100% and even it moves into the
supersaturated region where pressure of water \@qaeds the saturated water vapor pressure thedrai
hold at the temperature of -5°C. So the dew pairgtill -5°C but supersaturation level is aroundl {The

air temperature reaches -5°C but the moisture obrgestill temporarily at 0.0035 kg/kg so the &
somehow in the new unstable — metastable- reldtiwaidity of 140% which is the ratio of pressure of
existing water vapor to saturated water vapor &)}5This 1.4 is the potential for frost depositiand
forces air to leave the extra moisture on the soldace. However, when the air reaches the traditges,
especially at the last minutes of the tests, adogrib our measurements, temperature of the bufluwf is
around -5°C and the absolute humidity is 0.0027&kdl he supersaturation ratio for this air is ambdnl.
Thus, the supersaturation level at leading edggs et to the cold surface is 1.4 and it drops.1oat the
trailing edges (This unstable air-moisture mixtwi¢h 110% relative humidity will dissociate to aiith
100% relative humidity and tiny particles of waterfog). This suggests that air is not dry at tfadlibg
edges and the moisture deposition has also nopatbat trailing edges but it has reduced to a loat.
These ratio for the surface temperature of -8°(oslfoom around 1.8 to 1.2 (absolute humidity drispm
0.0035 to 0.00225 kg/kg). The ratio for surface gemature of -11°C drops from around 2.4 to 1.2
(absolute humidity drops from 0.0035 to 0.00175kg}/ The numbers mentioned in this footnote are
general averages and approximates. They dependamegry of microchannels and different samples have
different values.
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There was no obvious distinction between different images ofeliffeéimes of the tests to show
something about "early or mature frost growth" as mentioned in poewéus studies. All the
frost growing period for all specimens seemed to be ablimatiotinigoand no frozen droplets
were observed during the frost growth process (Figure 16). ¥owim one extremely
hydrophobic surface with contact angle between 95 to 105°, the stratfuost growth seemed
to be condensation frosting dominant and there were visible figrhets that formed on the
surface of heat exchanger although the surface temperatureowstsintly -6°C all during the
test. These droplets seemed to be joining other droplets andiang&efrozen droplets as Hoke
et al. (2004) study had observed. The supercooled droplets seemed to be chatingrigredland
joining and coalescing with their neighbours. After a thick layferce and frost covered the
surface, metal surface could not apply its surface energst.eftleen ablimation frosting continue
to be dominant frost deposition mechanism and droplets remain uechahge a porous layer
of frost start to cover them as shown in Figure 16. The imagesuieFi$ show the difference of

frost growth between different surface coatings with different coatagles.
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Figure 16:Frost growth on aluminum microchannel heat exchanger:
different surface coatings: standard coil with no coatirjg
hydrophilic coating with less than 5° contact angle
hydrophobic coating with contact angle between 90 to 9!
and hydrophobicoating with contact angle between 95 to :
(d) for the same surface temperature @C-. All the image
show an example intermediate point in about the middle
test Reproduced form (Moallem et al., 2012c).
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CHAPTER IV

EXPERIMENTAL METHODOLOGY

4.1 INTRODUCTION

The literature review suggested that it is necessarpréwide consistent transient frosting
performance data sets for louvered folded fins adopted in microdhasateexchangers. This
dissertation describes a new experimental methodology to mehsurest mass, frost thickness
and their growth rate during the actual operation of the louvemsdrficold ambient. Fin surface
temperature, heat transfer, and air-side pressure drop dotnesed folded fins were also
measured during transient frosting cycles. The feasildiliy repeatability of the measurements
are demonstrated through a series of controlled laboratory imgmes. These experiments
highlighted the effects of fin surface temperature, geomaitryace velocity, and air humidity on

the local frost growth on louvered folded fins.
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4.2 Scope of Experimental Work and Test Matrix

The present study focuses on testing 12 differéatachannel fin samples that were cut out from
the commercial available microchannel coils and thave been selected so that they cover an
acceptable range and variety of geometries for mieonel evaporators. 7 geometries and 5
different surface coatings on one geometry werectggleto be the representatives of commonly
accepted microchannel samples to be tested uradinfy conditions. 7 different geometries were
selected in a way to isolate effect of each depmyameter such as fin density, fin width and fin
depth in a parametric fashion. Table 2 shows theplesngeometrical dimensions and gives an
overview of the types of tests that were perforn&aimples 1, 2 and 3 were tested under frosting
condition to identify the effect of fin density &n spacing on frost performance of microchannel
while other geometrical parameters for these thaeepkes were identical. For more details about
dimensions of the samples and schematic demowstratieach parameter such as fin width, fin

depth, etc. please see Figure 76 and Table 2.

Table 2: Overall dimensions of the samples and the purpose ofetstiriig for 12
microchannel samples used in the present study.

Fin Fin Air face Ar no
Depth | Width s 'Zcr:in D:r:r;i Fin surface treatment Fin Type Stlje r?ce velocity Eum of E)ebs'ttective
(ch_d)|(ch_w)[ P29 4 P (nial) |4 tests I
no.|Code [mm]{[mm]][mm] | [FPI] - - [°c] [m/s] [fpm] [[%]] [] |effect of
1 [Sample 1 27 8 2.44 104 None Flatfin | -5,-8,-11| 1.5 | 200 | 82| 3 FPI
2 |Sample 2 27 8 1.87 13.6 None Louvered| -5,-8,-11| 1.5 | 200 | 82| 3 FPI
3 |Sample 3 26 ~8 1.25 20.3 None Louvered| -5,-8,-11 [ 1.5 | 300 [ 82 | 3 FPI
-5,-8,-11| 1.5 | 300 | 82 | 3* | Width
200, oy
4 | sample4 | 25 10 131 | 19.4 None Louvered -8 L2 400 | 82| 2| Velocity
-8 15 | 300 7922 2%+ | Humidity
5 [Sample 5 25 13 1.30 19.6 None Louvered| -5,-8,-11| 1.5 | 300 | 82 | 3 | Width
6 [Sample 6 30 8 1.37 18.5 None Louvered| -5,-8,-11| 1.5 | 300 | 82 | 3 | Depth
Sample 7 None Louvered 1.5 Depth

Hydrophobic (AH 650) CA=95~105°
Hydrophilic (AH 550) CA~70~80°
Hydrophilic (FR 1000) CA<10°
Hydrophobic (AH 653) CA=95~105°
Medium (Alcoat® 5000) CA=80~90°
: The specified parameter to investigate its effect
* 3tests:(-5 -8 -11°C, 1.5m/s, 82%)- **2tests: (-8°C, 1.0 2.0m/s, 82%)- ***2tests:(-8°C, 1.5m/s, 72 92%)
All the coatings are Inorganic coatings
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Sample 4 and sample 5 were tested to evaluateffihe ef fin width or (Ch,,) and they are
compared to sample 3 which has different fin wioltih identical fin density and fin depth. In this
way, for each investigated parameter, there asrples that could be contributing to provide data
on the isolated effect of that particular geomelrdimmension of the fins. The same is true for
investigating the effect of fin depth in which sdenf, 7 and 3 are compared against each other to

evaluate the effect of fin depth on frosting parfance.

Each sample was tested at three different surfaropdratures of about -5, -8 and -11°. The air
temperature was held constant at dry bulb/wet dulti6.6°C for all the frost tests according to

standards of performance rating for the air sobez# pumps (AHRI, Standard 210/240, 2008).

The effects of air velocity and air humidity wellsaevaluated on one of the samples with average

medium dimensions as shown for sample 4 in Table 2.

Each test was repeated more than one time to erspeatability of the results and although the
number of tests reported in Table 2 is 40, the tatahber of tests performed on the fin samples

were more than 150 for data reduction and datg/sisal

The fin temperature or surface temperature is ddfthroughout this dissertation as the tube wall
surface temperature or fin root temperature. Thlaeswas directly measured by using a series of

fine gauge thermocouples.
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4.3 Construction and Geometry of the Fin Samples

4.3.1 Sample Preparation and Construction

In the present work, the fin samples were made of one column ofréou¥ims cut from
commercially available microchannel coils. The tube of this column of louvered fins was
machined until a thin wall of metal attached to each sidéheffolded fins remaineince
conduction heat transfer was employed in cooling the sample to tireddssrface
temperature, presence of tubes was not necessary in the ptadgntTee removal of
microchannel tube was also to eliminate the effect of diffargatnal tube designs or
microchannel ports. In addition the hollow ports in a tube were additcamaluction
thermal resistances that prevent uniform one-dimensional conductiotrdresdiér to the
fin samplesThe vertical height of each fin sample was about 15.24 cm @shcwhile the fin
density, fin depth, and fin height determined by the original desigihe microchannel coils
from which the samples were cut. The process of making theafiiples required a detail and
careful machining due to the fragility of the microchannel.finghis section, detail description
on preparing the fin sample is provided.

The first step to prepare the fin sample is to examine the metotéd coils that are going to be
used as the sample. From the coils, all the fin columnsammieed to determine which fin
column is good to be used as the test sample. After finding wblamn will be used, both fin
columns adjacent to it need to be cut as shown in Figure ide Asm cutting the fin columns,
the fin samples need to be cut to have vertical size of 15.24 énthes). This cutting process

can be easily done using band-saw. While cutting the columns ohBoresthat the band-saw
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blade is as close the microchannel tube as possible as sedrigure 17.This method will cu

the unused fins at the same time clean the finuwesirom the tube

3
L
¥
P
4
|
) |
| 4

Figure 17 Preparation of the fin sample, Step 1, cuttirecpdure

The second step was to machine down both of thestubbetween the fins until a thin wall
metal attached to each side of the folded This machining ppcess could be done by usi
milling machine Before milling the sample tubes, tools needed tprepared in advance such
thin needles and sharp end mills bit with squaré eonfiguration. The needles were uset
ensure that while machining the tis, the sample stay flat on the vice of the millimgchine
Also needles are necessary because without thertochigh vertical pressure of the milling t
the aluminum fins have to be clamped too tight aludninum fins are deformed. These nee
were placed in between the fins under the microcharuie tand put on the vice of the milli

machine as shown iRigure18. While clamping the sample, make sure that theplag force i<
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good enough to keep the sample on the vice bineasame time not too much to damage th

sample.

=

" _
o = e
e

|

A

Figure 18 Preparation of the fin sample, step 2, usacneedles in milling proce

The sharp end mill bit were important because lit prevent damaging the fin sample during
cutting process and produced flat & mirror fin When doing the milling on the fin samp
couple of the first cuts on the sam can be done with 0.254 mm (0.01 inches) depth
afterwards the depth of cutting should be reduc@.1@7 mm (0.005 inches) to prevent cultl
too deep into the tubeSowards the end of the process when the microchanoes getting ver
thin, the deth of the cut should be reduced to (0.C-0.0508 mm) 0.000-002 inches until a

the surface of the sample become flat and ¢ An example of dinished fin samplds shown in
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Figure 19 This milling process needs to be done frequeatlgl patiently to result in a goi

sample for the experimer

Figure 19: Finished fin sample

The plates attached to fin sampledesigned to allow the measurement of fin tempee: As
seen in Figure 20the fin sample cut from the microchannel coil vdaced in between tw
aluminum plates with 0.25 inch (6.4mm) thickn' These aluminum plates provided pro
housing for the thermocouples and the plates witaetsed to the fin sample by using ther
epoxy (Duralco 132-IP-1)he plates were cut to have the exact same ss the fin sample ar
four small grooves were cut out in the aluminunmtgsafor placing the thermocouple wires
Four thermocouples are placed in between the alumiplate and fin sample wall as showr
Figure 20.The readings of these thermocouples in the rootheofins are referred to as the
surface temperature in the present study. Theffiiciency of course will be applied as explair
in the following chapters. It is obvious that thetual fin surfac temperature along the edge
the fins varies depending upon the location inftheand is a result of the local heat and
transfer processes at the interface between frasalminum finsExcept than sample 5 that h

a very wide width (13mm) ai a fin efficiency of 0.91, the fin efficiency varidmbtween 0.94 fc
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sample 4 to 0.97 for sample 1. This showed that due to short widtte dfhtin microchannel

coils, the surface temperature of the middle of the fin is close tertygetature of the fin root.

Figure 20: Aluminum Fin sample (top) with Aluminum plate (bottom) with 4
thermocouples grooves at one side of the Aluminum plate. Two

identical Aluminum plate were mounted at each side of the sample.

4.3.2 Geometry of the Samples

The detail geometry of the samples is shown in Table 3. For sébemaionstration of each
parameter such as fin width, fin depth, etc. pleaseigeeeF76. The microchannel samples were
chosen in a way that only one parameter (such as fin density, fin depik e&rig¢d at a time
while all other dimensions remain constant. This allowed investigdtagnpact of frosting

performance due to the variation of that particular parameter.
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Table 3: Geometry of the microchannel fin samples used in the prasint s

Sa| Fin Fin |Channel Fin Tube | Fin No Louver|Louver Louver(Louver
mp|Depth | Width | Height Density thickn| Thick Tube Type Fin type of pitch | angle
le [(Ch_d)|(Ch_w)|(Ch_h) (FP) ess [ness louve (mm) |(Deg) Height |Length|
No.[ (mm)| (mm) | (mm) (mm)|(mm) rs (mm) | (mm)
11270 8.0 2.34 104 [ 1.8 |~0.1 MC 26 ports Flatfin corrougated | - - - - -
21270 8.0 1.77 136 | 1.8 [~0.1 MC 26 ports Louvered 16 | 150 | ~30 | 0.22 | 6.5
31 26.0 7.6 1.15 203 [ 14 |~0.1 Flat Tube Louvered 24 1 094 | ~30 [ 0.09 [ 6.0
4] 25.0 | 10.0 1.21 194 | 1.7 [~0.1 MC 13 ports Louvered 18 | 122 | ~30 | 024 | 75
5] 250 | 13.0 1.20 196 | 2.0 [~0.1 MC 18 ports Louvered 20 [ 1.23 [ ~30 [~0.21] 9.5
6 | 30.0 8.1 1.27 185 | 14 [~0.1 MC 18 ports Louvered 28 [ 086 | ~30 [ ~0.2 | 7.0
7] 19.0 8.0 1.36 17.4 | 3.0 [ ~0.1 [ Flat Tube +Internal Fins Louvered 16 | 094 | ~30 | ~0.2 | 65
8 | 19.0 8.0 1.34 17.6 | 3.0 [ ~0.1 [ Flat Tube +Internal Fins Louvered 16 [ 094 | ~30 | ~0.2 | 65
9] 19.0 8.0 1.34 17.6 | 3.0 [ ~0.1 [ Flat Tube +Internal Fins Louvered 16 [ 094 | ~30 | ~0.2 | 65
10[ 19.0 8.0 1.34 17.6 | 3.0 [ ~0.1 [ Flat Tube +Internal Fins Louvered 16 [ 094 | ~30 | ~0.2 | 65
11] 19.0 8.0 1.34 17.6 | 3.0 [ ~0.1 [ Flat Tube +Internal Fins Louvered 16 [ 094 | ~30 | ~0.2 | 65
12| 19.0 8.0 1.36 174 | 3.0 | ~0.1 | Flat Tube +Internal Fins Louvered 16 | 094 [ ~30 [ ~0.2 | 6.5

The detail of surface treatments and coatings that was applied to stmesamples are shown

in the Table 4.

Table 4: Surface treatments or coatings used for the
microchannel samples of the present study

Sa’:lnog?le Coating
1 Uncoated
2 Uncoated
3 Uncoated
4 Uncoated
5 Uncoated
6 Uncoated
7 Uncoated (CA=80~909
8 Hydrophobic (AH 650) CA=95~105°
9 Hydrophilic (AH 550) CA=70~80°
10  |Hydrophilic (FR 1000) CA=10°
11  |Hydrophobic (AH 653) CA=95~105°
12 |Medium (Alcoat® 5000) CA=80~90°
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4.4 Experimental Apparatus

4.4.1 Sample Bounded in Small Air Tunnel

When frost started to accumulate on the fins, thé@av blockage caused an increased pres
drop. To eliminate a systematic error during the measardgsof the a-side pressure drc
across the fin sample in frosting conditions, air steam should not be allowed tc-pass the fin
sample through micro cracks and small fissure atdbe perimeter of the samg To eliminate
the risk of air bypass the fin sample, a Plexi glass was installéteainlet and outlet of the f
sample as shown ifrigure 21. Other attempts of using accurately sized piech&twwere
moving parts of the vice to fit in place and pravére air stream from bypassing the fros
sample were not successful. The |ention of air bypassing the fin sample when fr
accumulates on the heat transfer surface was théakeor to achieve good repeatability of

measurements.

Aluminum plate

Plexi glass

Figure 21 Fin sample with small Plexi glass tunnel arourtd pievent air leakag
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4.4.2 Thermo-electric Cooler Modules

In order to remove the heat from the sample firmghan Figure 21, andool it to the desire
temperature, a method originally proposed Thomas et al. (1999was used. Four
ThermoElectric Cooling (TE( modules were installed, two in each side of thesimple tc
remove heat from the fin sample based on condubtat transfer mechanism and to control
fin temperature during frosting peri, as shown in Figure 2Z’he amount of heat transi
removed from the fin sample to the liquid heat sivds accurately controlled by variable po

transformers connected to each T

2 3 4 =]
I — ._//- #
~0
1. Finsample
0 2. Stainless steel T-block
3. TEC
4. Ethylene glycol-water
Mmixture
5. Liquid heat sink
6. Airflow

Figure 22 Part of the experimental apparatus that holdsdmeple and TEC

B 44 watts (150.1 Btu/hyapacity TECs, manufactured by CustThermoelectric, Ine
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Ethylene Glycol water solution (50% volume concentration) wasuleited inside the copper
tubes of the liquid heat sink shown as component 4 in Figure 22 twveemeat from the hot side
of the TECs. To be able to provide additional capacity for $B@U to respond quickly to the
control strategies, temperature of hot side of TEC were kdptwaas around -4°C to -10°C with
using cold Ethylene Glycol solution. The cold side of the TEE different values at different
tests ranging from -8°C to -14°C. This cold side of the TEE meanoving heat from the sample
via conduction heat transfer so that the thermocouples at thefrihat samples show a constant
temperature of -5, -8 and -11°C during the tests. Two custom nadiess steel T-shape blocks
were inserted between the fin sample assembly and the deldfsihe TECs. The T-blocks were
machined to nearly the same depth as the fin sample assemlggoviole uniform one
dimensional heat flux perpendicular to the fin assembly walish E&C was instrumented with
six thermocouples, three on the hot side and three on the coldosidenitor the temperature of
each side of the device. The temperature difference betaddiside of TEC and thermocouples
at the root of the fin samples then was used to calculate the value of condudtimartséer from
the sample. The air flows into the fin sample along the xditecas shown in Figure 23
(mention the other figure). Heat is removed from the aiasiréy the louvered fins and it is
laterally transported along the y-direction by the T-block® &itire device was assembled in a
compact test assembly, as shown in step (3) of Figure 23. fibdedt assembly was mounted
inside the low temperature air tunnel as shown in step (4), andeskpodrosting ambient

conditions during the tests.
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Omirdoor coils in heat pumpsysiems cooling module

Samphes are
apouth inches
top o botton

¥ Fin Dezpth
[akimg x-
direction)

H: Iin Heighr
[abomg ¥
direction)

Figure 23 Procedure for the preparation of the test asses#ilup inside thair tunnel

4.4.3 Sample and Components Mounted on Vice

Even though the temperature gradient was smalin fmesulation boards welinstalled around
the Tblocks to minimize the heat gain to the fin santhleng the frosting experimen The un-
insulated and insulated test apparatus are showFigure 24(a) and (b), respective The
apparatus was mounted on an adjustable mechanamltvat was modified hoc for these
experiments with adjustable springs as showFigure 24(a)The springs redistribute the cont
pressure along both surfaces of the fin samplarsgeand the vice provides sufficient press

on the fin sample to alv heat conduction across the surfaces in mecHarocéact during th
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frosting periodsThe vice was opened to detach the fin sample agnideof the frosting period

order to quickly measure the weight of the frogtuseulated on the fin

(a} (b} («

Figure 24 lllustration of the test assembly mounted onrttoalified vice with springs (a) -
insulated test apparatus; (b) insulated test aparand (c) zoom of the fin samy
attached to transparent plastic channels at teeand at the outlet of the fin samj

with respect to the air flow directi

4.4.4 Small Air Tunnel and Nozzle

When air leaves the sample, it is guided by th&iRflass channel shown Figure21. This Plexi
glass channel is attached at its end side to al smale air tunnel to guide the air flow tc
measuring section for air volumetric flow measuretaeas shown irFigure 25. A nozzle in
compliance with ASHRAE air flow measurement requieats (ASHRAE Standard 41) was
employed to measure the air flow rate and all iheedsions of the small tunnel Figure 25 was
designed and built according to ASHRAE standard2.4Ihe calculation procedure a

instrumentation will be described la
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Static pressure outlet

Figure 25 Structure of small tunnel to measure the air fegter the fin sample with nozzle a

instrument location

4.5 General Test Setup Description

4.5.1 Air Tunnel

A large air flow test set up was designed and ko laboratory to investigate the thern
performance and frost deposition for microchanregltfexchange The basic layout of the te
facility and the components are described in thetisn The facility was designed to control t
test condition specified istandar((AHRI, Standard 210/240, 2008).

The fin-TEC was mounted on a vice, which held the samplether and the enti

assembly was placed inside the large air tunnelsha Figure 23(step 4) and compone
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2 in airflow loop in Figure2€. The airflow was a closddop air tunnel that had a square cr
sectional area of 0.6n®€m (2 ft x 2 ft) and span about 2.8m (109 in.) It The air tunnel
was a closed loop duct systemat was equipped with instrumerdsad censors to control a
monitor the & condition inside the tunnto simulate ambient air for heat pump winter opage
condition. Main components of the air tunnel sushrefrigeration coil, variable speed fi
eledrical heater and ultrasonic humidifiers are useddol and condition the air to the desi

condition as shown iRigure26.

Components:

1. Electrical heater
2. Test section

3. Variable fan speed

Figure 26 Schematic of air tunnel or airflow loc

The inlet air is controlled at 1.67/0.56°C (35/3B°y bulb/wet bulb temperature, unle
otherwise specified. This air condition yields th& relative humidity of 82% during tf
experimentThe air face velocity at the inlet is controlledthwa variable speed fan with a rar

of 0.8 to 1.5 m/s (157 to 295 fj).
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The control schematic that was adapted to control the air itteédair tunnel is shown in Figure
27. The set point condition of the air at the inlet of the &mle is represented by point 4. The
air was cooled when it passed through the fin sample, thutetigerature decreased and the
humidity content in the air was reduced shown as point . Thedaaattipoint 5 in Figure 27 can
be varied depend on the capacity of the tested fin samplecoldhair that leaves the fin sample
is being recirculated again inside the air tunnel. Thissaieing heated up from point 5 to point 1
due to the heat gain caused by temperature difference betweénitiseda the tunnel and the air
around the tunnel at approximate 23.9°C (75°F). Additionally, the peesiifierence between
inside the tunnel and surrounding caused infiltration. PointHeigstimated air condition before
the humidifiers. From point 1 to point 2, there is humidification p®eesncrease the humidity
content of the air before the refrigeration coil. The odthumidification process can be adjusted
by controlling the number of humidifiers that operates in the Df&esn at any given time
during the experiment. Between point 2 and point 3, the heat inirtheas removed by the
refrigeration coil. This coll is directly connected to a ltasnperature chiller. The amount of the
cooling can be adjusted by changing the high precision vakerédgulates the amount of
refrigerant flowing to the cooling coil. The air is then heated bgriable output electrical heater
to control the air to the set point of 1.67/0.56°C (35/33°F) dry bulb/wet bulb tataper
During the experiment, the control schematic must be adjusted fweosate for sudden change
in the air condition. The adjustment can be done by modifying any of tiregenbethods:

1. Adjusting the number of operating humidifiers (0 to 4) through the B4Qem. This

adjustment is used to regulate the moisture in the air.
2. Adjusting the amount of refrigerant flowing to the refrigeratooil. This adjustment is
used to regulate the amount of heat removal from the air, whit$latas to alteration in

both air dry bulb temperature and the moisture content in the air.
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3. Adjusting the power to the electrical heater. This adjustnwentsed to regulate the
amount of heat addition into the air to modify both dry bulb tempe¥aand moisture

content in the air.
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Figure 27: Schematic of controlling ambient air in the airflow loogpfBduced from Cai (2009))
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4.5.2 Ethylene Glycol (Heat Sink) Loop

The heat sink loop is designed to provide cooling to the TEC Het an the apaaratus as
described before. The heat sink loop consists of one plate frame heat exchaege pump, and
a cold reservoir as seen in Figure 28 with red dash lineEffiydene Glycol solution in the heat
sink loop is cooled by the chiller loop described next utilizing taeegrame heat exhanger. The
main refrigerant in this loop is Ethylene Glycol 50/50 volume concentratixtoim.

The parameters that can be controlled in this loop is the tamgberature and flow rate to the
heat sink in the cooling loop. There are multiple methods thabeamsed to control the fluid
temperature; adjusting the set point temperature in théerchadjusting the ammount of
refrigerant flow from the chiller loop to the plate frame theachanger, and utilizing PID
controller that made in the DAQ system to control the scpbwg heater in the cold tank
reservoir. The flow rate of the refrigerant inside the loop learcontrolled by utilizing PID
controller in the DAQ system. The PID controller is useddjust the input frequency to the

Variable Frequency Drive (VFD) that regulate the RPM on the pump andreltBow rate.

4.5.3 Chiller and Secondary Coolant Loop

The chiller loop is utilized to provide cooling to the airflow lodje overall schematic of chiller
loop can be seen in Figure 28 with blue solid line. As seen in the ftgarehiller loop is directly
connected to the low temperature chiller. The model number oftilisr is CPCW-12LT/TC2-
1-9X2 manufactured by Cooling Technology Inc. This low temperatullercéupplies up to 2.0
tons capacity with leaving temperature of -31.67°C (-25°F). sSEwendary coolant used by this

chiller is Dynalene HC 40, while R404A refrigerant is usetharefrigerant side of the chiller.
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The chiller is equipped with recirculating pump that supply up t® & gpm with pressure rise
between 25 to 30 psi (172 to 207 kPa). This chiller is equipped wiglgrated temperature
controller which can be used to set and control the leaving fluid temperatur

This chiller is directly connected to refrigeration coil dige provide cooling to the air in the
airflow loop. Additionally, one plate frame heat exchangdnssalled in the chiller loop. This
plate frame heat exchanger is used to exchange heat betweefriderant in the chiller loop

and the heat sink loop.

Dynalene HC 40 Leaving

temperature of -25F
|r G Lot - ﬂﬂm[[
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Figure 28: Chiller loop and heat sink loop (Reproduced from Cai (2009))
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4.6 Instrumentation and Data Acquisition System

This section contains a brief description of the instumentatfi@engdata acquisition system, and

the various measurement and control devices installed throughout teeceptriemtnal setup.

4.6.1 Temperature Measurements

Thermocouple is used in the experiment to measure the dry bulb taimperfiair at the inlet
and outlet of the fin sample, surface temperature of the fin samptl surface temperature of
TEC (cold side). T-type thermocouples from Omega Inc. are usedllfof the temperature
measurement. Considering the possibility of a non-uniform measunt, the measurement of
each parameters was done by using multiple thermocouples/thermegpiaisl. The number of

thermocouples used, nomial range, and acuracy of each measurement are skaensn T

Table 5: Number, range and accuracy of temperature measurementfi@simgcouples

Number of .
Measured parameter Nominal range Accuracy
thermocouples
Fin temperature 8 -41t0-12°C(24.8t0 10.4°F) | £0.43°C (0.77°F)
Inlet dry bulb temperature 3 2.22t0 1.11°C (36to 34°F) |+0.67°C(1.21°F)
Outlet dry bulb temperature 8 3t0-11°C(37.4t0 12.2°F) | +0.28°C(0.50°F)
TEC surface temperature (Cold side) 12 -8t0-14°C (17.6t0 6.8°F) | +0.63°C (1.13°F)

Each of the thermocouples was calibrated within their operedimge using NesLab Instruments
Inc. constant temperature bath chiller model RTE-140. One of time@deuples calibrations for

fin temperature measurement can be seen in Figure 29.
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Figure 29 A sample data of absolute error in thermocouplibation procedure for measuri

surface temperatt

4.6.2Air Humidity Measurements - Dew point meters

The dew point temperatures of the air at the ialed outlet of the sample were measurec
using chilled mirror dew point meters. The dew poieters were selected from TTI Instrume
Inc. with model number « GE OP-D-1-0-A-A-1-00 of General Eastern Optica Ser The
operating range of this device is between 0 to 5(BZ to 122°F with accuracy of +0.2°(
(0.36°F).The output of the device is 4 to 20 mA and 0 to[®C/signal to the DAQ syste The
chilled miror dew point meter requires additional samplinghef air to measure the dew pc
temperatureThe sampling of the air is done by using Samplgedysviodule (SSM) with modie
number of P4023096&his SSM consists of a vacuum pump, flow meter, feowd control valve

which is enclosed in moisture resistance hou The sampling airflow rate is about 0.%hr.
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4.6.3 Air Flow Measurements

The air face velocity in the experiment was estadaty measuring the air volumetric flow r.

across the fin samplas shown in Equati (1).

_ )

Where is air face velocity (m/s or ft/min is Air volumetric flow rate (rifs or f¥/min) and A
is entire fin sample frontal face area® or ft%).

More details about calculation of air volumetriovil rate are offered in the next chapter and
section jut describes the instrumentation. Air woddric flow rate was estimated from the st
pressure difference across the nozzle that indtatlecustom build tunnel as shown previou
in Figure 25 The pressure difference between before and #itemozzle was measured

differential presswe transducer Setra model 264 as seeFigure 30 The operating range of tl
pressure transducer is between 0 to 450 Pascal {381 inch 1L,0) with accuracy of +40 P

(0.16 inch HO).

Figure 30: Differential pressure transducer

In-house checking of the pressure transducer was ctedlby comparing the pressure read

with the ones of a high precision manometer thdtaccuracy of +4.98 Pa (0.02 incl;O). The
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results are shown in Figure 31 and the pressure transduceedsée be shifted by a constant
value of 40 Pa (0.16 inch,B) with respect to the manometer. This was a source afragt
error that was present in the air flow measurements. é\béginning of the test this systematic
error had negligible impact on the absolute value of thitaairmeasurement. The error became
significant toward the end of the frosting tests for whig measured pressure difference across
the nozzle was about 30 Pa (0.12 inclOH It should be noticed that since the error was constant
throughout the entire flow rate range, the relative drop of spres differential which
corresponded to the drop in the air flow rate across nozzle, did notshekeerror. Thus, the

relative comparison of initial and final velocity did not have this soafeystematic error in it.

Pressure reading comparison

Pressure transducer reading (inch H20)
0 0.08 0.16 0.24 0.32 0.4 0.48
160 ' ' : : : 0.64
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Figure 31: Pressure reading comparison between pressure trarssalognometer used for

calibration procedure
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4.6.4 Air Pressure Drop Measurements

A differential pressure transducer from Setra weeduo measure the stapressuredrop across
the fin sample during the frosting experim The static pressure was measured at both inle
outlet of the sample using static pressure tapaasin Figure 32 The model of the differenti
pressure transducer is 264 as seeFigure 30The operating range of the pressure tracer is

between 0 to 623 Pascal (0 to 2.50 inpO) with accuracy of +6.23 Pa (0.03 incl,O).

Outlet static pressure

Inlet static pressure

Figure 32 Air pressure drop measurement instrumentatioosadhe fin sample. The other fc

branch connections shown are tufor sampling air for dew point mete
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4.6.5 Frost Mass Measurements

The frost on the fin sample was weighed at the end of thaéateneasure the weight of frost
accumulated during the experiment. At the end of the tesfinttsample was quickly removed
from the vice and the weight was measured using a high predigjital scale (iBalance 401).
For each sample, the weight with frost was compared to thal initight of the sample (in dry
conditions) so that the weight due to frost accumulated on thedurd be determined. During
the weighing process, no water droplets were observed on theesafiph indicated that frost
did not melt. The accumulated frost on the fin sample can be asgehtify the amount of water

that is retained on the fin sample. The accuracy of frost weight mesntreras +0.2 grams.

4.6.6 Frost Thickness Measurements

The frost thickness provides information about the frost gratiern and the type of frost that
grew on the fin sample. It also identifies the location hictv the airflow blockage occurred.
Frost thickness was measured with a magnifying high résolghort focus CCD (Charge-
Coupled Device) camera that has a borescope probe extendinglabetgr (3 feet) inside the
air tunnel. The probe tip of the borescope was installed at the front af teiple. The value of
frost thickness was obtained by scaling high resolution images special imaging computer
software (iView PC). The distance between two adjacent twhssused as reference dimension
and the fin edge in initial (dry) conditions was selected asirgjgpoint, that is, as reference for
the frost thickness, as shown in the example of Figure 3%héofstart test” image. Figure 33
shows the images from the CCD camera at various instanceg dioe frosting period, but it
should be emphasized that this figure is only for illustrativepgae. The actual measurements

were made on a much larger scale by using magnified high tiesopihotos of the frost on the
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fin sample. Figure 33 depicts well the concept of the methodologyeatitgatthe frost thickness
measurementd.he accuracy of frost thickness measurements was about £0.03mm.
The cold base plates attached on the sides of the fiesmaintained at constant fin temperature
throughout the test period, and heat was continuously extractedhfediing along the transverse
direction by the two TECs mounted on each side of the fin sang#enby. The power supplied
to the TECs was controlled in order to kegp donstant during the entire frosting period. The
second photo in Figure 33 shows the onset of frosting at about 2 miAtters5 minutes the
frost profile became more defined, and then it continued to advantke 21 minutes,
approximately the end of the test since the fin sample wagpletaty covered with frost. Frost
grew mainly perpendicular to the fin surfaces and the CCEeaoaptured digital photos every
1 minute. From these observations, it was emphasized thatrdlaghgof frost was in two
directions: the main direction was perpendicular to the fin seisfand the second direction was
perpendicular to the fin leading edge toward the CCD camera.r@$tegrowth in the direction
perpendicular to the fin surface was prevalent during the ifibating period. Some frost grew
from the side tube wall along the horizontal direction, butas wainly the frost growth in the
main direction that was responsible for the air flow blockagdetoil. The main advantages of
this technique were that it was not invasive and it did rtetfegre with the frost growth process.
The data reduction of frost thickness from the digital photmgires considerable time and
experience of the operator. Further details on the measueofetite frost thickness using this

imaging technique are provided in the papers by Moallem et al. (2010a; 2010b).
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Figure 33: Frost thickness measurement

4.6.7 Data acquisition system

All of the measurements were taken using a Fluke® 2680 dgtankp acquisition systel The

data looging acquisition system can hold from & &nalog module These modules are used

measure DC volts, AC volts, ohms, temperature,ueeqy, and DC currel In the experiment,
the module is mainly used to measure DC volts amgperature

Couple of instrumentations such as differentiapuee transducer requires power excita To

provide low power voltage control signals, contibolards PC-DAC 6703 and P(-DAS 6025

from Measurement Computing® were u

LabView® ver.8.5 is the software used to communicate with@AQ hardwart It is graphical
programming software used to read, store, and Kigudne measureme LabView was selecte

for the dataacquisition system because of its stability, higimgling rate, ease to use, ¢

graphical interface.
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A program was written in the LabView to record quantitied¢cutate the derived quantities,
control the test facility, and plot the data. The recordeatdgies in the experiments are the dry
bulb temperatures (inlet and outlet of the fin sample), fin teatpey, and TEC surface
temperature (cold side). The derived quantities are hunrigity of the air (inlet and outlet of the
fin sample), pressure drop across the nozzle, and pressyreactoss the fin sample. The air
humidity ratio was calculated by applying equations obtained froMR¥E fundamental with
dew point temperature and dry bulb temperature as input varidliiespressure drop/pressure
difference was calculated by applying the equation obtained friibmateon process. The control
on the test facility is only utilized to control the flow rated temperature of ethyln glycol in the
heat sink loop.

The main benefit of using LabView program for the frost experiment igiliydo plot the data
simultaneously. The graphical representation of the data during thenesipeassisted the

people who conduct the frost experiment making necessary adjustment to thentyantities

within the specified condition (i.e. inlet air condition, and fin sample).

4.7 Test Procedure

All experimental tests were conducted with the fin samplgallyi in dry condition. The fin
sample assembly was left at room temperature overnight tevactiry surface condition. Then,
the assembly was installed into test apparatus and théreamsin the air tunnel was set to
1.7/0.6C (35/33°F) dry bulb/wet bulb temperature in about 4 to 5 hours withirtivelacity at
1.5 m/s (295 ft/min). Once the air tunnel reached steady cbamitions, the experiment was

started. The first step for the test procedure was to cool dosvfin sample to the desire fin

134



temperature by using TECs. At the same time, the fanwraed off to ensure that frost did not
accumulate on the surface while surface temperature \weiing the set point. This period was
defined as "pull down" period and it occurred during the initial 3 to 5 ménof each test which
is shown in Figure 34. After the pull down period, the fin tertpeea(T;,) was at the set point
temperature of each test and at the same time, the timer fooskiad cycle was initiated and the
fan was turned on. During this pull down period, no visible amount of irastmeasured on the
fins, and when fan turned on, it was kept at constant RPM throughcentiretest. This method
of testing was preferred over a constant air velocityhotktsince it was closer to the actual
operation of the outdoor evaporator coils in air-source heat pumensysihe constant fan
frequency method will result in decrease of the air indaity resulting from the flow blockage
on the fins once frost started to accumulate on the fin samplardieg to the ASHRAE
standard 41.2, the lower limit of the air velocity that couldr@asured with our flow nozzle was
0.7 m/s (138 ft/min). However, in order to extend the frosting pemobidetect a clear difference
between the various frosting times, the frosting period was extended beyood #ieflow limit
and down to the point at which the air flow across the fin samateequal to or below 0.4 m/s

(79 ft/min). This was approximately 26% of the initial face velocit
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the frosting experiment
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CHAPTER V

DATA REDUCTION AND UNCERTAINTY ANALYSIS

5.1 INTRODUCTION

In this section, the data reduction and uncertainty analystedtdat transfer performance are
discussed in more details. The heat transfer performanceewasated over various fin
geometries, and parameters such as fin temperature, aiticondnd air face velocity. The heat
transfer rate of the microchannel fin sample was computed tsp different methods. The first
method is calculated from the air side or enthalpy method, andtbad method is calculated
from the conduction side or conduction method. These two methods of tegjirttee heat

transfer rate will be discussed in more detail later in thisosec
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5.2 DATA REDUCTION

As mentioned earlier, the data reduction in the experimentaigly to investigate the heat
transfer performance of the microchannel fin sample. Thedinpke heat transfer rate was
estimated using two different methods; air enthalpy method and demduvethod. The
intention of utilizing two redundant methods was to validateetperimental setup and to ensure
the measured heat transfer rate wass accurate. Spaesateters were measured such as mass

flow rate, humidity ratio, total thermal resistance, and heat gaireindnduction side.

5.2.1 Heat Transfer Rate Calculation Using Enthalpy Method

The heat transfer rate for the fin sample was calculttedigh enthalpy method which utilized

the air side. The heat transfer rate from the air Sdmparated into two parts. The first part is
calculating the sensible heat transfer rate, and the sgmamds the latent heat transfer rate.
Sensible heat transfer rate is the heat transfer rateodtiee change in dry bulb temperature

which can be calculated by using Equation (2).

Qair,sensible = Mgy * Cp “ATgir = Mgy - Cp : (Ti - Tout)air (2

Where :
- Qsensibie= Sensible heat transfer rate (Watt)
— 1 = Mass flow rate (kg/s)
— C, = Specific heat of air (J/kg-K)
— Tin = Dry bulb temperature at inl€tG)

—  Tou= Dry bulb temperature at outléQ)
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Latent heat transfer rate is the heat transfer rate altieetchange in state (e.g. liquid to gas)

which can be calculated by using Equation (3).

Qair,latent = Mg hw AW = Mgy hw : (Win - Wout)air (3)

Where :

—  Quatent= Latent heat transfer rate (Watt)

— m = Mass flow rate (kg/s)

— hy, = Enthalpy of the condensate (J/kg)

— W, = Humidity ratio at inlet (kg-water/kg-air)

— W, = Humidity ratio at outlet (kg-water/kg-air)

The submission of both sensible heat transfer rate and lheantransfer rate yields the total heat
transfer rate that the sample produced as shown in Equation (4).

Qair total = Qair,sensivle T Qair,iatent (4)
Several parameters used in the heat transfer calculagBomeasured during the experiment.
These parameters are the dry bulb temperature at theTpleaind outlet (T of the sample.
Three other parameters in the experiment are derived fmrarhe humidity ratio at inlet (WY
and outlet (W,) are derived from the dew point temperature measurement. Antéhneed
paramter is the air mass flow rate,-), derived from the measured air volumetric flow rate. As
for the air specific heat (f and enthalpy of condensate,Xhthey are constant parameters

dependent on the condition of the air.

5.2.2 Humidity Ratio Calculation

The air humidity ratio at inlet and outlet of the fin sample envdirectly calculated by the

LabView program using equations from ASHRAE Fundamental. Hummdity (W in kg-
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water/kg-air) can be calculated by using the saturatiesspre (g in Pascal) and total pressure

(p in Pascal) as shown in Equation (5).

W= 0621945 . —Pws ()

P — Pws

The saturation pressure{pn Pascal) is calculated from the dew point temperatusatoiration

temperature (T in Kelvin) as shown in Equation (6).

In(pys) = C1/T+C,+C3-T+Cy-T?+Cs-T3>+Cq-T*+ Cy - In(T) (6)

Where:

C, =-5.6745359 E+03
- (C,=6.3925247 E+00
- C3=-9.6778430 E-03
- C4=6.2215701 E-07
- GC5=2.0747825 E-09
- G =-9.4840240 E-13

- (C;=4.1635019 E+00

5.2.3 Air Flow Rate Calculation

Air mass flow rate is calculated using the air volumétdw rate. As mentioned in the previous
section, the air volumetric flow rate is estimated byrtgkihe measurement of static pressure
difference across the nozzle installed in the tunnel. Thevadumetric flow rate (Q) in the
experiment was calculated by using Equation (7) as a functiomeabured static pressure drop

across the nozzle\pnozz9-

Q= 1414-Y - \/Appozzie/p - C - A (7)
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Where :
—  Q = Air volumetric flow rate (rfis)
— Y = Expansion factor
—  Apnozzle = Static pressure difference across the nozzle (Pascal)
—  p = Air density (kg/m) = 1.273 kg/mitaken at T = 1.667°C
— C = Nozzle discharge coefficient = 0.955
— A= Area of cross section of the nozzle’[itit?) = 7.13E-05 rh(0.000767 fi)
The Expansion factor (Y) is a function of pressure drop across the noseeras Equation (8).
Y =1- (0548 +0.71- BH)(1 — a) (8)
Where:

- B = Ratio of nozzle exit diameter to approach duct diameter

D 9.525 mm 9
p =t = = 0.1667 ©)
Dchamber 57.15 mm
- o = Ratio of nozzle throat total pressure to nozzle entrance totalipress
A
a=1- P ] (10)
Py - R+ (ty +273.2)
Where:

- Ap = Static pressure difference between before and after the nozzle (Pa)
- px = Air density (kg/m) = 1.273 kg/m
- R =Gas constant (287.1 J/kg-K)

-ty = Air dry bulb temperature (°C) = 1.667°C

The mass flow rateif) is calculated by using the volumetric flow rate (Q) andlaitsity p) as

shown in Equation (11).

" Table 4 in ANSI/ASHRAE 41.2-1987 (RA92)
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m=V-A-p=Q-p (11)

5.2.4 Heat Transfer Rate Calculation Using Conduction Method

The heat transfer rate of the fin sample was calculated using camdoethod. The heat transfer
rate from the conduction side was separated into two parts. fBhedirt was calculating the
conduction heat transfer neglecting the heat gain, and the secondpdine heat gain due to the
temperature difference between the fin temperature andamléemperature. The heat transfer
from conduction across the metal plates on the sides of the fin samplelewdated by assuming
a quasi-steady state heat conduction process. The heat trensfaiculated by taking the
temperature gradient between the fin temperatugg @hd cold side temperature.{f) as seen
in equation (12). This temperature difference along withttit@l thermal resistanc&R) of
materials between the two temperatures readings were asslctlate the heat transfer rate
(Qeonduction @S shown in Equation (12).

o E_ Tfin — Teota (12)
qconduction = YR - TR

Where :
—  Oconduction= Heat transfer rate using conduction method (Watt)
— AT = Temperature differencéq or K)
— Tsn = Temperature of the fifC)

—  Teow = Temperature of cold side of TEED)
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— R =Total thermal resistance between the two teatper readings (1.58 K/Wa
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Figure35: Schematic of conduction heat transfer

The Qonauciionabove was used to calculate conduction heat tnaf@feach of TEC The overall
conduction heat transfer for the fin sample istttal of all four TECs’ heat transfer re
The heat gain due to the temperature differenceeen the inlet air temperature and the
temperature was investigated by conducting caldamntesi The heat gain due to the tempera
difference is summarized in Equation (.
(13)
Where:

- Oconduction,gair— Heat gain due to the temperature difference (\

Tairinet = TEemMperature at the inlet of the fin sample

- Tsn = Temperature of the fin (°

The total heat transfer using conduction methodogacalculated usinEquation (14).

(14)
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Several parameters used in the heat transfer calculagomeasured during the experiment.
These parameters are the fin temperatufg),(TEC surface temperature (f), and dry bulb
temperature at the inlet of the samplg)(TWhile total thermal resistanc&K) for conduction
heat transfer and the heat gain due to temperature difference between firatera@and ambient
temperature are estimated through calorimeter test whithevexplained in detail in the next

chapter.

5.3 UNCERTAINTY ANALYSIS

5.3.1 Accuracy and Range of Measurements

Data logger from Fluke and LabView real time data acquisgimtem were used to record and
store the experimental data. The experimental conditions wereéanamhat all times by LabView

Real Time control module. The sampling rate of the DAQ syss¢efor every 4 seconds and the
average values of the operating parameters were calctlatedhe collected data. The amount
of the measurement samples was statistically large enougluce the error from noise, random
fluctuation of the sensor output signals, and sensors respomsd immeasured parameters and

corresponding accuracies are summarized in Table 6.
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Table 6: Accuracy of instrumentations for the frost experiments

Instrumentations Nominal range Accuracy

Inlet air dry bulb temperature 1.11t02.22°C (34to 36°F)  +0.67°C (1.21°F)
Inlet air dew point temperature -0.3t0-1.6 °C (31.46 t0 29.12°F) +0.2°C (0.36°F)
Outlet air dry bulb temperature 3to-11°C (37.4 to 12.2°F) +0.28°C (0.50°F)

Outlet air dew point temperature -0.310 -4.9°C (31.46 to 23.18°F) + 0.2°C (0.36°F)

Fin temperature -4t0-12°C (24.8t0 10.4°F)  £0.43°C (0.77°F)
TEC surface temperature (cold side) -8 to -14°C (17.6 to 6.8 °F) +0.63°C (1.13°F)
Pressure difference (flow nozzle) O0to450Pa (0to 1.81in;@) 40 Pa (0.16 in.bD)

Pressure difference across fin sample0 to 430 Pa (0 to 1.73 in,8) +6.23 Pa (0.03 in.}D)

The accuracy of measured parameters are used to calculatendesainty of the derived
parameters, i.g. humidity ratio and mass flow rate. The accuwlmeasured parameters and
uncertainty of derived parameters are used to estimate thalaugcertainty of the heat transfer

rate.

5.3.2 Uncertainty of Humidity Ratio Measurements

The air humidity ratio at inlet and outlet of the fin sampleestimated from the dew point
temperature measurement described in previous section. The sduracertainty for humidity
ratio is the accuracy of the dew point meter (£0.2°C or 0.36°F).uhbertainty was calculated
using uncertainty propagation calculation in Enginnering Equation IS@%S). The uncertainty
was calculated within the operating range and the restlt.67% of the humidity ratio reading

as seen in Table 7 below.
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Table 7: Uncertainty of humidity ratio

Tdew Humiditiy ratio (W)
°C °F kg water/kg air or Ib water/lb air| % Uncertainty

Value |Uncertainty] Value |Uncertainty| Value Uncertainty

-0.34 0.2 31.39 0.36 0.00367 0.000061 1.66
-0.48 0.2 31.13 0.36 0.00363 0.000060 1.66
-0.63 0.2 30.87 0.36 0.00358 0.000060 1.66
-0.77 0.2 30.61 0.36 0.00354 0.000059 1.67
-0.92 0.2 30.35 0.36 0.00350 0.000058 1.67
-1.07 0.2 30.08 0.36 0.00345 0.000058 1.67
-1.21 0.2 29.82 0.36 0.00341 0.000057 1.67
-1.36 0.2 29.56 0.36 0.00337 0.000056 1.67
-1.50 0.2 29.30 0.36 0.00333 0.000056 1.67
-1.65 0.2 29.04 0.36 0.00329 0.000055 1.68

5.3.3 Uncertainty of Air Face Velocity Measurements

The face velocity in the experiment is calculated from thamnaetric flow rate and frontal area of
the fin sample as seen in Equation (1). The air volumetric fie is estimated from static
pressure difference as described in the previous section. Timeparameter that affects the
uncertainty is the accuracy of pressure transducer whiekli®a (0.16 in.kD). The uncertainty
analysis was done by using the experimental data from fin ea2npith -5°C fin temperature.
The uncertainty was calculated in EES program. The result of theaintgeanalysis can be seen
in Table 8. At the beginning of the test, the uncertainty ofamie velocity was estimated to be
+4.5% of the reading. As the face velocity decreased thertaitty increased and reached +63%
at the end of the test. The uncertainty of the face velowtgased significantly towards the end
of the frosting test because the pressure readings acrasszitle became considerably smaller
than the full scale range of the pressure transducer. The tmiyeofathe pressure transducer had
a significant impact on the air face velocity measuremgérttse air flow velocity during the

frosting period reduced to more than 50% of its initial value at the beginnthg tdst.
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Table 8: Uncertainty of air face velocity

Ap Face velocity (mdot)
- % face %
Pa Inch H20 m/s ft/min . .
- - - - velocity [uncertainty
Value [|Uncertainty] Value |Uncertainty] Value |Uncertainty] Value |Uncertainty
444.6 40.06 1.78 0.16 1.497 0.067 295 13 100.00 4.48
452.1 40.06 1.82 0.16 1.510 0.067 297 13 100.87 4.41
448.2 40.06 1.80 0.16 1.503 0.067 296 13 100.40 4.45
440 40.06 1.77 0.16 1.490 0.067 293 13 99.53 4,53
442.8 40.06 1.78 0.16 1.494 0.067 294 13 99.80 4.50
436.7 40.06 1.75 0.16 1.484 0.068 292 13 99.13 4.57
433.6 40.06 1.74 0.16 1.479 0.068 291 13 98.80 4.60
426.4 40.06 1.71 0.16 1.466 0.069 289 13 97.93 4.68
417.4 40.06 1.68 0.16 1.451 0.069 286 14 96.93 4.78
404.6 40.06 1.62 0.16 1.428 0.070 281 14 95.39 4.93
376.9 40.06 1.51 0.16 1.379 0.073 271 14 92.12 5.29
353.2 40.06 1.42 0.16 1.335 0.075 263 15 89.18 5.65
324.9 40.06 1.30 0.16 1.281 0.079 252 15 85.57 6.14
301.4 40.06 1.21 0.16 1.234 0.082 243 16 82.43 6.63
269.5 40.06 1.08 0.16 1.167 0.087 230 17 77.96 7.41
228.5 40.06 0.92 0.16 1.075 0.094 212 19 71.81 8.75
177.6 40.06 0.71 0.16 0.948 0.107 187 21 63.31 11.27
137.4 40.06 0.55 0.16 0.834 0.122 164 24 55.69 14.60
106.5 40.06 0.43 0.16 0.734 0.139 145 27 49.04 18.86
63.5 40.1 0.25 0.16 0.567 0.181 112 36 37.87 31.95
33.52 40.06 0.13 0.16 0.412 0.259 81 51 27.52 62.94

Experimental data for fin sample 2 with -5°C (23°F) fin tempeeatvas used to analyze the
uncertainty of the heat transfer rate. The heat trandfercedculated using enthalpy method is
dependent on the accuracy of the air side measurement. ESBealculation, uncertainty of

each parameters was included for the estimation of the ovacaitainty in the heat transfer rate

using enthalpy method. The uncertainty is listed in Table 9 below.
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Table 9: Uncertainty of different parameters for enthalpy method

Parameters Uncertainty

AP for flow rate calculation +40 Pa (0.16 in. H20)
Dry bulb temperature at inlet +0.67°C (1.21°F)
Dry bulb temperature at outlet +0.28°C (0.5°F)
Humidity ratio at inlet +1.67%
Humidity ratio at outlet 11.67%

The frosting test on sample 2 with -5°C (23°F) fin temperatasts for 48 minutes. For
simplification, in the EES calculation, only 20 data points outhef 48 minutes test with
increment of approximately 2.4 minutes were used. The result ahttegtainty analysis done by
EES code can be seen in below. From the Table 10 below, the umtgeofaihe heat transfer is
slightly higher at the beginning of the test due to the factthigatir side temperature difference
across the fin sample was smaller. As the fan started aledi paé air flow into the fin sample,
air accelerated to full speed and exchanged heat with theDiigsto the thermal inertia of the
test apparauts few minutes were needed before a quasi-ste@dgastiditions was achieved. As
soon as the air at the inlet reached a quasi-steady ttatencertainty was about 12%. The
uncertainty was also dependent on the control of the TECs thatsedgo set the conditions for
the fin temperature. The uncertainty varied beween 10% to 13%gdine majority of the
frosting experiments. Towards the end of each test, the uncemtdiheat transfer rate became
significantly larger due to the effect of the uncertaimyflow rate measurements. The average

uncertainty throughout the entire test period was approximately 16.5%.
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Table 10: Uncertainty of heat transfer rate (air enthalpy method)

(total %
Time (min) |% flow rate Watt Btu/hr .
uncertainty
Value |Uncertainty] Value |Uncertainty
0.0 100.00 12.31 1.843 42.00 6.29 14.97
2.5 100.88 18.74 1.943 63.94 6.63 10.37
4.8 100.44 18.39 1.931 62.75 6.59 10.50
7.2 99.52 17.74 1.908 60.53 6.51 10.76
9.6 99.82 16.8 1.894 57.32 6.46 11.27
12.1 99.12 15.75 1.87 53.74 6.38 11.87
14.4 98.77 14.93 1.854 50.94 6.33 12.42
16.9 97.94 14.29 1.834 48.76 6.26 12.83
19.3 96.94 13.88 1.815 47.36 6.19 13.08
21.7 95.45 13.49 1.792 46.03 6.11 13.28
24.0 92.12 13.84 1.769 47.22 6.04 12.78
26.4 89.19 14.17 1.752 48.35 5.98 12.36
28.8 85.56 13.99 1.723 47.74 5.88 12.32
31.2 82.41 13.69 1.7 46.71 5.80 12.42
33.6 77.94 13.37 1.683 45.62 5.74 12.59
36.0 71.77 12.88 1.685 43.95 5.75 13.08
38.5 63.33 12.07 1.752 41.18 5.98 14.52
40.9 55.71 11 1.877 37.53 6.40 17.06
43.3 49.06 9.623 2.007 32.84 6.85 20.86
45.7 37.87 7.7 2.5 26.26 8.68 33.07
47.9 27.53 6.078 3.855 20.74 13.15 63.43

5.3.5 Uncertainty of Heat Transfer Rate Measurements for Conduction Method

Experimental data for fin sample 2 with -5°C (23°F) fin tempgeatvas used to analyze the
uncertainty of the heat transfer rate. The heat transferusihg conduction method is mainly
dependent on the accuracy of the thermocople readings. In thealesition, uncertainty on

each parameter was included to estimate the overall umtgrinithe heat transfer rate. The

uncertainty is listed in Table 11 below.
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Table 11: Uncertainty of different parameters for conduction method

Parameters Uncertainty

Dry bulb temperature at inlet +0.67°C(1.21°F)
Temperature at the cold side of TEC +0.63°C (1.13°F)
Temperature of the fin +0.43°C (0.77°F)

Identical to the enthalpy method, the uncertainty analysis for codumethod only took 20

data point with increment of 2.4 minutes. The result of the wingrtanalysis by EES code can
be seen in Table 12 below. As seen in the table, the umtgrtdi the heat transfer rate is a
constant number throughout the test. This causes the % uncettaib®@ylow at the beginning of
the test. On the other hand, once the frost starts accumulatthg éin sample the ammount of
cooling load required to maintain the fin temperature become hesge the % uncertainty

increased accordingly. The average % uncertainty throughout the estiige dpproximately 8%.
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Table 12: Uncertainty of heat transfer rate (conduction method)

Qtotal %
Time (min) |% flow rate Watt Btu/hr .
uncertainty
Value |Uncertainty] Value |Uncertainty
0.0 100.00 16.72 1.01 57.05 3.45 6.05
2.5 100.88 18.00 1.01 61.42 3.45 5.62
4.8 100.44 18.50 1.01 63.12 3.45 5.46
7.2 99.52 17.24 1.01 58.83 3.45 5.86
9.6 99.82 16.54 1.01 56.44 3.45 6.11
12.1 99.12 13.62 1.01 46.47 3.45 7.42
14.4 98.77 13.55 1.01 46.23 3.45 7.46
16.9 97.94 12.92 1.01 44.08 3.45 7.83
19.3 96.94 12.85 1.01 43.85 3.45 7.87
21.7 95.45 13.13 1.01 44.80 3.45 7.70
24.0 92.12 14.21 1.01 48.49 3.45 7.11
26.4 89.19 13.79 1.01 47.05 3.45 7.33
28.8 85.56 13.44 1.01 45.86 3.45 7.52
31.2 82.41 13.57 1.01 46.30 3.45 7.45
33.6 77.94 13.62 1.01 46.47 3.45 7.42
36.0 71.77 13.37 1.01 45.62 3.45 7.56
38.5 63.33 12.72 1.01 43.40 3.45 7.95
40.9 55.71 10.00 1.01 34.11 3.45 10.11
43.3 49.06 8.72 1.01 29.76 3.45 11.59
45.7 37.87 8.26 1.01 28.17 3.45 12.24

This chapter describes the test procedure, data reduction, andaumtgeanalysis of the
experiment. The test procedure explains in details the method useshdact every frost
experiment. The data reduction demonstrates method used to computearisfar rate of the

microchannel fin sample. Lastly, the uncertainty analysisdasmie for the heat transfer

5.4 CONCLUSIONS

performance. The result of the uncertainty is summarized in Tallela®.
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Table 13: Summary of Uncertainty Analysis

Parameters

Uncertainty

Fin Temperature

+0.4°C (0.7°F)

TEC surface temperature (cold sidg

) +0.6°C (1L.1°F)

Inlet conditions

Inlet dry bulb temperature

+0.4°C (0.7°F)

Inlet humidity ratio

+0.0002

Air flow rate

AP nozzle

+40 Pa (0.16 in. H20)

Uncertainty at the beginning

+4.5%

Uncertainty at the end

+25%

Outlet Air Condition

Outlet Dry Bulb Temperature

+0.3°C (0.5°F)

Outlet humidity ratio

+0.0002

Pressure drop

+6.2Pa (0.02 in. H20)

Frost thickness

+0.03mm (1.2x107-3 in.

Frost mass

+0.2gr (0.44x10"-3 in.)

Heat transfer

rate

Enthalpy method

Uncertainty at the beginning +12%

Uncertainty at the end +63%

Average Uncertainty +16%
Conduction method

Uncertainty at the beginning +6%

Uncertainty at the end +12%

Average Uncertainty +8%
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CHAPTER VI

EXPERIMENTAL VALIDATION OF THE MEASUREMENTS

6.1 INTRODUCTION

The verifications on the instrumentation accuracy, signal psiwg, and data recording were
demonstrated through two steps. The first step was perfornalagimeter tests on the test

apparatus. This calorimeter test were intended to vehify all the sensors were properly
installed, and connected to DAQ system used in the lab. Als® tbsts were used to estimate
the total thermal resistance and the heat losses (hejttlgai occured in the measurement of the
heat transfer rate (conduction method). The second step of expelinaitation was the heat

balance tests. The heat balance tests were performed drthadl fm samples. These tests were
intended to verify that the heat transfer measured by dhduction method and the air-side

enthalpy method was the same.
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6.2 CALORIMETER TESTS

6.2.1 Terminology and Definitions

Calorimeter tests were performed on the experimental ajysaat the early phase of this
project. The main objective for calorimeter tests was to etisatéhe connectivity of the
instruments to the data acquisition system used for the expesime&mé good. The
calorimeter tests were performed in two different tests.fifétetest was done to measure
the thermal resistance of the experimental setup, while toedene was performed to
obtain calibration curve that correlates the heat gain due tpetatare difference
between apparatus and fin temperature and inlet air temperd&oth the thermal
resistance and heat gain correlation were used in the measwehédm heat transfer

rate (conduction method).

6.2.2 Measurement of Contact Resistance

The first step on the calorimeter test was done to obtaimthlethermal resistanc&R).
The total thermal resistancER) was compute for materials in between &nd T
The test was conducted directly on Hweual test apparatus with using fin sample number 3
without any airflow passing through the fin sample. An electheater with known capacity was
installed on one side of the sample and conduction heat transfavasteneasured with the
embedded thermocouples to calibrate the thermal resistance. The estsakap is illustrated in
Figure 36.

The test procedures used for the test were as follows:

1. Install the heater at one side of the fin sample.
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Insulate the entire assembly to prevent heat loss to the ambient air.

Start the DAQ system to start monitoring and recording theefnperature ) and TEC
surface temperature (Jy).

Power the electrical heater to 5 watts and wait for thepeéeature readings to reach steady
state.

. Record the temperatures and voltage applied to the heat resistor.

6. The data were analyzed to calculate for total thermal aesistER) by using

Equation (15) with assumption that the power consumed by the edétieater was

fully converted to hea(ectrical)-

SR = Tfin - Tcold _ Tfin - Tcold (15]
Gelectrical 5 Watts
é €—— Electrical heater
Fin sample
B Aluminum plate that
glued with fin sample
SR - .
Qelectrical <€—— Stainless steel plate
|
- Tcold Tcold
I E—— G o € TEC
Thot Thot
I N N
— ] - ” Q -

Figure 36: Calorimeter test to estimate the total thermstagse
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The test result showed that the DAQ system worked flalylda recording 12 hours of data
continuously. The temperature difference between theaid T, during the calorimeter test
showed a constant 3.93°C (39.07°F). Using Equation (15), the total thresistdnce3R) from

the calorimeter tests was calculated to be 0.79 K/Watt @®-H2Btu). As seen in Figure 36, the
total thermal resistance obtained in this test is for botthefTECs. To modify the thermal
resistance for calculating the heat transfer rate for onEEQf it is necessary to multiply the
experimentalR value by 2 which results in 1.58 K/Watt (0.83 R-hr/Btu). TEf&s value was

used to calculate the heat transfer rate (conduction metbod)l fthe fin samples tested in the

experiment.

6.2.3 Measurement of Heat Losses (Heat Gains)

The second step of calorimeter test was done to investigateeat gain of the test apparatus for
the conduction heat transfer. The heat gain is introduced integhapparatus because of the fin
temperature that is colder than the ambient temperaturéheltiegain in the calorimeter test was
estimated by the relation of temperature difference betweer theand T;,. The test was
conducted in the similar manner as the frosting test. The faeitise tunnel was turned on to
simulate the airflow passing through the fin sample. The difeerdetween the frosting test and
this test was the fin sample was heated using the eledigatér with the same configuration as
the previous calorimeter test (Figure 36).

The test procedures used for this test are:

1. Install the heater at one side of the fin sample.

2. Insulate the entire assembly to limit the heat gain to the ambient air

3. Start the DAQ system to start monitoring and recording&zatures and flow rate across the

fin sample.
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4. Turned the fan inside the tunnel and adjust the fan to provide aivédacity of 1.5 m/s (295
ft/min) on the fin sample which is the exact same condition omd¢heal frost test. The air
condition inside the tunnel was kept at the ambient condition throughout this tes

5. Powered the electrical heater to 5 watts (17.1 Btu/hr) and wait foernh@erature readings to
reach steady state.

6. Kept the test to run for a period of time while all the temperatudings are recorded.

7. Analyzed the collected data using method introduced below.

The data processing is done by following these steps:

1. Get the inlet air temperature;{T fin temperature () and TEC surface temperature.4J
from the data.

2. Calculate the heat transfer rate using Equation (12) ¥Rhequal to 0.79 K/W (0.42 R-
hr/Btu).

3. As mention in the test procedure, the electrical heater’s wpatset to 5 Watts. Using the
calculated heat transfer in step 2 and 5 Watts of heat inputietitggain can be calculated as

shown in Equation (16) below.

QConduction,gain = {qconduction — 5 Watts (17-1 Btu/hr) (16]

The overall heat gain calculated above was calculated onlgalbrof the test apparatus.
Therefore, the heat gain was multiplied by 2 to consider the lagatfay the overall test
apparatus.

4. The temperature difference between the fin temperatyre 4nd inlet air temperature {J
was calculated.

5. The heat gain and the temperature difference calculated in steb43veere plotted as shown
in Figure 37.

6. The relation between heat gain with temperature difference was testinsng the curve fit.
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The function between heat gain and temperature difference can be sepmear3F.

AT between air and sample (°F)
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28
4 1 1 1 1 1 1 1 Il 1 1 Il 1 1 |
3.5 12
3 - 10 £
= 3
S 25 g @
c
s 2 .%
(D -6 (D
= 15 -
o
4] -4 3
L 1 Heat Gain [W] = 0.248 xAT + 0.304 N
05 Heat Gain [Btu/hr] = 0.470 AT +1.037 | | 2
O T T T T T T T T T T T T T O
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
AT between air and sample (°C)

Figure 37: Heat gain of apparatus as a function of temperature ditferenc

6.3 HEAT BALANCE TESTS

Heat balance test for the experimental measurement validatieparted on fin sample 3 as an
example. The heat balance was calculated using Equation (17) shown below.

(17)

_ QConduction,total - Qair,total

Heat balance (%) = X 100%

QConduction,total

These tests were dry test and frost test. The dry testpesdormed by cooling the fin sample
while keeping the fin sample dry (without frost depositiontmnfin) throughout the test period.
On the other hand, the frost test was performed by cooling theainple to the set fin

temperature and allows the frost to grow on the fin sample as describedpiretious chapter.
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6.3.1 Heat Balance on Dry Tests

Heat balance balance for the dry test in the early stagjgegfroject is imporant because it can
used as one of the tool to evaluate the accuracy of heat tramsfsurements. The dry test is
done in the similar manner with the frosting test describethentésting procedure. The only
difference is that in the dry test, the fin sample is kepttldroughout the experiment. The fin
sample was cooled until the difference between fin temperatdenlet dry bulb temperature is
approximately 10°C (50°F). The air temperature at the inleheffin sample was kept at the
ambient temperature approximately at 22 to 24°C (71.6 to 75.2°F) tbgonditioning the air

inside the tunnel. Once the test had reached steady stataargritig test was continued for one
hour while the data were recorded. The preliminary dry testomaducted on all the samples
while exmaples for fin sample 3 are presented here. Thedrdition for dry test is shown in

Table 14 below.

Table 14: Dry test condition

Test condition Set point

Dry bulb temperature at inlet 22.5°C (72.5°F)
Humidity ratio at inlet 0.0058 kg-water/kg-air
Fin temperature 12.5°C (54.5°F)

Air face velocity 1.5m/s (295 ft/min)

The calculation of heat transfer rate for both enthalpy and conductethods are
explained in detail in the previous chapter for data reduction. Thettaeetfer rate
during the dry test is presentedHFigure 38 belowThe heat transfer rate calculated using

both methods are close to each other.
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Sample # 3 (Dry test)
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Figure 38: Heat transfer rate for dry test (sample 3)

The heat balance on the dry test is calculated using Equationnd Mearesult is shown
in Figure 39. The heat balance in the dry test is pretty condtantlee test reach steady
state condition and the average value of the heat balance throughtast iseabout 8%.
This value of heat balance is acceptable for our experiment leetteubeat transfer rate
measured during the experiment is really small. Moreover, tioedtieal uncertainty for

each method is (8% for conduction method and 10% for entalpy method).
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Sample # 3 (Dry test
20 p (Dry test)
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Figure 39: Heat balance for dry test for sample 3

6.3.2 Heat Balance on Frost Tests

Additional heat balance test were performed on frost test ftreaBamples and fin sample 3 data
is presented here as an example. Frost test is the typical testshaingacted in this experiment
as described in test procedure section. The test was cautidry maintaining the sample’s fin
temperature at the desired condition while keeping the ambeatt the set point. The selected
condition for both fin temperature and ambient air would allow thet fyoswth on the fin
sample. The test was performed until the frost on the micnoetdlocked the airflow passage
and reduced the airflow rate to 25% of the initial flow rate.tHe experimental validation,
additional heat balance for frost test is crucial becauseditdindicate the different performance
of heat transfer measurement during the frost test comparihg thyt test. The test condition for

frost test is shown in Table 15 below.
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Table 15: Frost test condition

Test condition Set point

Dry bulb temperature atinlet 1.67°C (35°F)
Humidity ratio at inlet 0.00348 kg-water/kg-air
Fin temperature -5°C (23°F)

Air face velocity 1.5m/s (295 ft/min)

The calculation of heat transfer rate for both enthalpy and cdaodunithods are explained in
detail in the previous chapter for data reduction. The heasférarate during the frost test is
presented in Figure 40 below. It is shown that the heat transfeatatdated using both methods
are similar. The heat transfer rate using conduction methta$ssstable due to the method of
calculation assumming the steady state condition. Additionally, cdoduuetat transfer is also
heavily dependent on the control of TEC. For example, the suddent dtogaintransfer at
minutes 15 is the effect of reduction of the TECs capacity totena the constant fin

temperature.

Sample # 3 (Frost test)

]
= |
% 40 1 X Conduction
= B : + Air Side
e 1 - - - Heat balance validity line
(‘,)5 30 -1 t
= A
L i :
2 204 ! e
) ! %
73] L
s | -
|: 10 + ! \
b :
L [ |
I ]

0 1 ! } . } L } L
0 5 10 15 20
Time (min)

Figure 40: Heat transfer rate for frost test (sample 3)
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The heat balance on the frost test is calculated using Equatipr{dhe result is shown in
Figure 41. There are more fluctuation observed in the heat bdtarftesting test in comparison
with the dry test. This phenomena is expected because the mdttnosting test is transient.
Moreover the control on the TEC affect the heat balace gigntfy. Due to the test procedure
that requires the fin temperature to be constant throughout thewtleshever the drastic
adjustment was performed on the TEC (turning the TEC on or ofiaemly), the conduction
heat transfer will changed significantly as seen in FigOratdminutes 15. The conduction heat
transfer at this point drop significantly because the powerlguppthe TEC was turned off
momentarilly and hence the heat balance was increased from&datmore than -50%. Aside

from the heat balance fluctuation due to TEC control, the thJerat balance during the entire

frost test period was within +10%.

Sample # 3 (Frost test)
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Figure 41: Heat balance for frost test (sample 3)
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As mentioned in the earlier section, the heat transfefoatée conduction method is calculated
by assuming steady state condition while the actual state dimenffosting experimenet was

transient and dynamic. The steady state assumption was uigd @xperiment to reduce the
complexity of the heat transfer calculation. Due to this apsom the conduction heat transfer
rate experiences a time delay compared to the air sideraester. To compensate for the time
delay, the comparison between air side heat transfer and comdloeat transfer is done through
integration of the capacity curve over time. As an exampleséonple 2 the integration of

conduction heat transfer rate was 10.65 W-hr (36.34 Btu) and thdeainesat transfer rate was
11.08 W-hr (37.81 Btu. The comparison between the two methods shows dféndé, despite

the luctuation in the instantanoues heat balance curve. Thigacsion demonstrates that heat

transfer rate measured during the frosting experiments were accurate.

6.4 CONCLUSIONS

The experimental validation that perfomed through calorimet&s tend heat balance tests
showed that the installed sensors and DAQ system performed welgtfout all of the tests. The
calorimeter tests provided crucial information for heahgfer rate calculation using conduction
method. The tests provided the total thermal resistance of the expeatisetap which were used
in the measurement of the conduction heat transfer rate arftb#ltegain of the experimental
setup as a function of temperature difference. Additiontdly heat balance tests were performed
for dry test and frost test in all of the fin samples. The bakince tests revealed the accuracy of
heat transfer measurement in both steady state condition (granestransient condition (frost
test). The heat balance tests showed that the entalpy methaltulate heat transfer rate for the
fin sample was more stable. The frost test in sample 3 shdwaethe conduction heat transfer
experienced time delay due to the method of calculation, andlgoiaeavily dependent on the
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the control of the TEC. Hence, the heat transfer rate curvestgmificant fluctuation in

comparison to the one estimated by using the enthalpy method.
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CHAPTER VII

RESULTS AND DISCUSSION

7.1 VISUAL OBSERVATIONS

Frost growth patterns on microchannel fin samples 1 through 7 wftralif geometry and 7
through 12 with different surface coatings are shown in Figutaréflgh Figure 44. All pictures
were taken during a frost test with the same fin surfaceodemture and same air entering
conditions. Fin surface temperature was kept constant at -8°C aedngnair was set at
1.7°C/0.6°C db/wb. The location of the camera was in the centereof3bm (6 inch) long
sample. Figure 42 shows the frost accumulation over timerdbetime was measured from the
time the air flow was started on the cold sample to the end of thenfy@sriod, that is, when the
air face velocity reached 30% of its initial value. Theation of the frost cycles ranges from 18
min to 56 min for different geometries. For coated sample$rdise cycle duration ranges from

14 to 18 min after 5 consequent frost/defrost cycles as showguneF62.Frost grew on the

fins with similar appearance for the geometries tested in the presdnt wor

166



The end of the cycle occurred at a time when the air gaps dretthe fins were almost
completely blocked by frost. There are some visible frozenrwditeplets on the samples 7
through 12 that are results of remaining residual water enséimples after previous defrost
cycles. The water beads are frozen and remain unchanged all thmedghawing frost test. The
number of the remaining droplets seems to be more on hydrophobic saatpkrsthan on
hydrophilic samples. This might be due to the low contact angleydfophilic surfaces that
prevents formation of individual droplets after each defrost cycleaddhe film of water spreads
on the fin surface and drains better. Even if the sample havedyaimdige characteristics and
very few or no droplet remains on the fin after a defrosin dse case of hydrophilic samples,
there are still minor changes in frost time in comparisorh& dffect of fin geometry. The
geometry effects especially in sample 1 with no louvedésign and very low fin density seems

to extend the time of frost cycle much more than the effect of surfattiegcoa
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Figure 42:Microchannel uncoated samples 1~4 with different geometries tmud#ing condition:
For all cases (a) represents starting of the test atdrycondition and (d) represents
last minute of the test. For all the images Tsurf= -8°C aintemperatte=1.7°C/0.6°(
db/wb.

1- Sample # 1; time (min) a:0 b:19 ¢:38 d:56,
2- Sample # 2; time (min) a:0 b:8 ¢:16 d:24,
3- Sample # 3; time (min) a:0 b:6 ¢:12 d:18,
4- Sample # 4; time (min) a:0 b:9 ¢:17 d:25.
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For all cases (a) represents starting of the test atdriycondition andd) represents tl
last minute of the test. For all the images Tsuf2C-and air temperature=1.7°C/0.!
db/wb.

5- Sample # 5; time (min) a:0 b:19 ¢:38 d:25,

6- Sample # 6; time (min) a:0 b:6 c:12 d:18,

7- Sample # 7; time (min) a:0 b:6 c:13 d:19.
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Figure 44: Frozen water droplets on microchannel samples 7~12 ¥itedi coatings for % frost
cycle. For all cases (a) represents starting of theatesie beginning of the"Sfrost cycle
and (d) represents the last minute of tRdrbst cycle. For all the images Tsurf= -8°C and
air temperature=1.7°C/0.6°C db/wb.

7: Sample 7; time (min) a:0 b:4 ¢:8 d:13; 8: Sample 8; time (min) a:0 b:6 ¢:10 d:15;
9: Sample 9; time (min) a:0 b:6 ¢:12 d:18; 10: Sample 10; time (min) a:0 b:@:68;2
11: Sample 11: time (Min 0 b:5 ¢:9 d:14: 12: Sample 12: time (min) a:0 b:6 ¢:10
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7.2 SURFACE TEMPERATURE EFFECTS

The effect of surface temperature on capacity degradatidme ehicrochannel for fin sample 5 is
shown in Figure 45. Similar results have been obtained for athgeémetries and a summary is
given in Table 16. Normalized capacity on the y-axis is plotegdus time on the x-axis for three
fin surface temperatures. Normalized capacity is definedeafdbtion of the capacity at each
minute of the test to the initial capacity at the beginningthef frost test for the surface
temperature of -8°C. Results show that surface tempetadisra significant effect on the rate of

capacity degradation for the coil under frosting condition.

1.2
T Surface Temp.= -5°C
1.0 'j', l\ @ Surface Temp.= -8°C
¥ Surface Temp.= -11°C

08 %

O| i
O 06 T
O L
04t
' I
024 "I
L Ts=-11°C Ts=-8°C Ts= -5°C
0.0 At
0 10 20 30 40 50 60

Time (min)

Figure 45 Experimental data of effect of surface temperature on itg
degradation of microchannel samples. The Q_0 for Temperatui@ -5, -
and 41°C is 23.5, 32.9 and 40.2W respectively. Data belon
sample 6 but similar results were observed for other (skke Té&anc
Appendix E).
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For all surface temperatures, normalized capacity stams frin the beginning of the test (The
capacity fluctuations during the first two minutes of th&t tvere the results of stabilization after
the pull down period) and reduces to around 0.25 at the end of theatssHdws that at lower
surface temperatures the capacity reduces more quickly and3fategree increase in surface
temperature from -11°C to -8°C, a 50% increase in time ofrtte¢ €ycle occurred. Also a 3
degree increase in surface temperature form -8°C to if¥@ases the time of the cycle more

than 100%.

Table 16: Duration of the cycles and initial capacitegs/ microchannel geometries tested in the
present study. Time represents the time required from the lragiohthe test for the
capacity to reduce to an average of 30% of its initial vdtfoemore detail on capacity
degradation see Appendix E.

Time in Surf. temp. change
[min] / Tsurf [T] 115 16 5°C -

Initial Cap. time /

Ssr;' in [kW/m?] capacity / E}:@tt
: / frost -5 -8 -11 | frost mass

mass In change Des. :
[kg/m?h] fraction [] | Desirable

time 135 57 42 +3.2 Des.

1 [Init. Cap. 9.7 14.8 18.6 -1.9 Un-des.
frost mass| 2.7 5.7 7.9 -2.9 Des.
time 48 23 14 +3.4 Des.

2 |Init. Cap. 15.0 22.2 28.4 -1.9 Un-des.
frost mass] 5.0 8.6 10.7 -2.1 Des.
time 46 18 12 +4.0 Des.

3 |Init. Cap. 15.8 24.2 27.4 -1.7 Un-des.
frost mass| 4.8 7.8 13.8 -2.9 Des.
time 50 25 15 +3.3 Des.

4 [Init. Cap. 11.8 17.1 21.7 -1.8 Un-des.
frost mass] 5.3 6.0 8.6 -1.6 Des.
time 50 24 17 +3.0 Des.

5 [Init. Cap. 12.1 16.9 20.7 -1.7 Un-des.
frost mass|] 3.4 7.0 8.4 -2.4 Des.
time 38 18 12 +3.2 Des.

6 |Init. Cap. 16.3 25.5 32.5 -2.0 Un-des.
frost mass] 5.2 9.2 12.0 -2.3 Des.
time 48 20 15 +3.2 Des.

7 |Init. Cap. 14.1 18.0 23.0 -1.6 Un-des.
frost mass| 4.2 9.9 9.2 -2.2 Des.
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When air comes into contact with a cold surface its tempreratecreases until it gets to the dew
point temperature (-1.0°C in the present study). When air is c¢dodédow its dew point
temperature, frost starts to accumulate on the surface. ifleeexdce between water vapor
pressure of the entering air and the water vapor saturaticsupgest the surface temperature is a
main driving force for deposition of the frost. This quantityeferred to as supersaturation level
of the air in the literature (Na and Webb, 2004a; Sanders, 197d\water vapor pressure of the
entering air was 560 Pa for all the frost tests conducted in ¢éisergirstudy while the water vapor
saturation pressure is 240, 310 and 400 Pa at the fin surface temgmedit-11, -8 and -5°C.
Water vapor pressure difference showed that the frost deposite@atrhigh surface temperatures
such, as -5°C was slower and yielded to longer frost timoAgh a high surface temperature
leads to a longer frost time, which is desirable to mininiieeenergy cost associated with the

defrost cycle, the coil capacity is reduced at higher fin sutéanperatures.

60 T 30 ©
Sample #4 : 19FPI, H=10mm, D=25mm ’ o
()
Q 4 L 25 <
g + i
O || A R S— S
= a0 4| T e P \ L 20 —
8 ........... , ”, ~ NE
L —30 {77 ’%/ ....... L 15 £
5 £ A ] [ 78%
§ el 20 i _ _ - L - SR = 10 8
g """" —D--" O Duration ©
- - ]
9 10 A Capacity 5 c
8
'9 0 L] L] 1 1 L] T L] 0
-12 -11 -10 9 -8 -7 -6 -5 -4
Surface Temperature [ °C]

Figure 46: Effect of surface temperature on capacity degradatiorcafanannel
samples (air temperature = 1.7°C/0.6°C db/wb). Data are for sample 4
and similar results were observed for other samples (see Igjble
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Thus increasing the surface temperature has the advantagdonfjex frost cycle but the
disadvantage of reduced coil capacity. Capacities for froststldifferent surface temperatures
are compared in Figure 46. This shows experimental datsafople 4 with the duration of the
frost cycle for each test on the left-axis versus surfacgerature, and initial capacity per face
area of the sample on the secondary vertical-axis. Similar data waseddtai other samples and
a summary is given in Table 16. The data showed that the gaindrof frost by changing the
surface temperature form -11°C to -5°C is around 3.3 times, butitia capacity of the sample
was 1.8 times less. Normalization based on the face areappléedabecause different samples

had different face areas based on their fin wrdth

[y
o

4 Sample#4

-12 -11 -10 -9 -8 -7 -6 -5 -4
Surface Temperature [°C]

Frost Mass / Face Area-hour [kg/m?hr]
O R N W A U1 OO N 00 O

]

1

Figure 47: Effect of surface temperature on frost mass accumulate
microchannel samples. Data belongs to saMpbait similar resul
were observed for other samples (see Table 16).

>Caution should be used with using the exact vadié&V/n? to calculate the capacity of large scale
microchannel coil since the tubes were eliminatethé present study.
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The other parameter to be considered, in altering the surfapernaore, is the amount of frost
accumulated on the colil at each surface temperature. This guamtiportant because it defines
the amount of energy, or heat transfer, required during defrost mode to melt thedvostilated
on the coail. Since the duration of each frost test varied betdifferent surface temperatures and
samples had different heat transfer area, it was ditadaormalize the frost mass based on the
face area and time of the frost accumulation. This normalizatccommodated a comparison
between different working conditions and different geometriestHar words, the data in Figure
47 are meant to describe which surface temperature had miniroat accumulation on a mass
basis per square meter face area of the coil and per hour &tingetime under frosting
conditions. Data in Figure 47 shows that frost mass accumulatsangolie 4 during one hour of
operation at surface temperature of -11°C would be about 1.6 timeer Higan frost mass
accumulated on the same coil under -5°C surface temperaturegodadition. Thus the higher
surface temperature seems to have an advantage over theslofaee temperature in terms of

frost mass deposition rate.

To determine the influence of surface temperature vehgusftect of geometry on the frosting
time of microchannels, the frost time of samples 1 through 7diffifrent geometries are shown
versus surface temperature in Figure 48. Sample 1, whicla wasugated, low density (10 fpi)
fin is the only non-louvered fin included in the comparison. Althobghcbrrugated feature was
undesirable for comparative analysis, non-corrugated, louveredidosity fins were not readily
available for the study. Data shows that sample 1 hasyalang frost time in comparison to the
louvered fin geometries. Further investigation is neceseapplate the effect of extreme low fin
density and existence of louvers on the frosting performancee WMecussion about the overall
performance of sample 1 considering both time and capacity of thecjirde and frost mass

accumulated on it will be offered in the following sections of thisedistion.
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Figure 48: Effect of surface temperature on frost time for microchaangles (air temperature =
1.7°C/0.6°C db/wb). The three small figures on the bottom show the zoomed in image of
the top figure.

The other observation in Figure 48 is that if the non-louveretblgal is not considered, other

geometries show very similar frost times, regardless af plagticular geometry. It seems that the

dominant factor that defines the frost time of a particularsultsnnel sample is first its working

surface temperature and then the geometry. The behaviour ofdowegher depth or lower or

higher width samples are not significantly different. Thgomity of the data shows that the
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samples with larger width (sample 4 and 5) show a slightligenidrost time in comparison to
other samples that have lower fin width. This could be attributddgher average fin surface
temperature over entire surface of the fin since onlyithbases were controlled at the constant
temperature. Sample 2 also show relatively higher frost timsomparison to other samples
because of its low fin density and the delay this effectesia@n the blockage of the air flow by

the frost.

7.3 GEOMETRY EFFECTS

7.3.1 Fin Density (Fin Spacing) Effect

Microchannel samples with three different fin densities of14),20 were tested in the present
study to evaluate the effect of fin density on frosting perforce of microchannels. The
experimental data obtained on frost time and capacity of samjledifferent fin density is
shown in Figure 49. Data shows that low fin density samples haveerhigost time in
comparison to high fin density samples. Frost thickness dateeshinat this was due to air flow
blockage caused by frost thickness growth which occurred fakim sample had a higher fin
density. As shown in Figure 49, Sample 1 with density of 10.4, hassatiime of about 59
minutes while sample 3 with 20.3 fin per inch has a frost time of ih8tes. Thus reducing the
fin density from 20 to 10 will result in around 3.2 times increas&asting time. However,
lowering the fin density has an adverse effect on the capacittodueeduction in heat transfer
area. The data on the secondary axis of Figure 49 shows e¢haitihl capacity of sample 1 is
around 1.6 times lower than sample 3. In other words, Sample 1 witrt4.6 times lower
capacity but it can operate up to 3.2 times longer than sample 3 lisfarapacity drops

significantly and the frost cycle terminates. The frasktis defined as the time required for the
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air face velocity to drop to 30% of the initial face vétpdor all the samples. During the frost
time, the capacity dropped to around 30% of initial capacity. Narat@n of the secondary
vertical axis of Figure 49 onface area will allow capacibmparisons on a per square meter
basis. The samples were normalized on face area insteadarfesarea since face area defines
the actual size of the coil in heat pump systems and leadsidoeameaningful comparison. Also
sample 3 had a slightly different fin width (7.6mm) in comparison to sample 1 and 2 (8.0mm) and
this caused slightly different surface area. Face anemati@ation also serves to isolate the effect

of fin density for slightly different surface face areas.
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Figure 49:Effect of Fin Density on frost time and capacity of microcharsaghple
(Tsurf= 8°C, air temperature=1.7°C/0.6°C db/wb). Similar results olbs
for surface temperatures of -5° and -11°C (see Table 16).

As previously discussed, sample 1 (with the lowest fin dengig a wavy, corrugated, non-
louvered fin. Therefore, longer frost time for sample 1 is dubdacombined effect of channel

(non-louvered) flow and significantly lower fin density. Based on ahservations, we expect
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that fin density to be the dominant effect, but additional tetts prototypical low density

louvered fin are required to confirm this hypothesis.

Another result to be considered in assessing the effect of ffisitdeon frosting performance of
microchannels is the accumulated frost mass on each partgedenetry. This information
determines the amount of energy required for defrost of the safiglee 50 shows the effect of
fin density on the accumulated frost mass for each geometryddthehas been normalized on
face area and frost time. The time normalization is requiredidaw comparison of frost mass
accumulated for tests of different duration. Data shows tinableal, with the lowest fin density,
has a very low frost mass accumulated on its surfackaquerof operation. Samples 2 and 3 have
higher frost mass accumulation rates than sample 1 whileatkeglose to each other considering

the uncertainty bars in the measurements.
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Figure 50: Effect of Fin Density on frost mass accumulated on microch
samples (Tsurf= 8°C, air temperature=1.7°C/0.6°C db/v
Similar results observed for surface temperatures ofr8°-a1°
(see Table 16).
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7.3.2 Fin Width (Tube SpacitfyCh,,) Effect

The effect of fin width (that is the distance betwdwo parallel tube edgesh,,) on the frosting
behavior of microchannel coils has been investijatetesting samples with widths of 8, 10 and
13mm as shown in Figure 51. The total duration of tinest time is shown on the primary y-axis,
and the initial capacity is shown on the secondaaxis. Data show that the sample with the
smallest fin width had the shortest frost time of about itites; samples with fin widths of 10 and
13mm had a longer frost time of about 25 minutes. This inelieake frost time (about 139%) was
considered to be due to the increase of the fithwatd larger free flow areas which delayed the
blockage of air flow. On the other hand, the snsalffim width (sample 3) showed the highest initial

capacity per face area, that is, around 1.42 times higher than samiptel3mm fin width.

Although we only measured fin base temperatureytical and numerical analysis can be used to
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Figure 51:Effect of Fin Width on frost time and capacity of microcharsaehple
(Tsurf=8°C, air temperature=1.7°C/0.6°C db/wb). Similar re
observed for surface temperatures of -5° and -11°C (see Table 16).

18 Actually Ch,, is tube spacing minus a tube thickness
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demonstrate that the fin center temperature inese@as the width increases for the air side
condition. This explains the reduction in initi@pacity of larger width samples.The improvement
in time of the cycle by increasing fin width was almost thmes order as the penalty in capacity

reduction.

The amount of frost accumulated on coils with déferfin widths are shown in Figure 52. Samples
4 with medium fin width and sample 5 with large findth appear to have a lower frost mass
accumulation per face area in each hour of operatimnpared to sample 3, the lowest fin width
sample. In general sample 4 with medium width (10mm) does shagh drbst time in between
the other samples tested in the present study and it alse ¢egsacity per face area that was
considered acceptable. The amount of frost mass per face aneautated on the surface of this

sample seems to be slightly lower than other samples.
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Figure 52:Effect of Fin Width on frost mass accumulated on microchasample
(Tsurf= -8°C, air temperature=1.7°C/0.6°C db/w8)milar results observ

for surface temperatures of -5° and -11%@€eTable 1§.

181



7.3.3 Fin Depth (Coil Deptlth, ) Effect

The effect of fin depth on frosting performancena€rochannels for three fin depths of 19, 26 and
30mm is shown in Figure 53. Data show that sample depth hadl @8et4 on frosting time when
the uncertainty in measurements is considered.cipacity of the microchannel samples increase
as the depth increases due to the increase obihleeat transfer area. The capacity was about 1.4
times higher for a fin sample with the depth of 30mstead of 19mm, without penalizing the time

of frost significantly.
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Figure 53:Effect of Fin Depth on frost time and capacity of microcharsaghple
(Tsurf= 8°C, air temperature=1.7°C/0.6°C db/wb). Similar results obs
for surface temperatures of -5° and -11°C (see Table 16).

The amount of accumulated frost on each sample based on their firadeghown in Figure 54.
Sample 3 with medium depth shows the minimum frost mass accumudatioig each hour of
operation. The difference between the frost mass accumwateample 3 and sample 6 is 15%.

The capacity per face area of sample 3 is 24.2 KWhile sample 6 has a capacity of 25.5
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kW/m? as shown in Figure 53. This was around 5% difference in cgp¥¢#é can summarize

that sample 3 has 18% lower frost mass accumulation, 2% loogetime, 5% less capacity per
face area in comparison to sample 6. Considering the unceriaimgasurement of the data,
sample 3 and sample 6 had practically the same frostingatichaimilar capacities per face area

of the caoill.
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Figure 54:Effect of Fin Depth on frost mass accumulated on microch
samples (Tsurf= 8°C, air temperature=1.7°C/0.6°C db/v
Similar results observed for surface temperatures of RS°-a
11°C (see Table 16)

183



7.4 AIR HUMIDITY AND AIR VELOCITY EFFECTS

The effect of environmental parameters such as air humidityherfrosting performance of
microchannels was also studied. Three different humidity lexfeds003, 0.0035 and 0.0039 kg-
water/kg-air (72%, 82% and 92% relative humidity) were tesB2%relative humidity is the
AHRI standard H2 frosting condition. The experimental data on samplé¢hdmedium width
(10mm) and medium depth (25mm) are shown in Figure 55. As expectéeéy laig relative
humidity caused faster frost growth rate, shorter frost timeskgictly higher measured capacity.
For an increase in relative humidity from 82 to 92%, the ingsime decreased from 26 minutes
to 21 minutes. Decreasing humidity levels from 82% to 72% increlhsefiiast time drastically
to more than 120 minutes. After two hours of testing, the aw flemained constant and the
process of frost deposition had slowed down considerably. We elbstrat the 72% humidity
test could go on for even more than 2 hours. The reason for this dnastiase is that the dew
point temperature for air at relative humidities of 72%, &t 92% and a dry bulb temperature

of 1.7°C are -2.8°C, -1.0°C and +0.5°C respectively.

140 25
Sam. #4 : 19FPI, H=10mm, D=25mm 8

2 120 - : <
S I % [y
O 100 - \\\ ........... Xll I.(E
*(7" S I S :Tl
o 80 - | 15: €
L — x5.7 \ O Duration > E
B £ 60 - Y ® =
c £ N, A Capacity 10 o =
2 40 | O
E \\\ 5 TB
5 — .

20 - —— =
% 72% 82% 92% £
£ 0 Rl-l| RIH(AHRI) RH 0
|_

0.0025 0.003 0.0035 0.004
Air Humidity (absolute) [kg/kg]

Figure 55:Effect of Air Humidity on frost time and capacity of michamne
samples (Tsurf= -8°C, Air temperature dry bulb = 1.7°C).
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This different dew point temperature make the frost depositienvery slow in the 72% case
since only the surface temperature at the fin base is beingkaptonstant temperature of -8°C.
Once frost deposition starts, the frost surface temperatuertasinly above -8°C and increases
with the augmentation of the frost thickness. Therefore ircéise of 72% air relative humidity
with -2.8°C dew point temperature, after two hours of frost deposition anddatyee of frost on
the fins, the frost surface temperature could get close2.85C. This explains why the frost
deposition rate slows down or almost stops at 72% relative hundiaéty. In other words, the
difference between real frost surface temperature and dewqgdhe air is smallest in the case

of 72% relative humidity and this reduced the driving force for continuousgrowth.

The total capacity however does not seem to be influenced satificoy a change in air
humidity level. This was due to the fact that the magnitudéheflatent component of heat

transfer was about one third the sensible component of heat transfer.

Sample#4

.0025 0.003 0.0035 0.004
Air Humidity (absolute) [kg/kg]

Frost Mass / Face Area-hour [kg/m?hr]

Figure 56:Effect of Air Humidity on frost mass accumulated on microcled
samples (Tsurf= -8°C, Air temperature dry bulb = 1.7°C).
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Since changes in air humidity only affect the latent heastes, this did not influence the total

heat transfer significantly.

The effect of air humidity on frost mass accumulation is shioviigure 56. The lower humidity
level deposits considerably lower mass of frost on the coil. Whis due to lower moisture
content of the air and the close proximity of the air dew pmimtperature to the frost surface
temperature. Needless to mention, air humidity is an environmpatameter and it is set by

standard requirements for testing performance rating of heat pump system

The effect of air velocity on frosting behaviour of microchaniiret was investigated using
sample 4 with medium width (10mm) and medium depth (25mm). The da&hawn in Figure
57. Three initial velocity of 0.8, 1.2 and 1.6m/s (157, 236, and 315 fpm® weestigated. As
frost continued to deposit on the fin surface, air velocity redgcadually until it reached 30%

of initial air flow rate, which was the termination point of the frostie.
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Figure 57:Effect of Air Velocity on frost time and capacity of microoha
samples (Tsurf=-8°C, air temperature=1.7°C/0.6°C db/wb).
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Changing the velocity had a smaller effect on the time ofrtst cycle than indicated since part
of the 26% difference in the total duration of the frostewhown in the Figure 57 could be due
to the uncertainty in measurements. However velocity seenmave a distinct effect on the
capacity of the samples. The air velocity of 1.6 m/s shows 53% nmitial capacity in

comparison to 0.8 m/s while maintains the same frosting time.

The effect of air face velocity on frost mass depositioa imshown in Figure 58. The higher air
velocity results in 58% higher frost mass deposition per houredsing the air face velocity
increases capacity while increased the frost accumulatien aat the microchannel coil.
Comparing thel.6 m/s air face velocity data to the 1.2 m/s Wid&mure 57 and Figure 58 show
that the 1.6 m/s test has 12% more capacity and 9% morarfasst deposition compared to the
1.2m/s test. Thus an increase in air face velocity incselagth the capacity and the frost mass

deposition rate of the coil.
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Figure 58:Effect of Air Velocity on frost mass accumulated on microcht
samples (Tsurf= -8°C, air temperature=1.7°C/0.6°C db/wb).
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7.5 SURFACE COATING EFFECTS

To investigate the water retention characteristics afronhannel sample and understand the
influence of remaining water droplets from previous defrosiesyon the coils, an uncoated
sample and 5 different surface coatings with different comtagkes were tested in the present
study. 5 consecutive frost and defrost cycles were pertbsample 7 (uncoated) to sample 12.
Coatings include hydrophobic no 1 with Contact Angle (CA) from 95 to 166%dmple 8,
medium hydrophilic no 2 CA from 70 to 80° for sample 9, Hydrophilic coatm@ CA from 8

to 12° for sample 10, a type of hydrophobic coating no 4 with CA from 95 tofa0Sample 11
and a final medium hydrophobic with CA from 80 to 90° for sample 12. Sampks untreated

(uncoated) sample and the surface was a bare Aluminum with contact argbeitod@to 90°.

Capacity Ratio, Sample 7 (Uncoated, CA=80~90°)
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Figure 59: Experimental data of Capacity degradation fooated microchannedample
during five consequent frost/defrost tests. The Q_0 for the sutdéagperaturef
-8 and -11°C is 22.5 and 27.6W respectively (capacity per faee B8eBanc
23.0 kw/nf). Air temperature = 1.7°C/0.6°C db/wb
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The results of extreme hydrophilic coating sample 10 andreatieydrophobic sample 11 are
shown, discussed and compared in this section. The rest of the datxdsh®milar behavior
and fell in between these two extreme cases presented in Apfgenéigjure 59 shows the
capacity reduction in 5 consequent frost and defrost cycle pexdoion sample 7. Surface

temperature and number of the cycle are given in the Figure 59.

For each cycle, normalized capacity starts at about 1 at the beginning ofltharay deteriorates

as frost accumulates on the surface of the coil. Data shows that tlgieyfissart cycle takes about

21 minutes (2042sec) and th&fBost cycle takes around 12 minutes (12":21sec). There is also a
curve of a dry-start test at -11°C surface temperaturehdmmtbeen included in the figure to
provide an order of magnitude of the effect of water retentiormmpearison with the effect of

surface temperature.
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Figure 60: Effect of Hydrophilic Surface Coating (CA=8 td)1@n capacity degradation o
consequent frost cycles for microchannel sample (Air temperat.7°C/0.6°

db/wb). Q_0is 20.5 W (17.1 kWAnfor Tsurf= -8 °C and 28.4 W (23.7 kW)rfor
Tsurf=-11°C.
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As it is shown in the figure, the presence and remainingpaéfr water droplets on the coil from
the previous frost cycle cause tHedycle time to be similar to the time of a frost cycle which has
3 degrees Celsius lower surface temperature in dry staditom. The effect of hydrophilic
coating (CA=8 to 12°) on the frosting behavior of microchannehdsva in Figure 60. The first

frost cycle took 22":36sec and th2fBost cycle took 17":16sec.

The effect of hydrophilic coating (CA=8 to 12°) on the frosting bahvasf microchannel is

shown in Figure 60. The first frost cycle takes 22":36sec and the Stleyobs takes 17":16sec.

Data shows that the reduction in time of the cycle forhkrophilic sample is not as severe as
the uncoated sample and this coating can maintain high capachg & cycle longer than
sample 7. Image analysis that was presented in Figure 44 stimavedis coating does not have

many water droplets remaining on the coil from the previous frost cycles

Capacity Ratio, Sample 11
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Figure 61: Effect of Hydrophobic Surface Coating (CA=95 to°1@5 capacity degradation o
consequent frost cycles for microchannel sample (Air temyerst.7°C/0.6°
db/wb). Q_0is 22.2 W (18.5 kW/Anfor Tsurf= -8 °C and 28.8 W (24.0 kWyrfor
Tsurf=-11°C.
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This was attributed to good drainage characteristics ofcttasing and high tendency of water
droplets to spread on the surface and drain. Therefore low tamgle has the advantage of
draining the water droplets and this delayed the air flow blockagbe sample. Data also shows
that after 5 frost/defrost cycle the time of the cycldilsquite longer than the dry-start test at -

11°C surface temperature by using this same.

The effect of hydrophobic coating on frost / defrost performaft¢eeomicrochannel sample is
shown on Figure 61. The first frost cycle took 19:30sec and theyldsttook 12":27sec. There is
a large reduction in time of the cycle especially dtfterfirst cycle. This was due to the fact that
water droplets remained on the coil and did not drain well &fsdérdefrost cycle according to

pictures taken from this coil.
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Figure 62:Effect of Surface Coating on duration of frost cycle for mitranne
samples 7 through 12 (Tsurf= -8°C, air temperature=1.7°C/0.6°C db/wb).
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The uncoated coil timing looks more similar to hydrophobic behavior thyamophilic. In

general, data shows that hydrophilic coil has a better drairfageateristics and longer frost
cycles before the capacity drops to a certain minimum vahgemight be preferred in frosting
behavior of microchannels. More comparison of time and capacttyedd different coatings is

presented in Figure 62.

Sample 7, uncoated sample has been shown with circles and @wwokdfit line that shows
baseline data. Data shows that there is no significant eliiferin time of the frost cycle for the
first frost cycle. However as the frost and defrost comtsn the hydrophilic samples (10 and 9)
appears higher than the other samples. Even when considering inbcéntaneasuring the time
of the frost cycles, data shows that hydrophilic samples nimagntaigher frost times in
comparison to hydrophobic and uncoated samples. This is attribategodd drainage
characteristics of hydrophilic coated samples that prevemafioon of individual large water

droplets after each defrost cycle.

Each frost test on each sample was repeated several damdesll the times of frost cycles
presented in Figure 62 are averages. So the data in this figght be slightly different with

individual trends of Figure 61 and Figure 60.

Sample 12 showed a strange behavior that had a very shorntiime first cycle and maintains
this short time after 5 frost cycles. Although the coatindnisf $ample was close to hydrophobic,
the fact that water drains well in this sample was sungrisThe type of coatings used for
different samples were studied more in detail and it wasaleddhat had a different process of
treatment and cure during manufacturing and no sealer was usegl mhanufacturing to form a

layer on the surface of this particular sample.

The duration of the frost cycle was investigated in detail Hpdrophilic and hydrophobic

samples. The capacity comparison is necessary to be able to haigehee frosting performance
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of each surface coating characteristics. The detail affecbating on capacity of microchannels
for 5 frost and defrost cycles is shown in Figure 63. Sample ruanigecycle number are shown
on the horizontal axis while the initial capacity is pldttn vertical axes. Sample 7 in the first
frost cycle starts with 22.5W (18.8 kW/m2) capacity and isld&t minutes as shown in Figure
62. The second cycle of sample 7 started with around 21W (17.5kW/p&)ityaand took about
18 minutes. The uncertainty for the capacity measurement is strowitme Figure 63 and this
suggests that the fluctuations of the capacity measurementsfre cycle to another should not
be interpreted as improvements or deteriorations. Howeveyetineral trends could be discussed,
which suggest that the capacity decrease for wet starts mnateof the cases. The data in Figure
63 shows the averaged capacity of each test that has beatedegeleast two times in different
days to ensure repeatability of the experimental data. [ibeiétions of the capacity from one

cycle to another are due to uncertainty of the measurements.
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Figure 63:Effect of Surface Coating on initial capacity of each frgsiesfor microchann
samples (Tsurf=8°C, air temperature=1.7°C/0.6°C db/wb). 5 frost cycle:
shown for differentsamples with cycle number on x axis above each s
number. The uncertainty bar applies to all columns.
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There are two other minor reasons, apart from uncertainty, rinatnis a monotonic decreasing
of the capacity in next consequent frost cycles as one mighttexpee is the fluctuation of

initial capacity at the first minutes of the beginning of each femsit t

Because during the defrost cycle air flow was turned ofthenheat exchanger (similar to real
heat pump application), air around the device and air in the twma®lat slightly higher
temperatures. When frost cycle starts again, it took 2 tan8tes until another quasi steady state
is reached again and sample and air temperature come baakl&ocstnditions again. Although
we applied improved procedure such as pre cooling of the sampleqpsi@art of air flow stream
and other averaging techniques to obtain a better estimatidheofnitial capacity at the
beginning of the cycle, the transient effects of heat trangére very difficult to eliminate
completely. After 2 to 3 minutes from the start of the testrn&euasi steady state has been
achieved, a thin layer of frost had already covered thecgyréand the capacity at that moment

was less than initial capacity due to coverage of the aluminuicsurf

The other reason that prevents the capacity to be monotonicaligadang is the presence of
frozen droplets at the beginning of each frost cycle. As the dirabtdefrost cycle continues, the
number of frozen droplets in between the fins of the heat exchaagjsticlly increase. Then,
when air flow starts in the next frost cycles, the localvaiocities in the remaining free flow
gaps in between the fins increase in comparison to dry startioondiite to some flow blockage.
This increase in local air velocity increases the hesister coefficient and augments the heat
transfer locally for a certain period of time. Considering uadgies and transient effects, data
shows that initial capacity of the cycle does not chamgeficantly from a cycle to the next
cycle, but what does change is the time of the frost cyclehviiaffected by presence of frozen

droplets. Reduction of the air flow results in quicker deterioration afdpacity.

194



While the difference between frosting behavior of differemtted microchannel coils cannot be
explained by their initial capacity difference, there is airtis difference in the duration of the
frost cycles. Figure 62 showed that the hydrophilic coils havienger frost time than
hydrophobic coils. Data on Figure 60 and Figure 61 showed thaapaeity of hydrophobic coil
drops sooner than hydrophilic coils. Air side pressure drop of hydrogimt hydrophobic coils
are presented in Figure 64 and Figure 65. As time increaskdrost occupies the free gaps
between fins, air pressure drop across the heat exchangesegr&his pressure drop seems to
rise faster for hydrophobic sample rather than hydrophilic saagptiata shows in Figure 64 and
Figure 65. The hydrophilic sample was less affected by next &nod defrost cycles from
pressure drop point and the last cycle pressure drop was imdse 8 dry start pressure drop in
comparison to hydrophobic sample. In hydrophobic sample air pressure wk@s showed

significant changes when next frost cycles occurred.

Sample 10
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18]
1.6 ] /
1.4 ]

1.2 ]

1.0 ]
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0.6 1

| = Tsurf=-11°C (1st cycle)
0.4 - = Tsurf=-8°C (1st cycle)
] — Tsurf=-8°C (2nd cycle)
Tsurf=-8°C (3rd cycle)
0.2 1 . Tsurf=-8°C (4th cycle)
0.0 1 Tsurf=-8°C (5th cycle)

Air Pressure Drop (inch H20)

0 2 4 6 8 10 12 14 16 18 20 22 24
Time (M)
Figure 64:Effect of Hydrophilic Surface Coating on air side pressuap df 5 consequent frc
cycles for microchannel sample (Tsurf= -8°C, air temperature=10.8T db/wb).
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The images taken during the test showed that the number of fdvaplets in the fins of the
hydrophobic coil is more than hydrophilic coil as shown in Figure 66 thisdsupports the
hypothesis that the remaining frozen droplets in coil mighthieentain reason of increasing

pressure drop quicker in hydrophobic coated coils.

The frozen droplets that have occupied some fin spacing of the hydromglodbiead to higher
pressure drop from the first moment of the test as it can dye isethe first 2 minutes of the
hydrophobic coil in Figure 65. The initial pressure drop of cycle 45aimdthis figure is higher
than the pressure drop of dry start condition while data iar€i§4, hydrophilic coil shows no
difference between initial pressure drop of first and 5th cycle. In other wWoodsn droplets help
the increase in air pressure drop to occur sooner by blocking sotseopdhe fin from the
beginning. The sudden change of slope in the pressure drop curves for cycle 4 aedfoases

due to fluctuation of air humidity control.
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1 = Tsurf=-11°C (1st cycle)

1.8 41| —— Tsurf=-8°C (1st cycle)
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Figure 65: Effect of Hydrophobic Surface Coating on air side pressuop of &
consequent frost cycles for microchannel sample (TsuB2C,- ail
temperature=1.7°C/0.6°C db/wb).
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Although a good control strategy was used to keep the air humiditlyei AHRI acceptable
range, some occasional conditions in 4th and 5th frost cycletismesemade the humidity falls
slightly below the limit. This small decrease in the values of humiigtyl during the 4th and 5th

cycle yielded to a delay in pressure drop increase in Figure 65.

In fact if the humidity was not reduced below the set pdimscurves for cycle 4 and 5 were
expected to rise even faster than what appear in Figure 65. &kis Vimitation of the present

facility to frost/defrost/ and refrost tests.

Figure 66 compares the hydrophilic sample 10 vs hydrophobic samplethid ed of the 2
defrost cycle and in the beginning of th® ffost cycle. As images show, after th® defrost
cycle, there were no water droplets remained in the hydromloitited coil, while there are two
small droplets and one large droplet that remained on hydrophobicTbese droplets turned
into ice beads as soon as frost cycle started. One of ttee draplets was so large that it has
completely blocked one row of the fins. This observation is cemgigvith air pressure drop data

in Figure 64 and Figure 65.
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Water Frozen
droplets — droplets

Figure 66: No visible water droplets are present at the értf' defrost cycle on hydrophil
sample 10 (figure 1la and 1b). However, visible water droplets stay still apitla the
end of &' defrost cycle on hydrophobic sample 11 and turns into ice bead
beginning of & frost cycle (figure 2a and 2b). (Tsurf=8°C, ail
temperature=1.7°C/0.6°C db/wb).
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The air side pressure drop increase is the main reason fginigoof the air face velocity during
the frost cycle which resulted in reducing the air mass faie. This reduction is the main cause
of the capacity degradation. The air face velocity data dufiegftost and defrost test of
hydrophilic sample 10 are shown in Figure 67. Air face veloc#ttsat 1.5m/s at the beginning
of the test and decreases as frost test progresses. Camgsrfsigure 67 with pressure drop of
Figure 64 shows that after minute 6 air pressure drop dtarise quickly, and the air face
velocity starts to decrease sharply as well. The increapesssure drop causes the air flow to
decrease and this reduces the capacity of the sample. [Diogydata for hydrophobic sample
11 are shown in Figure 68. A comparison between pressure drop wk FB§ and air face
velocity of Figure 68 shows that as soon as pressure drop fesey@and 5 of the hydrophobic
sample rises after minute 2, the air face velocity startiecrease considerably after this time in
spite of hydrophilic sample at minute 2. Thus the air face wgloeduction was a result of
increase in the air pressure drop. The pressure drop itseffirection of geometry change which
depends on frost growth and the presence of ice beads. The hydrophiing in the present
study showed was able to eliminate the existence of individual water draptéprovide a better
drainage for the microchannel sample coil. This increaseddfntee cycle to some degree and

prevented early blockage of the air flow.
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Figure 67: Effect ofHydrophilic Surface Coating on air side face velocity degradadf £

consequent frost cycles for microchannel sample (Tsurf8°C,ail
temperature=1.7°C/0.6°C db/wl)or dashed lined represents the minimum vel
for standard flow measurements with nozzle according to ASHRAE standard 41.2.
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Figure 68:Effect of Hydrophobic Surface Coating on air side face velodggradation of

consequent frost cycles for microchannel sample (Tsur®°C,- ail
temperature=1.7°C/0.6°C db/wh)or dashed lined represents the minimum vel

for standard flow measurements with nozzle according to ASHRAE standard 41.2.
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7.6 FROST MASS ANALYSIS

The frost mass accumulated on the microchanneiscoiportant since it defines the total energy
required for a defrost cycle and maybe a usefuhrpater to estimate the optimum duration of a
defrost cycle. The mass of frost accumulated onsthiéace depends on the duration of the frost
cycle, surface temperature, geometry of the sampte the air humidity and velocity. Since
different frost times result in different frost saaccumulation, frost mass should be normalized
with time (i.e. kg per hour) to facilitate compariulifferent working surface temperatures and
geometries. Also the effect of frost mass accumudatio the microchannels cannot be evaluated
without considering the coil capacity. A very loapacity sample obviously has a relatively lower
frost mass accumulation during its operation. Tikdhe main reason the frost mass accumulated
on microchannels were presented in previous sections alongheitanialysis of the time and
capacity of the samples working under different surface teatyrer or geometry. Similar
discussion is valid for frost/defrost/ and refrost tests. Hewehe mass of frost accumulated in
multiple cycles was not measured. For results of direct measotrefrfeost mass on each sample

please see Appendix A.
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7.7 FROST THICKNESS, AIR PRESSURE DROP AND AIR FLOWARACTERIZATION

ANALYSIS

When frost starts to deposit on the heat exchanger surfappe#irg as a porous white layer that
increases in thickness as shown in Figure 42 and Figur@h&3presence of the frost layer
changes the geometry of the heat exchanger and the air flamwnpatteach instant of the test.
Ultimately frost fills the free area between adjackns and blocks the air flow. During the
frosting process, the air pressure drop continyomsreases. As shown in Figure 42 and Figure
43, the frost thickness at the leading edge of microchainsakfrelatively uniform and can be used

to estimate the average thickness of the finssatelie intervals during the frost tests.

To investigate this effect in detail, the thickness offtbst layer on fin leading edge of the heat
exchanger has been measured using the images for all taetsnduring the frost tests. The
procedure of frost thickness measurement was describedaihiddtigure 33. Figure 69 shows
frost thickness measurements on sample 6 for the differefaceutemperatures plotted in

dimensionless form.

The dimensionless frost thicknes§)s, is defined as follows:

t
o= Chr2)

(18)

wheret is the frost thickness at the fin leading edge @hgl is the nominal space between two
adjacent fins (fin spacing minus the fin thickness)shown in Figure 76.is unity when the free
flow area between two adjacent fins is completébghed by frost. As Figure 69 shows, the frost
thickness starts from O at the beginning of theded nearly reaches 1 at the end of the test when

the air flow passage is nearly blocked by frost.

The lower the surface temperature, the quicket blogks the free area between two adjacent fins.

This time is about 12 minutes when the surface égatpre is -11°C while it is around 38 minutes
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for surface temperature of -5°C. At the end of the test, lfims nearly blocked the area between the

fins and the air pressure drop across the sampleisen considerably as shown in Figure 70. Air

pressure drop starts from 0.12 inch of water whefragt was on the coil and rose to 1.85 inch of

water at the end of the test, an increase of fifteeas. Visual observations of the coil in Figure 43

also confirms this frost blockage effect and sufgpsuch an increase in air pressure drop through

the heat exchanger toward the end of the testgerio
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Figure 69:Frost thickness growth on microchannel sample 6 for differanpaeatures. Simil;
results were observed for other samples that are shown in Appendix B and C.

The rate at which the pressure drop becomes larger, as sh&iguie 70, depends heavily on

the surface temperature, which determines the rate ofgrosth (see Figure 69). The increase

in pressure drop during the frost test affects the air fateciy and the air mass flow rate as

shown in Figure 71. As the pressure drop across thelesgmguually becomes larger, the air face
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velocity on the coil starts to decrease. The asgure drop across the sample increases slowly at
the beginning of the test. However it acceleratesmtd the end of the test when the frost thickness
becomes large enough to nearly block the entire. &@easequently, the air velocity decreases

slowly at the beginning of the test and acceleraiward the end of the test.

The red dashed line in the Figure 71 shows the mmimelocity that can be measured with our

test setup according to guidelines in ASHRAE Stahddr2.
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Figure 70: Pressure drop increase during a frost test for various sutéaoperatures fi

microchannel sample 6. Similar results were observed foer atamples that ¢
shown in Appendix D.

The nozzle used in the present study was one drtfadlest available, but when the air flow drops
to below 2 CFM (0.00094 #s), and the measurement did not meet the guidetihthe ASHRAE

standard. Extrapolation is possible given thatttbads are smooth, but caution should be used
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when considering the velocity measurements belenddshed horizontal line referred to as "Min.

Velocity ASHRAE" in Figure 71.
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Figure 71:Air face velocity drop during the frost tests for microcharn®ample 6 wit
different surface temperatures. Similar results were gbdeor other sample
* or dashed lined represents the minimum velocity for stahdiow
measurements with nozzle according to ASHRAE standard 41.2.
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7.8 CAPACITY DEGRADATION ANALYSIS

The increase in pressure drop due to frosting affects the airdtevand reduces air face velocity
continuously. The capacity drops with the air flow rate as showdigire 72. The change in air
flow rate impacts the capacity of the heat exchanger acgptdithe following expressioq): =
MairCpair (Tairent. = Tairexit) T Mairfapt (Wene. — Wexie)- IN above equation, ent. represents
entering andh,,,; is the enthalpy of ablimation of water vapor into solid stat¢he surface. The
data on Figure 72 shows the capacity degradation on the microcteample, which has
similarity to the air face velocity curves (the sameairs mass flow rate with a constant
coefficient difference) in Figure 71. Data is presented usangalized capacity. This quantity is
1 at the beginning of the test and starts to drop as the égistdntinues. It typically reduces to
30% of the initial capacity by the end of the test. The vabfigstial capacity may vary based on
the surface temperature and geometry of the coil. In theamannel sample presented in Figure
72 the initial capacities for surface temperatures of8&nd -11°C were 19.5W, 30.6W and
39.0W. Comparison of the data in Figure 71 and Figure 72 shows thattihair flow rate
drops to around 30% of its initial air face velocity, the capaeitluces to 30% of its initial value.
This trend was observed also in the data of other microchaangiles. For other samples such
as sample 1 with low fin density, the capacity was maintaioed much longer time before it
dropped to very low values. This might suggests that air fuction has a direct influence on
capacity degradation and any future attempt to delay the airrfdwction, might result in a

delay for capacity degradation.
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Figure 72:Capacity degradation during the frost tests for microchannepl®aéhwith differer
surface temperatures. The Q_0 for Temperature -5, -8141@€ is 19.5, 30.6 and 39.(
respectively (capacity per face area: 16.3, 25.5 and 32.5 Waimilar results we
observed for other samples that are shown in Appendix E.
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7.9 HEAT TRANSFER COEFFICIENT CALCULATION

Based on air side heat transfer data, the heat transfificiemes for the sample was calculated
and plotted for the entire period of frosting test. The datdse @esented in Colburn J-factor
format for all the samples and are shown in Appendix F. The datey aondition steady state
heat transfer coefficient and Colburn J-factor was obtained exgnsn the literature for
different geometries of microchannels. As mentioned before ierdtiire Review" chapter there
are only a few studies that measured and presented théor-fduring the frost tests on
microchannel geometry for a limited number of geometrie #isir j-factor was presented as a
function of frost thickness or other unknown variables that redjurenodel to be predicted.
Moreover j-factors were obtained for one single surface teathper condition. As the air
temperature or surface temperature changes, the frost dmpasite on each microchannel
changes. This different frost deposition rates result ifil@ir blockage and fin free flow area
geometry variation. Thus the heat transfer coefficientfactor deteriorates with different rates
at different surface temperatures and different froposition rates. In the present study, heat
transfer coefficients of 7 different geometries duringritigst test each with three different
surface temperatures were carefully measured and theitojdaare presented. In this section
only one of the samples is going to be discussed in detail. ahe discussion applies to the
other samples that have similar trends which are shovwppendix F. Needless to say the heat
transfer coefficient only gives the value of sensible traasfer on the microchannel sample. To
obtain the total capacity of a microchannel sample under frostimgjton, one has to know both
the sensible and latent component of heat transfer and add them thertogaich is the same
approach in the present study. If the latent component of heatetrarasfnot be obtained via
direct measurements, it then should be calculated via naasddr coefficient. The mass transfer
coefficient measurements and calculation have not been catsitethe scope of the present

work. Future studies are necessary to find the mass transééiicients on microchannel
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samples. Experimental data of the present study showed thatithefrlatent magnitude of heat
transfer to sensible magnitude of heat transfer varied bat®6% to 25% for -5°C surface

temperature test and varied between 25% to 30% for -8 and -11°C saerfgeatures.

Overall data of air side heat transfer coefficient fonga 6 under frosting condition are shown
on Figure 73. The dry steady state heat transfer coefficénalso been measured and shown in
the data. The dry heat transfer coefficient was obtdinedgh a long steady state test with no
frost, mass or condensation deposition on the heat exchanger surface. Air was adZEQ e
was kept constantly at 14°C. A difference of 10 degreesgcadé was chosen between air and
the surface similar to the case in the frost tests. Thepdéw of the entering air was very below
the surface temperature (around 11°C) to ensure no condensateiaieposthe sample. After a
long test to reach the steady state for about 2 hours, theofading heat transfer coefficient was
recorder and plotted. Since the fin (root) surface temperataseknown, the equation used for

calculating the heat transfer coefficient did not contain any refrigeide.

Qair,sensible = nAhairATLM (19)

In whichn is the fin efficiency, A is the heat transfer areahef sample finh,;, is the air side
heat transfer coefficient antli;, is the logarithmic temperature difference between thacerf

and the air which is defined as the follows.

AT — (Tair,ent_Tsurf)_(Tair,exit_Tsurf) (20)
LM (Tair,ent_Tsurf)

L - - -/
n((Tair,exit_Tsurf)>
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The fin efficiency was calculated using the following expssind was considered to be a
function of geometry and to be constant during the frost test gtensiwith some of previous

frost microchannel fin efficiency studies (Davenport, 1983)).

__ tanh(mLy)

— (21)
WhereL, is fin louver pitch and m is defined as follows.
_ _2hgir
- kfintfin (22)

Whereh,;, is air side heat transfer coefficiekf;, is the thermal conductivity of fin material and
trin is the fin thickness. The value obtained foof each sample 1 to 7 are shown in Table 17.
Althoughn depends on air side heat transfer coefficient, the final valgecloinges slightly with
the change i,;,-. Thus the value af can be calculated by a reasonable approximatidr, pf
and can be corrected once we have the exact valg,0fThe differences were very small in all

the cases investigated in the present study.

Table 17: fin efficiency and measured dry heatdfancoefficientsfor samples with differe
geometries. Samples 7 through 12 had similar geitaset

h_dry
Sample n [W/m2K]
1 0.97 42
2 0.96 122
3 0.95 103
4 0.94 87
5 0.91 96
6 0.95 115
7 0.95 72
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The Quir sensivie IN the equation (2) is calculated using the air side heat transfer.

Qair,sensible = maircp,air (Tair,ent - Tair,exit) (23)

Where m,;,- is the air mass flow rate ari);; en: and Ty exie @re entering and exiting air
temperatures respectively and they are measured direcilygdine test. In this way, all the
guantities are known in a frost test and air side heat traoséfficienth,;, can be calculate

using equation (19).

The procedure of calculation of heat transfer coefficientHerfrost tests was the same as the
procedure for dry steady state test and the effect of trari@nge of geometry and frost were
all grouped into the air side heat transfer coefficient. Erpartal data on Figure 73 shows that
the dry heat transfer coefficient for this geometry wasimad 109 W/rfK. While in the frosting
tests, the heat transfer coefficient seems to start frpaird below the dry steady state value and
decreases afterwards. For the surface temperature of $3°@h a&xample, the heat transfer
coefficient starts from 70 to 75 Wk at the beginning of the test. There are some fluctuations in
the heat transfer coefficient during the entire test peribd.ificrease in the first few minutes of
the test is probably due to transient effect of startindhefdir flow after a short period of rest
before air gets to a quasi steady state condition at theaimlieoutlet of the heat exchanger. Also
velocity has not changed significantly from its initial valeeading to data presented in Figure
71. After the first few minutes, data shows that the haatfer coefficient decreases gradually

which is due to coverage of surface with a thin frost layer.
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Heat Transfer Coefficient, Sample # 6 (18.5 FPI)
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Figure 73:Overall air side heat transfer coefficient in the frests for microchannel Sample 6 v
different surface temperatures. Similar results were observechfarsamples.

At this stage, which takes around 5 minutes for the -8°C and -E5¥€ and takes around 15
minutes for the -5°C surface temperature test, the thickness ofsfatita small value according

to data presented in Figure 69. Therefore the thin laydrost prevents the air from direct

contact to the aluminium surface and heat transfer coeffidigtetiorates as expected. After the
thickness continues to grow nearly linear during the testfiogearea reduction becomes more
significant and this change increases the local velocity in betlwedms. The fact that thickness
increases almost linearly but velocity has a long delay &dfodrops, makes a temporarily
increase in local air velocities and make a temporaghtsincrease in heat transfer coefficient.
This local increase in heat transfer coefficient is olesivetween minutes of 5 to 13 for -8°C
surface temperature. This temporary improvement of heat éracasfnot continue since the air
flow dropped quicker. As a result of the air flow reduction, dh®unt of heat transfer on the

microchannel fins becomes very small and the heat transfer ca#ffietices too.

The trend of changes in heat transfer coefficient as exquailepends on various factors. One is

the thickness and effective conductivity of the frost layet fiilans on the surface. This factor
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works to reduce the heat transfer coefficient and its effatbe observed in the beginning of the
tests. The second factor is the geometry of the sampleatskfree flow area between the fins
that shows different reaction to frost growth based on fin derssity other geometrical
considerations. This reduction in area mostly tends to increadedal heat transfer coefficient
because it causes increase in local air velocitiesdegt the fins. The other factor is the drop in
the air face velocity which is a function of air pressure droghefcoil and it is directly affected
by reduction in free air flow area between the fins. Thisofast also affected by geometrical
parameters such as fin density, tube spacing and other geairfeiriors. There are other minor
factors as well such as increased surface roughness whénstads to grow on the flat
aluminium surface, blockage of the louvers after first hatheftest resulting in a channel flow
instead of louver flow. Each of these factors make their eflueince on the final heat transfer
coefficient and the final value of the heat transfer coefficfollows a complex profile which is
the superposition of all these affecting parameters.die&r that geometry has a very important
influence on all of these factors and thus it should not be #gd¢tat every geometry has the
exact same trend of heat transfer coefficient profile discussed in Figule fact data shows that
samples with different fin density, fin depth and fin width shovedént trend of fluctuation of
heat transfer coefficient at various times of the frost t€se complete set of heat transfer

coefficient profiles for all the geometries are shown in Appendix F.

By knowing the heat transfer coefficient, Colburn j-facton ¢ee calculated using following

expressions:

Nu = - drle. (24)

kair,avg

WherelL, is fin louver pitchk,;, is the average conductivity of air. Reader should have in mind

that in microchannel heat transfer discussion most of tleeilagon flow dynamics and heat
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transfer such Re number and Nu number are defined based on Ldokexqoiording to findings

of the previous studies.

ReLp — Pair,avgV air,facelp (25)
Hair,avg
Nu
St=-—M (26)
ReLpPrair

In which Pr;, is air Prandtl number at average air temperature.

j =Stpr’3 (27)

air

In calculating j-factor some points should be clarified. &llithe studies in the literature have
used the above approach to calculate j-factor for microchannekkelangers, but all of the
studies focused on the dry steady state heat exchangerag st tests, the gaps between
adjacent louvers are quickly filled with frost and the getsynchanges continuously, which
affects the flow characteristics. Using the louver pitchcviiemains constant during the entire
test for calculating Reynolds number, can hardly be accepted tepbesentative of flow
dynamics which is occurring on microchannels covered with froshguse face velocity in
calculating Re number was appropriate in previous studies imamnpchannel heat exchanger
since the geometry was fixed during the heat transfer otedrost test however, the face
velocity may or may not drop based on the fan working strategpenating conditions. Thus a
constant air face velocity might not be the best choice iulediieg j-factor in frosting condition.
To be consistent with the previous studies and in order te m@akparison possible between the
j-factor in the present study and dry j-factors obtained @vipus studies on microchannel, our

research group decided to take the same common and well-knowreaocalgulation procedure
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for j-factor calculation i.e. with a constant louver pitch arabastant initial air face velocity for
the entire frost test. In this way, j-factor would have theesttand as the heat transfer coefficient
(hgr) for the entire frost test. This would be the easiest veayxdnnect j-factors to the

corresponding heat transfer coefficients.

Figure 74 shows the j-factor obtained for microchannel sample & @nodéing condition. As
explained above, the similar trend to heat transfer coeffiaxpected for j-factor. The j-factor
starts from a higher value at the beginning of the test amid stecreasing toward the end of the
test after some fluctuations during the test period. The sdisgission about reasons of

fluctuations and variations of heat transfer coefficiapt.) applies for the j-facyor.
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Figure 74: jfactor obtained from experimental data during frost test foraoi@annel Sample
with different surface temperatures. Similar results wdrserved for other samp
that are shown in Appendix F.
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There are previous studies that obtained the j-factors on rhamoel under dry steady state
condition with a large bank of microchannel geometries suchhasgCand Wang (1997) and
Park and Jacobi (2009). These studies developed a j-factolatiorr¢o predict the dry j-factor
of microchannel for any desired geometry based on experimesitittsrebtained from their own
experiments and other studies. Since a general correlat®imad to be developed to predict
all the data on existing microchannel data bank, the correlaidngood predictions for some
geometries and relatively weaker predictions for otheran@ and Wang (1997) correlation
could predict j-factor of 89% of a bank of experimentahdainsisting of 91 different samples
within an average of +15%. Park and Jacobi (2009) correlatald predict 83% of a data bank
of 126 samples within an average of +£4% hus it is clear that their correlation might not agree
precisely with experimental data especially if the geoyatrair velocity conditions fall into the
region of their higher region of uncertainty. As an example, émem@l correlation of Park and
Jacobi (2009) could predict up to 95% of the data within +25% of antrin occasional cases
deviation from correlation up to 45% was observed. Similar siinatias true about Chang and
Wang (1997) correlation. Bearing this statistical data in minig, still useful to compare their

predicted dry j-factor correlation with experimental dry j-factotained from the present study.

As data on Figure 74 shows, the dry j-factor obtained from thexperienental data has a higher
value (0.047) in comparison to Chang and Wang (1997) correlationyfg#falrtor (0.039) and

Park and Jacobi (2009) correlation for dry j-factor (0.037).

Y This error shows the actual deviation of experirkjtactor form correlation predicted j-factor.does
not represent rms error or rms residuals. For rdetail discussion please see Park and Jacobi (2009)
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Figure 75: ffactor obtained from experimental data during frost test for microch&amneple 4 and
with different surface temperatures. Similar resultsewayserved for other samples
are shown in Appendix F.

The difference between findings of the present experimental-féstor and previous dry j-
factors correlation was not always very significant asctse for sample 6 in Figure 74. Other
samples have different results as shown in Figure 75. Thesre$wdntire samples are shown in
Appendix F. Another observation in the data presented in Figurad/Eigure 75 is the dry heat
transfer coefficient and j-factor obtained in the present stualy most of the times (except
sample 1 and 7, see Appendix F) higher than the dry j-factor offer@uebious correlations.
Other than discussed uncertainty issues associated with theusreerrelations and uncertainty
of measuring the heat transfer coefficient and j factohenpgresent study (around 20%). It is
worth noting that the heat transfer coefficient at the beginning of théigest) does not seem to
be the same for all the surface temperatures and irt ta&s$ ia monotonous trend to change from
higher values in higher surface temperature and vice .versather words, if the rate of frost
deposition is slow as the condition in -5°C tests iihyg, is nearer to the experimental dry,;,..
Then in other tests with lower surface temperatures ssicB°€ tests or -11°C tests, thg,;,
has a lower value in all of the samples. This might be dukedact that the rate of frost
deposition affects the final sensible magnitude of heat trassfeat it makes differertt, ,;,- at
the beginning of the tests.
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CHAPTER VI

FROST EMPIRICAL CORRELATIONS

8.1 INTRODUCTION

In the present chapter, a new set of frost correlations based oimeqial data were obtained in
the present study and are going to be introduced and verified taga@asured data. This
correlation is also verified against another set of expermhetdta on a larger real scale
microchannel coils with different microchannel dimensions andas® temperatures. The
correlation is also finally verified against the data pme=e in other previous studies in the
literature using a different and independent experimental satdpthe results are presented,

which were in satisfactory agreement with each other.

8.2 AIR SUPERSATURATION LEVEL, THE DRIVING FORCE FOR FROSEPOSITION

The frost properties and growth rate depends on parameters such as co&teorfeerature, air
temperature, air moisture content and other parameters. To develdgatamrfor frost for frost

growth rate, one method is to employ all of these parameters and asséjficéetit and power
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to them and then adjust the coefficients or increase the ofg®lynomial and number of terms
until it matches the experimental data. This has been followesbine previous works. The
problem with this approach is that these polynomials do not représereal phenomenon for
frost deposition on the cold surface. Although researchers ang tiyimake non-dimensional
temperatures and humidity to make them meaningful quantitidsthstiusage scope of these
curve fits are still limited to the ranges that they @egeloped and also they do not reflect the
physical meaning and theoretical governing forces drivingrtdbs¢ formation mechanism. There
have been fundamental frost formation theories in the previauks that their findings and
results associated the frost formation rate with vapesgure of the air and temperature at which
frost forms which is basically the surface temperature.rystallization theory, for the phase
transition of the water vapor into ice crystals, air should rbe isupersaturation level. Air
supersaturation is the driving force for migration of watgrovgarticles and their deposition on

the cold surface which is defined as the following (Na and Webb, 2004a; Sanders, 1974)

Fs = § = Par”Psurf (28)
Psurf

WhereP,;, andPg,,r are water vapor pressure of air at free stream tenuperand water vapor
pressure of saturated air at local surface temperaturectesgly. In this study, we call this
guantity, which is the driving force for the frost deposition,tfrasmber (Fs) and it can have any
positive value greater than 0. When frost number is negativguat ® 0, no frost forms on the
surface while on the other hand, the greater than zero this nuimbereater the potential force
of frost deposition. Then the properties of frost such as thickniisbe a function of a few
number of non-dimensional parameters that reflect the potefdarak driving the frost

mechanism as well. In this way we will have:
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o= f(tt,Tsurf, T i Wgirs Geometry) |:> 6 = f(Fo,Fs,Geometry) (29)

In whiché is the frost thicknesst:; is time, T,,r and T,; are surface and air temperature
respectivelyw,;, is the absolute humidity of aiFp is Fourier number or non-dimensional time
and Fs is frost number. One might argue that in crystallization thecate and shape of
deposition of ice crystals depend on both supersaturation of waper and temperature of
formation and these parameters should be separated and enter indtypémadethe correlation.
Previous studies revealed that the basic shapes (habit) medoice crystals are mainly
determined by temperature of formation (Hallett and Mason, 1958; iHend[949; Kobayashi,
1958; Nakaya, 1954; Shaw and Mason, 1955) while frost rate of growtbnisolled by
supersaturation of water vapor (Nakaya, 1954). Because in develapirgation to predict
thickness, the visual shape of ice crystals are not tle importance while the growth rate and
height of the frost layer is the main focus, for the purpospredicting the thickness of frost,
supersaturation level as an independent parameter seemsuffitient. This showed to be in
agreement with the regression of experimental data later and Fsmuasenough to predict the
growth rate and thickness of the frost versus time foryesample tested in the present study.
Thus, for developing correlation for frost thickness air pressure drop anddmedet coefficients
instead of entering all parameters into correlation, theedsionless groups such as Fs, Re, Fo
and geometry will be used.

For geometry parameters, it could be possible to enter aleofi¢ometrical dimensions of the
coil into the correlation such as fin pitch, fin length, fin deptibet pitch, tube thickness, tube
depth, louver length, louver height, louver pitch, louver angle and so orevdowinstead of
making the correlation long and elaborated, it might be arbea to pick up the minimum
number of parameters that could have captured the experindattalpoints with sufficient

accuracy and discard the rest. After a number of tries, wedfehat the except than a few
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discrepancies, three parameters of fin pitch, fin lengld fin depth could predict the
experimental data within sufficient accuracy. As in casdradt thickness this accuracy was
about 0.03mm which was the tolerances of frost thickness measuseieese three parameters
are referred to as channel heighit,), channel width(Ch,,) and channel deptfCh,) in the
present study as shown in Figuré®@lote that(Chy,) is the average free distance between two

fins.
6 = f(Fo, Fs,Geometry) |:> 6 = f(Fo,Fs,Ch,, Chy, Chy) (30)

Further attempts to reduce the number of geometrical panarieden three to two parameters
such as using hydraulic diameter of the channel instead of haightvidth of the channel in
developing the correlation were not successful.

The sample dimensions were chosen so that at each sample one gqmarestgter was changed
while the others were kept constant so that it was podsibémlate the effect of that particular
parameter on the frost formation behavior. So eventually samjitfleshsee different channel
height, three different channel width and three different chateph were tested and the effect
of each changing parameter were investigated in developing the new tmrélae other reason
than we did not include the louver dimension into this correlatias, we did not have enough
variety of samples with different louver dimensions whilethé rest of parameters remain
unchanged. Finally it was not possible to parametrically isthateffect of louvers in each set of

tests. Although adding more variables such as louver pitchedcangle, etc. could make the

¥ The term microchannel is assigned to these typepaomAluminum heat exchangers because of the
small scale ports that exist inside their tubegh&npresent study however, the refrigerant sicdeniod been
considered and term "channel” refers to the aisgges between two adjacent fins. This conventionade
just for convenience to refer to different geonwatriaspect of fin geometry and does not have aigdlys
interpretation necessarily. Authors are well awafr¢he fact that air regime in louver dominatedafls
absolutely different from air in the general simpleannel flow. The fact that frost blocks only tinee
flow area between two adjacent fins encouragedatitbors to prefer to use channel height (fin spacin
minus a fin thickness) instead of fin spacing im#mensionalization process that will be introdiitater.
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regression process easier due to offering more coefficientsufing, it was somehow
statistically inappropriate to enter them into the cor@fatis one additional single independent
variable. Moreover, similarity or predictability of the louwaverall geometries relative to width
and depth of the fins, plus the fact that the frost thicknessnweasured at the leading edge and
was somehow independent of effect of louvers, encouraged us tchkelepiter dimensions out
of correlations. Isolate the effect of louvers might be a subject farefgtudies with more variety

of coil samples.

B —=a———
a —
- T,—{=
2F, Chy, E,= Chy, + trin
] NG Ly 9
L;,— s
R R L an NN\
w — u—. s —
B --=— fin bank fin bank
Section A-A Section B-B

Figure 76: Schematic drawing of a microchannel sample with eeimal parameters shown in
the figure. Here, the open space or air passage betweenjagerdadins is referred
as channel(These drawings were made at Oklahoma State Universdythey wel
not given by the manufacturers)
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8.3 FROST THICKNESS CORRELATION

8.3.1 Developing the Non-Dimensional Frost Thickr@éseelation

In order to predict the frosting behaviour of microchannel hediagwer, it is first necessary to
notice the geometrical changes the heat exchanger goes thvbaghfrost starts to deposit on
the surface. This change of geometry affects the flowachetistics, free flow area, Reynolds
number, Nu number and heat transfer coefficients and eventupligitaof the heat exchanger.
To address the change the heat exchanger go through and predietp#uity degradation
correctly, the frost thickness should be known to allow calculatiothe correct Reynolds
number and other related flow dynamic parameters. Also offetriawgsient heat transfer
correlations without being able to offer a correct Re numbenelt minute of the frosting time
will be an inaccurate method and a trivial attempt. The Btasts to deposit on the surface from
the beginning of the frost test and forms a layer that giowisickness with time. This starts to
change the free flow area between two adjacent fins and obviaffistys the local velocity and
Reynolds number. A precise estimation of the frost thickness thlebennecessary to estimate
other quantities. It is worth noting that although the frost thiskngeas measured only at the
leading edge of the samples in the present study, this would fimesifto calculate the correct
Reynolds number and critical velocities since in the heat exchhege transfer handbooks, the
Re number for the heat exchanger is always calculated atakienom velocity or minimum
cross section area wherever it happens along the depth of heahgeg which is the leading
edge in the case of microchannel frost formation. In the predady, 7 samples that have
different geometry in fin pitch (channel height), fin height (chamnéth) and fin depth and they

are tested each in 3 different surface temperature conditions.
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Other form of frost thickness correlations from the previ@udies were studied such as

thickness correlation on flat plates offered by Mao et al. (1993) thahkdollowing form:

0.238 _ 1.712
s = 0.176( ) 2106 (M) (31)

X
D Tair_Tsurf

In which§ is the dimensional frost thicknesss the distance from leading edge into depth of the
plate along the penetration direction of air stre@s the hydraulic diameter of the channel
flow, W is the air inlet absolute humidit¥;, is the triple point of water (0°CJy,, s is surface
temperature of the plate affiig,,- is the dry bulb air temperature.

Other frost thickness correlations on fin and tube geometrg stedied such as Chepurnoi et al.

(1985) that had the following form:

—-3.8 1.75
5= (0.00084(pairVair)°'15(p5 () 10-5) (1 ~0.0057¢7233 (<) ) (32)
0

Tair

In which § is the dimensional frost thicknegs,;,- andV,;,.-are density and velocity of entering
air, ¢ is the relative humidity of air between 0 and'd,,, andTy;, are absolute temperatures of
surface and the air respectivetyis time in hour] is total length of equipment arglis length of

the initial section. The author failed to make the previoast fthickness correlations work with

the microchannel thickness data measured in the present study.
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There was another study on a geometry very similar to miaroeis by Xia et al. (2006) and
Xia and Jacobi (2010) on flat tube heat exchangers. Their froshésslprediction approach was

a model-base set of expressions which the main equation had the following form:

5= fof(1—a)( y )dt (33)

Anpfs

In which § is the dimensional frost thicknegsandt is time,o is a constant absorption factor
which describes the fraction of freezing water vapor contributinthe densification of frost
layer,m, is the frost mass deposition rat, is the heat transfer area gng is the frost surface
density. All the quantities in the equation (33) are known or cafodred from previous frost
studies excepti, frost mass deposition rate, which is the key to estimatérdise thickness
during the time of frost formation period. To estimate #ye authors set more than 20 other
analytical and empirical equations that need to be solved isativ a form for model to
converge to the right value of frost mass deposition rate. Wdnsthe frost thickness could be
calculated in any time step of the frosting test using emudB3). This approach however
requires setting up this model with the necessary emsand cannot be accounted as a frost
thickness correlation. Moreover, the heat transfer coefficieatls to be known in the mentions
set of equations and this is not possible most of the timesiokt cases we need to know the
frost thickness to be able to calculate or estimate elacity, Reynolds number and heat transfer
coefficient. Eventually, the author could not find the appropriaigt thickness correlation in the
literature to match with the experimental frost thicknessasurements on the microchannels of

the present study and therefore decided to develop a form of correlationan.
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Many dimensional and non-dimensional form of frost thickness eioel were tried and
parameters and independent geometrical variables were tgstelimensional and non-
dimensional form. The approaches of trying to predict froskiigiss in the dimensional form
was not successful thus the approach of correlating the fiokhélss in non-dimensional form
was taken. Although it was tried to keep everything non-dimensitiiglfull non-dimensional
form of correlation could not predict the frost thickness datiainvan acceptable tolerance for all
the geometries used in the present study. Therefore, the autthoto heeep some of the
geometrical parameters in dimensional form. Many forms oktairons with different constant
coefficient were tried and minimizing mean root square grampproach was taken to find the
optimum coefficients using solvers of Excel and EEJhe final form of frost thickness

correlation is as follows:

6=aF omﬁ (34)
Fo, = DC“TI’}Z? (35)

a= ( L ) [(c1Chy? + c5Chy, + ¢3)(c4Chi® + csChy, + c6)(c;Chg® +cgChy + o) (Fs — c10) +

B55

cl1Chw2+ c12Chw+c13c14Chh2+4c15Chh+c16c17Chd2+c18Chd+c19 (36)

g =075+ (czoChW2 +¢y1Ch,, + 622)(623Chh2 + c4Chy + 025)(6266hd2+0276hd +

c28Fs—c10 (37)

19 Engineering Equation Solver, Academic Professiseabion 8.874
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In above equations is the frost dimensionless thickness,,, is Fourier numberg andp are
functions of geometry and Frost number which are going to be debanibetails belows is the
dimensionless frost thickness at the fin leading edges definegluiation (18). It is basically the
ratio of frost thickness on one side of the fin (top or bottanth¢ half of the free space between
two adjacent fins or half afh,. Fo,, is mass transfer Fourier number which is the dimensionless
time and fundamentally refers to ratio of water vapor difiugate to the rate of water vapor
storage as frost. In Fourier numbgy,, is the binary diffusion coefficient of water to air which
has a constant value of 2.28E-5%sh estimated at the average frost surface temperiatute
present studyt; is time in seconds anth,, is the average free space between two adjacent fins
in meter (fin spacing minus a fin thickness) shown in Figure 76inflar definition of mass
transfer Fourier number was also used and found to be useful in non-dimkzisiptize time in

previous studies such as Storey and Jacoby (1999).

a andpg are functions of geometry of sample which a@nd Frost number defined in equation
(28). a is the coefficient of the Fourier number and ranges from 1.2E159E-3 angs varied
from 0.55 to 0.99 for the range of geometries investigated in therpresudy.Ch,, Ch,, and
Chy used in the equations (36) and (37) are supposed to be inserted in mm for juseccevehi
use due to their small numerical values. One might considerirgthem in meter and this just
changes some of the coefficients (c's) in Table 18 accdydifige power of Fo or power of time
is at most of the times less than one and this shows thatdaxgrdo data, frost thickness is not
growing exactly linear. The averaged power of tigfigif the frost thickness growth between all
samples tested in the present study was around 0.75 and thisesdltat the frost thickness
growth rate has a faster rate at the beginning of thenesslows down as frost test reaches the
end. This is consistent with visual observations and theoratiedysis about deposition of frost.
When a thick layer of frost has covered the surface, the frost sueimperature is expected to be

higher than the surface temperature itself, which is kept anduring the frost tests and this
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should reduces the deposition rates at the final stages of sihéest The previous studies in the

literature on frost thickness growth also showed that the power @igitass or equal to 1.

The coefficientc; to c,g are constants that modify and finalize the value @ndp to capture

the trend of frost thickness growth on each geometry; their values are shdable 18.

Table 18: Coefficients of geometry in general frost thickneselaion

cl| -2.24444E-06||c6 |-2.16158E+00||c11|-3.82446E-07]|c16|-1.62560E+00]|c21| -5.555E-01||c26| -1.099E-02
c2| 4.34942E-05||c7 2.47364E-03||c12 [ -6.77335E-06]|c17| -2.86864E-03||c22 | 4.275E+00||c27| 5.164E-01
c3| -7.89706E-05||c8 | -1.03390E-01||c13| 2.58664E-04]Jc18| 1.33878E-01}Jc23| 1.619E+00||c28 | -5.848E+00
c4|-1.22951E+00]|c9 | 1.96625E+00]|c14|-9.36590E-01||c19| -5.38708E-01}|c24 |-5.678E+00
c5| 4.16146E+00]|c10| 1.36432E+00j|c15]| 3.35870E+00Jjc20| 1.28500E-02|Jc25| 6.102E+00

Non-dimensional form of correlation was not successful in gigigeasonable values of and

B since geometric parameters such as non-dimensional channel widémdetq similar or close

to each other at least between a pair of samples. Some pfetieus studies in the literature

used some of the fin geometrical dimensions such as louvertpitebn-dimensionalize the fin

width and fin depth etc. (Chang and Wang, 1997). Other researchers umpkdaset of

parameters such as louver pitch, fin width, or fin or tube distéoic non-dimensionalization

(Park and Jacobi, 2009). Others used a mixture of both dimensionafdorseme and non-

dimensional form for some other geometrical parameters imglescorrelation (Davenport,

1983). There were also other studies which used the dimensiomabf@eometrical parameters

in their correlations (Chepurnoi et al., 1985; Hosoda and Uzuhashi, 1967).

Author attempted offering a correlation in which all of theduparameters are non-dimensional

but one of the main reasons for failure of this approach wésltbeing reason. Author tried all

the fin geometrical parameters for non-dimensionalization one bwato@ach time, dividing the

geometrical parameters by one of the others made a non-diméngiong that had a similar

numerical values at least for two samples of the presedy.sThen correlation used to predict
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the same frost behavior for both of these samples whilehthdyin fact different geometry and
different frost growth rate. In every non-dimensionalization approach takée present study at
least a part of the geometrical distinction between twordifftesamples was lost and correlation
used to predict incorrect result about that particular gegme€herefore, in spite of my initial
expectations, the correlation had to keep the dimensional forgeometrical part to avoid
sacrificing the accuracy to a great extent. Author is optiertisat the present form of correlation
that has been developed will be able to predict the result®sif growth on other geometries
other than used in the present study with a very good accuracy. Intsapgus theory, other
verification cases with other geometries obtained in indeperstiedies are going to be presented

later in the next section.

8.3.2 Experimental Validation and Error Analysidltg Non-Dimensional Thickness Correlation

The present form of thickness correlation in equation (34) ke ta capture the
experimental data of frost thickness on 21 different frost tastading 7 different geometries
each tested in 3 different surface temperatures. The pogdatdticorrelation versus experimental
frost thickness data for sample 6 and sample 2 at three wadangeratures is shown in Figure
77 and Figure 78. Similar results were observed with oteemgtries which are shown in

Appendix B.
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In addition to these 21 different geometry and test conditionigfvthe correlation was designed
and developed to predict these data, other experimental datsfhickness obtained on other
microchannel geometries with different surface temperatarether independent test data with
larger 0.3m by 0.3m (1ft by 1ft) microchannel coils (Moalleimale 2012b) were also used to
verify the present correlation and the result was vergfaatory as shown in Figure 79. Also the
present form of correlation was able to predict other froskriigses obtained in previous studies
such as data of Xia et al. (2006) who used a completely diffexgperimental setup
(psychrometric chamber versus air tunnel) with differentasertemperature and air condition
than the present study. The correlation results showed dasetiy agreement with their
experimental data, which is shown in Figure 80. It should be emplasizce more that the
constant of the present correlation was not tuned to capture thénexal results of Moallem

et al. (2010a) and Xia et al. (2006) as shown in Figure 79 and Figure 80

1.0
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Figure 79:Frost Thickness Correlation versus experimental measuredpsepublishe
frost thickness data of (Moallem et al., 2012b).
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The correlation was just developed with considering the data of 7 sangbégbitethe present
study and final form of correlation was established. Then the final fas plotted against
experimental data of the previous studies and Figure 79 and Figure 8thshaalidation of the

developed correlation with data from other sources in the literature.

The current assessment of the present frost thicknessatimmak that it can be used and is valid

in the following range of microchannel geometries:

7.6mm < Ch,, < 13mm

1.15mm < Chy, < 2.34mm

19mm < Ch,; < 30mm

For microchannel geometries outside this range, caution stheulgsed to apply the present

thickness correlation to predict the experimental frost thickndas da

1.0
£
L
c
o
) 0.8 1 s
0
Q
e —
£ =
L&
F 8 061
B
ouw
L o
n £
n E
4] '% 0.4
c o .
o4 0 Xiaet al. (2006)
‘©
c
g 0.2 - —Thickness Correlation Present St
A

(m}
0.0 + + + + + + +
0 5000 10000 15000 20000 25000 30000 35000 40000

Fo[]

Figure 80: Frost Thickness Correlation versus experimental measuredoyseypublished fro
thickness data of (Xia et al., 2006).
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The overall performance of frost correlation is shown in Fi@lrén which frost thickness ratios
8correlation/ Sexperimental 1S Shown on vertical axis versus the actual froskttégss measurement
data.

The correlation seems to be able to predict the experimensaltfickness reasonably well for
the whole bank of data and there are some data points that haagodefrom correlation
prediction when the frost thickness is less than 0.2. This isodihe fact that experimental data
of frost thickness as shown in Figure 69 (especially fop&atures of -5°C and -8°C) and other
figures of Appendix B have some delay in deposition in the begirgfirige frost test. Data
shows that for some tests in the first five minutes, thet filuskness was near zero due to
formation of condensation frosting and occasional formation of sopked droplets and this fact

delays the process of frost thickness growth for a short period of time.
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Figure 81:Frost Thickness Correlation versus experimental measurechsionéess fro:
thickness data for Samples 1 ~ 7.
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After few minutes however frost starts to grow normaligh almost a constant rate on the
surface. The subject of formation of supercooled droplets and msatt®n frosting in early
stages of frost growth have been discussed in detail in atstrstudies (Hoke et al., 2004; Na
and Webb, 2003) and also another work by the author (Moallem et alg)20h& is out of
scope of the present study, but the this delay in the frosafmmand proximity of experimental
frost thickness to zero causes a sort of singularity point arsiai by zero for the ratio of
8correlation/ Oexperimental 2N Makes large percentages of error as shown in Figure 8 mights
not be accounted as weakness of the correlation but rathiee agpredictability of this frost
nucleation period in the very early stages of frost formatianfigures of frost thickness show,
this delay is not present in every case of frost formadiwh correlation captures the majority of
the data. If we eliminate this unusual singularity point, a gwediction of frost thickness could
be made by using the present correlation as shown in Table 19 for 95% dbtpeidés.

The error analysis has been performed on the present frost tlickoeslation and relative

errors and RMS (Root Mean Square) errors have been reported in Table 19.

Table 19: Correlation overall performance in predicobalimensionless frost thickness fc
different geometries of microchannel samples.

70% of | 80% of | 90% of | 95% of
Sam. |Sam. |Sam. |Sam. [Sam. [Sam. |Sam. | Entire | Entire | Entire Entire Entire Data
#1 #2 #3 #4 #5 #6 #7 Data Data Data Data Base
Base Base Base Base

ERROR

0 predicted within
average of + [%] 1741115 264 29.0]| 16.4| 16.2| 6.5 4.3 5.2 7.2 9.8 17.6
RMS Error [%] 50.4 | 21.5] 34.7 | 38.8| 28.4 ]| 28.2 | 134 - - - - 30.8

The relative error indicates that the frost thickness latio@ can predict the experimental data

within a certain average percentage of accuracy calculated accardiegfollowing.
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ABS(scorr._

Relative Error = %Z Sexp.) x 100 (38)

5exp.

In which n is the total number of data points, which is 320 point in the presentAtigly minor
normalizations have also been applied to make the testsesgmumber of measured data points

participate in error propagation the same as the test with a large mofnalaga points.

RMS error was calculated using the following approach.

1 6corr._5exp. 2
RMS Error = ;Z ——=) x 100 (39)

5exp.

As data in Table 19 shows, the present frost thickness cmrelattedicts the whole bank of
experimental data with average +17.6% accuracy. As discussed beforamiitlatihg the points

of singularity which frost has a near zero values at tpos#s, the correlation can predict 95%
of the thickness experimental data within £9.8 accuracy, reégelgctwhich is reasonably good

enough.

8.3.3 Developing a Compact Dimensional Frost Thicki&srrelation

The previous non-dimensional form of frost corielathad many terms to predict the frost

thickness in each particular geometry and temperattome of these terms are playing as a
modifier and influence the thickness curve slightlymatch the slope of experimental data more
precisely. In cases where an approximate estimationsligihtly less accuracy satisfies the purpose
of the user, a more compact form of correlation banoffered and used which contains only

significant geometrical and surface temperaturecefinain parameters. This new form eliminated
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the minor geometrical effect while still offered aog estimation of frost thickness with slightly
less accuracy. The error analysis will be preselatied. First, the new compact form of correlation
is introduced and the reasons for physical sigmifie of main affecting parameters are explained

and discussed.

After analyzing the data, it was clear that surf@reperature has a major effect on the rate of fros
thickness growth as Figure 77, Figure 78 and ofigeres of Appendix C show. Therefore, Fs
number which is representative of the surface teatpee needs still to be employed. Between
geometrical parameters of channel height, width and dépth Ch,, andCh,), Ch,, was found to

be the most influential geometrical paramet#r, effect was minor since the blockage of the air
flow mostly happens in the front leading edge of mmerochannel sample. Using a deeper or
shallower sample with the other parameters fixed| $mall effect on the rate of frost thickness
growth since frost thickness was measured on thégadges. Also it was found during analyzing
the data that the channel height or fin spaciitg,] has minor effect on the rate of frost thickness
growth if dimensional form of frost thickness isdslt is true that when the fin spacing is larger,
takes more time for the frost to cover the distabetwveen two adjacent fins. However, the
thickness grows on one fin almost independent othesn fin and this growth rate will not be
affected much by presence of other fin. The flosidfimight be slightly affected by the distance of
the adjacent fin but the effect is minor sincelibandary layers of air on the fins are much smaller

(~0.1 mm) that fin spacing order of magnitude 25 mm).

Channel width €h,,) had a more sensible effect on the rate of frostkhess growth since it
affected directly the fin efficiency. Increasingetfin width increases the distance between two
bases of a single fin. Since only bases are in taitththe tubes and refrigerant, the temperature of
the center of the fin would be higher than the bases. The rafr@nd analytical calculation shows
the temperature of the center of the fin will bghar with increasing the distance from fin bases.

Therefore, with increasing the fin widtliK,,), the center of the fin experiences slightly higher
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temperature. Although, this minor changes in surface temperature have fidor @ thickness
as they are hardly noticeable in Figure 42 and Figure 48, dffiect the average value of the
thickness at each moment. In the figures Figure 4Z-anae 43, sample 4 and 5 that have larger
fin width have thicker frost thickness near the fiases while they have slightly thinner frost
thickness near the center of the fin. Although tihange is not so large to require two model of
frost thickness for the center and the bases afnibheochannel fins, it affects the average thicknes
of frost for each geometry. Thus, the sample with largeiidth has smaller average frost thickness
than smaller fin width sample at the same surfatpéeature and air condition. Statistical analysis
shows that if we consider the dimensional thicknestrend of the data of all samples more or less
could be captured by Fs number and channel widilh, X with reasonable accuracy. It is clear that
this accuracy is less than the previous non-dimeasithickness correlation. However, considering
the compactness of the correlation and incorpayatimy the significant parameters with highest

physical degree of influence, the new form cahlsiive some values to be presented.

The compact dimensional form of the thickness ¢atioe has the following form:

t=at 7 (40)

a = ¢;Fs 4 ¢,Chy,* + ¢3Chy, + ¢4 (41)

in which t is the frost dimensional thickness in ramdt; is time in minutes. The power of time,
which is 0.75, has been calculated using an opdiioiz and averaging process of the powers of
data curves for all the geometries tested in tieegmt study at different surface temperatures. The
fact that the averaged power of time was around 0.75 indicates that the froststhigtoveth rate

has a faster rate at the beginning of the test and slows dg\irost test reaches the end. This is
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consistent with visual observations and theoretical analysist ateposition of frost. When a
thick layer of frost has covered the surface, the frosasarfemperature is expected to be higher
than the surface temperature itself, which is kept consliaing the frost tests and this should
reduces the deposition rates at the final stages of theté&ststThe previous studies in the
literature (Brian et al., 1970; Mao et al., 1992; Yamakawa e€t@I2; Yang et al., 2006b; Yonko
and Sepsy, 1967) on frost thickness growth also showed that the poimee o kess than & is

a slope coefficient and is a function of channel wi@h,,) and Frost numbecth,, is again the
average free space between two adjacent tubes in mm (tabamg minus a tube thickness)

shown in Figure 76. The values of coefficients (c's) are shown i P&hccordingly.

Table 20: Coefficients of the dimensional frost thicknessetation

cl c2 c3 c4
0.0629 | 0.001144] -0.0282 | 0.16222

The experimental frost thickness data was predictsidg the present dimensional form of
correlation with reasonable accuracy as shown inr€i§2 and Figure 83 for sample 6 and sample
2 as examples. Although the non-dimensional form of coiwalantroduced earlier showed a better
match especially for sample 6 as shown in Figurant¥ Figure 78, the dimensional form still has

reasonable accuracy for these samples as shoviguire/82 and Figure 83.
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Figure 82: Dimensional frost thickness correlation versus ewpatal measured frost thickness
data for sample 6. Similar results were observed for other samates¢rshown in
Appendix C.
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Figure 83: Dimensional frost thickness correlation versus arpatal measured frost thickness
data for sample 2. Similar results were observed for other sarhptesr¢ shown in
Appendix C.
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The present dimensional form of the correlation alas tested against frost thickness experimental
data of other samples in the present study and eréged in total against 7 geometries each at 3
surface temperatures. The correlation showed rabf®accuracy to predict the 21 different test

conditions and the results are shown an Appendix C.

The dimensional form of correlation was verifiecimgt the experimental data of other studies
(Moallem et al., 2012a) with 0.3m by 0.3m (1ft by 1ft) matrannel coil and the results are shown

in Figure 84.
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Figure 84: Dimensional frost thickness correlation versus previpusllished measured
experimental frost thickness data of Moallem et al. (2012b).
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Figure 85: Dimensional frost thickness correlation versus previpuslyshed measured
experimental frost thickness data of Xia et al. (2006).

The dimensional correlation was verified againsa @d other independent researches such as Xia
et al. (2006) and the results are shown in FigeréA8hough the dimensional form of correlation
cannot capture the experimental data as well aglimensional form of correlation (Figure 80), it

is within a reasonable accuracy.

The error analysis of the dimensional form of therelation is shown in Figure 86. In comparison
of Figure 86 with Figure 81, it is clear that thenrdimensional form of correlation was able to
match the experimental data better than the diraeakform. However, the dimensional form has
large deviation from 1 only in the case of samplehich was non-louvered microchannel fin and a

single set of data for one particular temperatars&imple 3 and sample 5.
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Figure 86: Dimensional frost thickness correlation versus expetan@easured dimensionless
frost thickness data for Samples 1 ~ 7.

Therefore, dimensional form of correlation is stitceptable to predict a large range of
experimental data with reasonable accuracy. Fomtdyag the error and evaluating the

performance of dimensional form of the correlatibable21 is given.

Table 21: Correlation overall performance in prediction of dimersésrirost thickness for 7
different geometries of microchannel samples.

70% of | 80% of | 90% of | 95% of
Sam. [Sam. |Sam. |Sam. |Sam. |Sam. |Sam. | Entire | Entire | Entire Entire Entire Data
#1 #2 #3 #4 #5 #6 #7 Data Data Data Data Base

Base Base Base Base

ERROR

t predicted within
average of  [%] 30.8| 11.7]31.6| 193|373 27.2| 79 | 10.6 | 12.1 | 14.6 18.7 23.7

RMS Error [%] 64.3]23.2 ] 43.7]| 37.6 | 46.0 | 48.8 | 13.4 - - - - 39.6
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In cases where a quick estimation of frost thicknesufficient, the dimensional form might be
very useful while in models where a higher accuraght be necessary, the non-dimensional form

of correlation might be preferred.

8.4 AIR FACE VELOCITY DEGRADATION CORRELATION

8.4.1 Developing the Air Face Velocity Degradatiam@lation

In the previous section, a frost thickness corimtatvas introduced which was shown to be able to
capture the experimental measured data of froskrihss on 7 different microchannel geometry
tested in the present study. The next step to prididrosting performance of a microchannel heat
exchanger would be calculation of the velocity gemnduring the frost test due to the growth of
frost thickness. In order to calculate the air faelcity through the fins simply knowing the air
face velocity coil free flow area would be suffigieln the frosting test, when the frost forms atay
on the fins, the free flow area reduces and itheanalculated via the frost correlation offeredhom
previous section. Frost grows extensively on frigaiding edge of the fins and the maximum
thickness on the leading edge, making this pointnigathe critical velocity for Reynold number
calculation. Thus the free flow area calculationtta fin leading edge is required for further
evaluation of the problem. Although it might bevieil, here some hints and techniques are being
offered for calculation of free flow area using thiekness correlation introduced earlier. Assuming
the value of thickness can be found from thickreeseelation, the free flow area of the frontal side

of the microchannel can be obtained with geometraialtation usingh,, andCh;,. As shown in
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Figure 42 and Figure 87 below, free flow are of egobning gap of the microchannel can be
estimated by'h,, X Chy, so the only necessary step is to apply the frost averagedbat each

desirable time instant to this calculation to find the flew firea of that particular moment.

< Chw

v

t (frost thickness)

f
)¢t
f

Figure 87:Schematic of free air flow area calculation during a frostaesghicrochannel sample. Imau
on the bottom are the identical to the images on top with refefimes on them. Left sic
images show the microchannel in dry start and right side inslgeg the same coil in t
middle of a frost test.

Using the following geometrical calculations, theefrflow area could be simply obtained from

dimensionless frost thickness:
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Atotal freefiow,o = No.of coil flow openings X (Chy, X Ch,,) (42)

Afreeflow,o = Chy, X Chy, (43)
Afreeflow,frost = (Chy, — 2t) X (Chy, — 2t) (44)
Afreeflow,frost _ ChpChy—2tChp—2tChy,+4t% 1— 2t 2t n 4t2

Afrreeflow,0 ChpChy, Chy, Chp ChyCh,,

t [ch 2t t Ch t

2

Using equation (18) we can rewrite equation (43hadollowing:

Afreeflow,frost —1-5 (1 + ghﬂ [1 — 5]) (46)

Afreeflow,o w

Afreeflow,0 1S the initial free flow area of the microchaneeil and is constant area (unchanged
through the frosting test) which is calculated fréame area and geometrical dimensions of the

microchnanel coil such as tube thickness, fin tésls, etc.

Equation (46) can be used at any time instantefrist test to calculate the free flow area of the
small openings of the coil while dimensionless tfrtbéckness is known at every moment from

correlation presented in equation (34).

With knowing the initial air face velocity, the dace velocity of free flow area or at the minimum

cross section area at the fin leading edges cabta@ed using the following equation:
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Aface

Vair,free flow,ty — Vfree,flow,frost = X Vair,face (47)

Afreeflow,frost

Note thatAr,. is the face area of the microchannel coil whicbaisstant during the entire frosting
period andAfcenow frost CAN be calculated from equation (46) at each mowietite frost test.

ThusVair free flow,t» Which varies with time, can be obtained at eveoynent of the frost test using
equation (47) and can be used in calculating Reynolds muBdfere we get into calculation of Re

number, there is an important discussion that neebls addressed.

In dry and wet microchannel coils that were subjefcistudy for decades, the geometry was
assumed to be in steady state condition and exaangeter were measured on the heat exchanger
in a steady state mode. In frosting however, thereoi steady state condition, the geometry is
changing every moment, the velocity adjusts itsétli whese effects, the surface temperatures get
affected by formation of a layer of frost and sotfo&o while, in previous studies, the performance
of coil was rated in a certain air face velocityaotonstant Re number, there is no such concept in
frost formation. The Re number are changing due &mgh in hydraulic diameter of the opening
gaps and changes in velocities. With equation (@8) and using equation (34) to obtain frost
thickness it should be possible to calculate theabke Re number at each stage of the frost
formation. Some of the previous studies used the followéfigition for defining Re number based
on louver pitch for louvered flow in the microchafmin dry and wet condition since the geometry
was unchanging and a steady state geometry was ptesmmgh all stages of the heat transfer or

hydraulic performance evaluation:

Ry = (2t z
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In which L,, is the fin louver pitch andfs,c, r10., is the air velocity at minimum free flow area
wherever happens in the depth of heat exchanges. fotm of calculation of Re number was
majorly introduced by Davenport (1983) and usedr esiace. Other studies, following this
approach, considered replacing the Re number esdclivith hydraulic diametéRep;,) with Re
number based on louver pitch and entirely elimichaep; from the investigation of different
aspects of flow in dry microchannel heat exchan¢€hsang and Wang, 1997; Park and Jacobi,
2009). In the original Davenport (1983) study ir839bothRep, andRe;,, was used to evaluated
the characteristics of flow in microchanneie,,, was used in Colburn j-factor correlation but
Rep, was used to define the regime of flow and claufifich range or coefficients for the
correlation should be used. Many other studies &saenport (1983) also found using Rép;,
very useful in defining the regime of flow, behavad flow in passing though fins and predicting
the thermal and hydraulic performance of louveiadnficrochannel heat exchangers (Achaichia

and Cowell, 1988; Webb and Jung, 1992).

In addition to previous findings on this topicigtclear that Re number calculated in equation (48)
will have a constant value since all the otheraldds remain unchanged in dry or wet test. So it
might be acceptable to use this definition of Re number joanl wet tests. In frost tests however,
the geometry is continuously changing and local viedscin minimum cross section area of heat
exchanger tend to increase due to increase intfrickhess on the surface of the fins. Thus to have
a Re number to be able to reflect these change afhegey and change in local velocities,
definitions other than equation (48) should alsedresidered. This is the reason that analyzing the
Rep; gets important in the frost formation conteRep, defined by previous studies has the

following definition:
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_ (PVYrreeflowDn
ReDh—(—ﬂ )Dry (49)

Which D, is hydraulic diameter of small air openings

Ac
Dy =4 (50)
In which A, is the cross section of the minimum flow area &nd the wetted perimeter of the

same cross section.

It is obvious thaDy, andVf,.¢.fi0w remain constant in dry and wet test however they are changing

through the frost formation process. Since the Re number will have the fajlfovim:

prree,floth) _ (PVfree,flow,frosch,frost) (51)
frost

Re = (
Dy frost o o

In which Veree 710w @andDy, have both the same definition of equation (47) and (50) resplgcti
while they have to be calculated in every momeritasit progression since their value is changing

continuously.D,, in fact should be calculated considering the ftbitkness on the fin surface as

the following:

_ 4Ac _ 4 (Chp—26)x(Chy—2t)
Dh.frost = 4 P~ 2x[(Chp—2t)+(Chy,—2t)] (52)
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In which t is the frost thickness. With knowing the frost Kmiess at each moment of the frost
formation using equation (34) and employing equati¢f6), (47) and (52), Reynolds number
(Rep, rrost) Can be calculated using equation (51). Thus witth Re number which varies with
time and also reflects the true physical charastteraspects of the flow such as geometry and air
local velocity, it would be possible to get onepstdoser to calculate a heat transfer coefficient

which also varies in time according to variableflaiw conditions.

In all this discussion, one might assume that #e® fvelocity is considered to be constant all
through a frost test. In reality the face veloafya coil under frosting condition does not remain
constant and reduces gradually through time. Tédsiation is not insignificant and in fact as data
in Figure 88 shows the air normalized air face vglds 1 at the beginning of the frost test and
reduces as frost test continues. Normalized awcityl is defined as the ratio of air face velocity

(Vair,race) to the air face velocity at the beginning of frest test (/air,faceo) which starts at 1 and

approaches zero as frost accumulates on the coil.

Sample # 6 (18.5 FPI)
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Figure 88:Experimental data of air face velocity reduction for SampBiilar results wel
observed for other samples.

249



Normalized Air Face Velocity = Yairace (53)

V .
air,face

Since frost is a porous media, this air flow or agef velocity might not get to exact zero and in the

present study the frost test continued until a gengll air flow value was present.

Continuing the frost test further was not possiblee to the measuring equipment accuracy
limitation and minimum flow requirement accordingd@andards. Data shows that lower surface
temperature have a faster rate of air face veloeityction and eventually air face velocity reduces

to as low as less 25% of its initial value.

This air face velocity reduction adds another c@xipf to the frost prediction problem since the
Vairface IN €quation (47), which was assumed to be a knownstant quantity, starts to be a
function of time which varies through the test. $twith the continuous reduction of air flow rate
or air face velocity, other quantities SUCh @S fiow,frost IN €quation (47) and eventually Re
number in equation (51) could not be calculatedp@ny unless precise profile or historical
information about air face velocity reduction irckanoment of the test could be achieved. Since it
was mentioned earlier, the air face velocity wémaadd to drop during the frost test in the present
study. It is also possible to force the air fackeity to remain constant all through a frost &sta
heat exchanger by increasing the air flow fan iaal speed. In addition to the fact that it is not
similar to what really happens in air heat pumps real wgreamditions, it requires large amount of
additional fan power especially with progressionfrot deposition. In addition, our calculation
showed it causes the local air velocity in between tbstéd fins to increase by more than 10
times with respect to initial dry conditions due to preseoicthick layers of frost on the surface
and small free flow area. For more detailed didonsabout this topic see Moallem et al. (2012b;

2012c).
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What happens on the air flow side of a heat exatramader frosting condition is as the frost starts
to deposit on the surface and makes a frost lagtaraxconsiderable thickness on the fin surface as
shown in Figure 69, the air pressure drop in passimgugh the microchannel increases
considerably as shown in Figure 70. With increadiegaressure drop, the total air flow rate will be
affected and air face velocity on the microchannel santgfts $0 decrease accordingly. The rate of
this decrease in air face velocity does not depmrg on air pressure drop passing through the
microchannel but also depends on the fan curve thadresistance of the rest of air flow
components. Thus, with every new value of air flow pressige through microchannel in the test,
one should add this value to the values of othidtaay pressure drops of the rest of the components
in the air flow system (circuit) and cross it witle fan curve to find the new air flow rate and new
air face velocity. This requires a detailed modetdlculate and converge in every frost step on the
air flow and also it needs to employ the full chéeastics of the fan curve and the system curves.
Knowing that this theoretical case resolution isalatays possible, there might be other alternative
ways to estimate the flow reduction based on a eurabfactors and simplifying assumptions. In
the present study, a special fan was carefullyemds be representative of a mid class well sized
fan with a near linear curve in the range of opegatondition. The operating point was selected to
be far enough from the two end side of the fanewiien steep changes occurs in the flow. When
the pressure drop increases, the rate of flow dvopld change in a manner very close to an
appropriately selected fan in its mid range of apen. The other fact to be noted is, in the presen
study a small part of air flow was only used ongh®ll microchannel samples and the rest of flow
was unaffected. The amount of flow that was divettechicrochannel samples was around 5cfm
versus the total flow which was around 100cfm. Téwsn with increasing the pressure drop of a
small part of flow and reducing this 5 cfm to zetloe rest of flow was unaffected and the fan
working condition was not influenced much. Therefibis reasonable to assume that data obtained
in the present study on air face velocity reducti@s almost independent of the fan curve and was
due to intrinsic behavior of the geometry and a&spure drop characteristics of microchannel
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samples. It was mentioned that a detail profile of a& faatocity drop such as one shown in Figure
88 is necessary to calculate the correct Re nuatbeach moment of the test. Thus the only way
possible to solve this was to develop an indepandemelation for air face velocity, too. This

correlation should be able to give the value ofae velocity at each moment of frost test.

It is worth noting that obtaining Fanning f-facttwes not help in predicting the face velocity drop
on the microchannel sample. In other words, fadecitg correlation is not needed due to the
absence of information about Fanning f-factor atibn factor. The f-factor can be employed to
obtain the air side pressure drop of each geometing iéntering velocity or face velocity is known.
The fundamental problem here is the face veloadyuction profile cannot be calculated by
knowing only the air side pressure drop of microcighitself but indeed it can only be calculated if
the fan curve and resistance of the circuit are kf®wn in detail. To achieve this goal, the same
fundamental steps taken for developing frost theslncorrelation were taken and geometrical
parameters as well as environmental parameters imagstigated. Because the procedure is very
similar to what used in developing frost thicknesgrelation and to avoid repetition, only results
will be presented in this section. Needless to si#fjerent form of correlation was used and
parameters were optimized with various approachéktbe final form of correlation was chosen

between a set of candidates.

The final form of velocity correlation would be & tfollowing:

VW‘”T% = aFo,,% + bFo,, + 1 (54)

aLr, aCeO

a = (¢;Ché+c;Chyyy.c3)(c4ChY, + c5Chy, + ¢6)(c7ChG+cgChyyco) (Fs)P1 (55)
p1 = (c19ChY+c11Chyy 1) (c13Chy, + 614)(C156h?l+(:166hd+617) (56)

252



b= (C1sch5v+c196hw+czo)(021Chle + ¢52Chy, + 623)(624Ch?i+C25Chd+C26)(Fs)C27 + Cog (57)

In the above equationBp,, has the same definition as in equation (35)@addb are functions
of geometry and Frost numbEs as explained before in thickness correlation. There ared se
constant associated with the present velocity correlationatieashown in Table 2Zh,,, Ch,,
andCh, used in the equations (55) to (57) are supposed to be inserted in jost fmmvenience
of use due to their small numerical values. They can beeehtermeter and this just changes

some of the coefficients (c's) in Table 22 accordingly.

Table 22: Coefficients of geometry in general frost air fageoity correlation

cl| 2.36032E-02||c6 | 5.90549E-08||c11| 9.29921E-01||c16| 1.12464E-01||c21| 4.46048E-03||c26(-7.70151E+01
c2| -5.50886E-01||c7 | 9.37121E-04||c12]|-3.22532E+00||c17| -1.92793E-01||c22| -6.67660E+00}|c27 [ 2.50000E+00
c3| 3.74068E+00[|c8 | -3.02470E-02||c13| -3.31519E-01||c18| -2.08972E-06||c23| 9.30292E+00}|c28| 6.00000E-05

c4| 2.22105E-08[|c9 | 1.24149E+00j|c14| 2.40261E+00||c19| 4.74618E-05||c24| -1.22558E-01

c5| -7.95832E-08||c10| -4.68794E-02]|c15| -2.63953E-03||c20| -2.55006E-04||c25| 6.16741E+00

8.4.2 Experimental Validation and Error Analysigtod Velocity Correlation

The present form of velocity correlation offeredeiquation (54) was able to predict the velocity
reduction on the 7 different geometries tested énpiresent study. Each sample were tested under
three different surface temperature and new cdisalavas able to predict 21 frosting conditions
for the different microchannel geometries. The testilcorrelation prediction on microchannel
sample 6 is shown in Figure 89. Data shows that tHecitye correlation can predict the
experimental data of air face velocity reduction éach surface temperature reasonably well.

Similar results were obtained for other samples.
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Figure 89:Air face velocity drop correlation vs experimental measuredfaae
velocity data Sample 6. Similar results were observed for other samples.

Similar to what was done on thickness correlation, error irpteeent correlation needs to be
evaluated. The overall performance of velocity correlatiorh@va in Figure 90 in which the
ratio of correlation predicted amount of normalized velocityoshiced in equation (54) to the
experimental value of this variable is shown on vertical axisugethe actual experimental
measurement data. There is a concentration of data points oghthside of the horizontal axis
where the normalized experimental air face velocity is iedhis point indicates the starting of
the frost test when the frost test starts and the ratiotoélagelocity to initial velocity is 1. As
frost test progresses, the normalized velocity decreases from 1 and tpeidstanove to the left
side of the plot. Figure 90 also shows that near the end téghevhere the air velocities are low
the error percentage in prediction of correlation increases.eTpeisits are the same points
similar to what can be observed in thickness data in Figure 8 &nd of each test when the

velocities are very low. As shown in Figure 89, correlation doet fail to predict the
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experimental data at the end of each frost test. However beitamiseagnitude of velocity is

small, a large percentage of error occurs even with relativelietindieviation.

Air Face Velocity for All Samples

2.0

0 Sample 1 ¢ Sample 2 - Sample 3 A Sample 4 O Sample 5 + Sample 6 X Sample 7|

18 1
16T
14 1

12 1

1.0
08 T
06 T

Nor. Vel.corr. / Nor. Vel.exp. [ ]

04 T

0.2 T

0.0 : t : t : t :
0.0 0.2 0.4 0.6 0.8 1.0

Normalized Velexp] ]

Figure 90:Frost air face velocity correlation versus normalizedeerpental measured
face velocity data for Samples 1 ~ 7.

Figure 90 can be deceiving to present how much percentage dhthere within a certain
percentage of error since the concentration of data point isniform all through the horizontal
axis. The data points have been collected in equal time intervaks firogh test however since for
considerable time of the test the air velocity is nearainitelocity as shown in Figure 89, the
concentration of data point are more around 1 in the horizontalofx#sgure 90. A small
percentage of the whole data points are located outside ¢€3taay of the present correlation

according to the following analysis. To evaluate statisyidaw much error the correlation has
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for predicting the experimental velocity data, Table 23 iemiError analyzing data in Table 23
are calculated for 375 data points in 21 frost tests on 7 gaemefrthe present study each in
three different working conditions. The error was calculatedrtiiee same method described in
thickness correlation section in equation (38) and (39). Data shotvgetbaity correlation can

predict the entire data points with an average error of 7.7% whiale&sanable accuracy.

Table 23:Velocity correlation overall performance in prediction of ndipesl air fac
velocity for 7 different geometries of microchannel samples.

70% of |80% of |90% of | 95% of
ERROR Sam. |Sam. |Sam. [Sam. |Sam. |Sam. |Sam. | Entire | Entire | Entire | Entire Entire Data
#1 #2 #3 #4 #5 #6 #7 Data Data Data Data Base

Base Base Base Base

Nor. Air Vel.

predicted within | 9.2 | 3.1 |21.6| 46|48 (62|47 3.2 | 3.9 | 54 6.2 7.7

average of + [%]

RMS Error [%)] 15.0( 48 [34.7| 75| 7.2 ]| 87 | 85 - - - - 12.3

It is worth noting that all of the equations men#d in this section, equation (34) to (57), are
explicit equations that can be setup using an estestt and give the exact value of frost thickness,
air velocity, hydraulic diameter of flow openingceat each desirable moment frost test. When
using the air face velocity correlation offered in equaftf), the exact value of air face velocity
at each moment of frost test can be known. Then equationg44%)(51) and (52) can be used

to calculate the correct Re numbgef, r,s;) at each desirable time of the frost period. This Re

number will be used to predict the heat transfer coefficient in theseetion.
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8.5 HEAT TRANSFER CORRELATION

8.5.1 Developing the Heat Transfer Correlation

A detailed discussion about importance of heat transfer ceeifs and the approach to calculate
it was presented in previous section "Heat Transfer CaosfticCalculation”. In the present
section, a correlation is offered to predict the experiments&d d& measured heat transfer
coefficients in the form of dimensionless form of Colburn j-factarthe previous sections,
correlations for frost thickness and air face velocity weesented and this foundation is needed
for describing the heat transfer behaviour. Since there hareébaumber of studies in the past
that obtained the heat transfer coefficient for dry andmietochannel coils on a large bank of
geometries (Chang and Wang, 1997; Kim and Bullard, 2002; Park aohi,Ja0809), it was
found more appropriate to try to modify their general correlatoimclude additional terms for
frosting behaviour. In this approach, not only the new correlationimsnvalid for about more
than 100 previously investigated geometries in dry conditionit lmatn also predict the frosting
behaviour of at least 7 new geometries from the present winge $he present form of frost
correlation contains the previous dry correlation as basic tehasstructure of the previous
correlations should be explained a little bit in details. On&é®ftost famous microchannel coll
j-factor correlations is Chang and Wang (1997) correlation thadstigated the 91 different
microchannnel samples under dry condition. Some of these samples exeerimentally
investigated by the authors and some others experimental dat@atkesed from a large data
base of previous studies (Achaichia and Cowell, 1988; Davenport, 1983; Webbrajnd 992).

Chang and Wang (1997) investigated all of the experimental ddtdeaeloped a j-factor that
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could predict 89% of the data within +15% average accuracyfifilleform of their correlation

was as the following:

. _ g\0:27 (g \"O14 /o \=029 /. \=023 , \0.68 /. \—028 / in -0.05
L A Y € B e O R,
14 14 14 14 14 14
In which Re,, is the Reynolds number based on louver pitch defined in equationd(48the
louver angle in degrees while all other geometrical paramate in mmL,, is louver pitchf, is

fin pitch®® (fin distance)F; is fin lengt, Chy is coil depth or fin depff L, is louver length7,,

is tube pitch and;;, is the fin thickness as shown in Figure 76.

Chang and Wang (1997) correlation offers one value for eacltyartgeometry since it was

developed for dry conditions and there is no time dependency in the correlation.

Park and Jacobi (2009) took this correlation and progressed itegnéugher to capture j-factor
of 126 samples from nine independent experimental setups in dry coadiiothors showed
that their correlation have advantage over the Chang and Wang ¢t@@iation since their new
form of correlation could predict 92.6% of the data of 126 samplésnwi20% or 83.2% of the
data with +15%. This was true while Chang and Wang (1997) cooreleould predict the 84.3%
of the data of 126 samples within £20% or 74.0% of the data oka2ples within +15%. A
minor disadvantage however was the correlation was more dlath@iad needed a few separate
terms to be evaluated to obtain the final results. The final fofrRark and Jacobi (2009)

correlation was as the following:

Cy Cs C, C7 Cg Co
= Cii CopyCa (FL) ™ (Cha)® (L)"e (F)7 (4 _ trim) ™ (Lo
] = Cl]Re]low]louvere 2NLB (Lp) ( Fp ) (Fz) (Tp> (1 Ly ) (Fp) (59)

*Itis equal toChy, + tpy,.

' Itis equal to/F2+ChZ,.
2t is defined as tube depth in Chang and Wang{)L8&dy. It is considered the same as fin depthén
present study.
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F.
[C10+C11C05h<—p—1)]
Lp

. . (Lp chg \]7*

Jiow =1 —sin (E . 9) [cosh (ClzReLp —Cy3 NLBFp)] (61)
: Ch F,
Jiouver = 1 — C14tan(6) (NLB(;:p) cos [271 (Lpta:l(G) - 1.8)] (62)

In the above relationg;; to C;, are numerical constants that are shown in Tabfé Dther
quantities such age, jiow andjiouver are functionske,,, or other geometrical parameters that

are expressed in equations (60) to (2)s louver angle in radian®;z is number of louver

bank$’, F, is the fin length,, is louver pitch,Ch, is fin depth or channel depth,; is louver

length,T,, is tube pitchs;, is fin thickness and, is the fin pitch as shown in Figure 76.

Table 24: Constants used in (Park and Jacobi, 2009) j factor tiomela

cl 0.872 c4 0.149 c7 -0.902 c10 -0.458 c13 0.142
c2 0.219 c5 -0.259 c8 2.62 cli| -0.00874 cl4 -0.0065
c3 -0.0881 c6 0.540 c9 0.301 cl2 0.049

The first attempt to develop a frost correlation might be trgmgtart from a validated dry
microchannel j-factor correlation and add non-dimensional teamns$ to be able to capture
degradation of heat transfer coefficient or j-factor. Treummption however then would be the
heat transfer coefficient at the beginning of the frostwestld be equal to the dry steady state
heat transfer coefficient. Although this might be the common\meBence the surface is assumed
to be dry at the beginning of frost test, this was not verifigh tlie data collected in the present

study as shown in data of , Figure 74 and Figure 75.

% The accuracy of the constants are different frava another however they were published in Park and
Jacobi (2009) study in the same format. It is dughe uncertainty analysis and confidence interveds
more details please see Park and Jacobi (2009).

% Most of the ordinary microchannels have 2 banksups) of louvers in each fin that are aligned in
opposite direction as shown in Figure 76.
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The reasons for this difference will be discussed next. Sirsmems it is a common belief, the
first attempt would be trying to relate the existing dry heansfer coefficient with the heat
transfer coefficient experimental data in the frost tesss av possible form of correlation.
Assuming the heat transfer coefficient to be equal to the dry tressfer coefficient in the
beginning of the frost test, allows only particular form of t&mm be added to equation (59) to
account for effect of frost. These terms must be equal tahk dteginning of frost test if they are
being used as a coefficient. On the other hand, the dependency afameétr coefficient on
Reynolds number especially in the cases that geometry ngjickgais a well established fact in
heat transfer and is well explained in heat transfer handbookke Iprévious section the Re
number that accounts for the change of hydraulic diameter andldmeearea velocity was
introduced. To incorporate the effect of this Reynolds number intdrtheorrelation of equation
(59) and find the appropriate power seems to be a reasaagnieach. Adding any power of
Reynolds number diverts the results of equation from the initialsthrt value of j-factor.
Therefore a ratio of Reynolds number was added to the casreleqjuation (59) and the power

was adjusted. The result of preliminary form of equation is as tlosviol:

Cy Cs C C,; (o Co 0.5
o Ciini ConGs (Fr) ™ (Fa) ™ ()’ (B _8) (e Renhfrosf}
J = Cureliow)1ouver® ZNLB (Lp) (Fp) (Fz) (Tp) (1 Lp) (Fp) {Rethry (63)

All the terms of equation (63) were defined in equations (6Q2p. The last term on the right
hand side of equation (63) is the ratio of Reynolds number based on hydiameter during the
frost progression to the Reynolds number of dry conditRe), fosc and Rep, g, Can be

calculated from equation (51) and equation (49) respectively.

This ratio of Reynolds number is 1 at the beginning of the fess since both Reynolds numbers

are equal. As the frost test progresses howéegy. ., responds based on the rate of change of
its component®y, ryos; aNd Veree riow,rrost While Rep, 4, remains constant all during a frost

test. SinceDy, o5 IS calculated based of the free flow area, it is contirlyalecreasing during
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the frost test while th,.c. riow,rost INCrease at first because of growing of frost thickness at the
surface with a linear rate while face velocity drop hasiial delay to drop. The result of these
influences cause the entire ratio of the Reynolds numbers teaseror decrease at different
times of the test. The result of equation (63) in predictingraohannel samples j-factor under

frosting condition are shown in the Figure 91 and in figures of the neidrsect

0.05 Sample 6
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0.04 rEr—— e ara———ra———aaa—
e ¢ ep o ep o ea» o ea» o ea» o a» |- 1
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- —_
2 -
o Ts=-5°C (=
i - 06 ~
— 0.02 -
\ - 04
=== -j dry_Corr_Chang & Wang (1997)
0.01 — == < <j dry_Corr_Park &Jacobi (2009) |H
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Figure 91: Comparison of preliminaryfgetor correlation with experimental data during 1
tests on microchanné&ample 6 with different surface temperatures. Prelim
correlations is developed based on the assumption thetoy at the beginning of t
test is equal to dry steady state j-fac®imilar results for tother samples are sh
in Appendix F.
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8.5.2 Experimental Validation and Error Analysigioé Preliminary Form of Heat Transfer

Correlation

Figure 91 shows the result obtained using the developed correlatequation (63) versus

experimental data obtained for j-factors based on experimEmsred dashed line is the new
preliminary version of correlation while the straight lirsd®ows the values of previous dry j-

factor correlations. Dry | factor obtained in the present sy experimental data for j factor

during frosting tests for three working surface temperatameslso shown. Data shows that the

correlation is able to recognize the time of the frost cyrld the moment in which the heat

transfer starts to drop significantly is captured by thign of correlation due to presence of

velocity effect in the Reynolds number employed. Figure 91 also stiavhe new correlation

over predicts the experimental data significantly and onlgeaehd of the frost test the results of

the correlation gets closer to experimental values of j-factor.
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Figure 92: Comparison of preliminaryfgetor correlation with experimental data during frost

on microchannel Sample 3 and 4 with different surface tempesatiireliminar
correlations is developed based on the assumption that j-factor aptheibg of thetes

is equal to dry steady state j-factor.
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The other fact is, regardless of fluctuations of experimental data, it keaintise average starting
point of the correlation at time equal to zero is considerablyehithan the average starting point
of experimental data at the time t=0 especially for the teih surface temperature of -8°C and -
11°C. Investigating other samples showed the same kind of misimetieben the experimental

data and correlation predictions as shown in Figure 92.

Data of sample 3 and sample 4 in Figure 92 shows that beforedeximg any further
modification on the form of correlation to capture the fluctuatiothefdata, the starting point at
t=0 seems to be an extremely elevated point to estimasdfieg | factor at the beginning of
the frost test. It should be noted however that in the first 1 minfitthe test the trend of
experimental data should not be interpreted as j factor is figinga value near 0 to the value of
around 0.003. Time zero is the moment that air flow starts on tesaoiple and it takes around
one minute until a quasi steady state condition between sudagetatures and heat transfers
components is achieved. Thus the value of j factor at thenfiraite could not be determined
with certainty however it is also hard to accept that tHacjor starts with the initial dry
correlation value of 0.041 in sample 4 or 0.033 in sample 3 and suddédess than 1 minutes,
before the pictures even could record a barely visible thin tfyfeost on the surface, the j factor
drops to around 0.035for sample 4 or 0.025 for sample 3. This very highofadterting point
prevents the correlation to make a reasonable prediction ekffeximental data no matter how
many different form of correlation were attempted. Actuallghor tried various different forms
of correlations however no form was found to be able to predieddberimental data well due to
presence of this steep descent or high starting value. lgatistj all of the experimental data on
all other samples showed that the experimental data of avefagter are considerably lower
than j-factor offered by previous correlations for dry steadtestondition. The results of error
analysis showed that if the assumption of equality of heat &ranekfficient or j factor in dry

steady state condition and in the beginning of the frost tesikentthen the error in the
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correlation prediction can not be reduced beyond around 29% eventhgitbest form of
correlation according to Table 25. Data on Table 25 shows the loperidrmance of the best
correlation that could be found which is the same as equation (63) with theotisaurh equality

of heat transfer coefficients in dry test and initial frosttest

Table 25; factor preliminary correlation overall performance witdsamption of equali
of j factors at initial stages of frost formation and dry steady $tat.

70% of | 80% of |90% of | 95% of
Sam. |Sam. |Sam. |Sam. |Sam. |Sam. |[Sam. | Entire | Entire | Entire | Entire Entire Data

HL | #2 | #3 | #4 | #5 | #6 | #7 | Data | Data | Data Data Base
Base Base Base Base

ERROR

j factor

predicted within | 10.5(37.4|35.0|27.1113.5(35.7(45.2| 22.8 | 23.9| 26.3 | 27.7 29.2
avergare of + [%)]

RMS Error [%] | 12.4| 41.2| 40.5]| 28.4| 16.3| 38.5| 48.6| 245 25.7 28.5 30.4 32.3

Data on Figure 93 shows the ratio of predicted j factor torewpatal j factor by assuming that |
factors are equal at the beginning of the frost test and elmg\sstate condition. According to the
data, that large deviation of data from one in most of the tasdwious and this indicates that

correlation over predicts significantly the experimental data of headfer coefficient or j factor.

The other fact is, if the assumption of equality of heat tramsfefficients at the beginning of the
frost test and dry steady-state test is abandoned, thérdrester coefficient could be lower than
the dry steady state value. This is mainly because tmpetrature difference that is the
temperature difference between air inlet and outlet whicthdsmain component in calculating

heat transfer coefficient is affected by presence ofradion (sublimation). Although in

% |f the dry test results obtained from the prestudly is decided to be employed, they show evegleh
value than existing correlations for dry microchelsn So even with the assumption that the present
experimental facility over predicts the heat transfoefficients, the initial frost heat transfeeffacient is

still lower than the existing dry heat transfer fficeent or j factor correlations. Authors purpogelid not
chose their own dry test experimental results fvetoping the correlation first to show that anglad
reduced heat transfer coefficient in the beginmihfyost test is also valid by using other validhpgevious

dry heat transfer coefficients. In addition to tHat dry steady state tests, larger coils mightca better
and more accurate results since Logarithmic tentperadifference could be employed with larger
temperature difference in refrigerant side.
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calculating the heat transfer coefficient only sensible ntadei of heat transfer is being
considered, the presence of latent magnitude of heat tramsitsr abbsence have effect on the
value of the sensible magnitude of heat transfer. This prasesgll understood in reverse
condition in cases such as evaporative cooling when presencentfriagnitude of heat transfer
due to evaporation affect the outlet dry bulb temperature of oailetand of course
thermocouples can measure a different value of sensiblettaeafer when evaporation is
present. In the sublimation or ablimation where water vapourenath deposits on the cold
surface same mechanist of altering the sensible magnifudgeab transfer happens. One might
argue the following. It is assumed that when magnitude ofldeniseat transfer changes, the
temperature difference between air inlet and outlet chamgleshe same magnitude so that heat

transfer coefficient should remain the same whether or not ablimatistn exi
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Figure 93: Overall performance of preliminary correlation ultes versu:
experimental data for Samples 1 ~ 7 with assuming the j faeit
equal at the beginning of the frost test and in the dry steady state test
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This assumption might not be true. It is very true that when matmbf sensible heat transfer
increases 20%, the temperature difference between aiaimdedutlet also increase 20% too due
to linear relation they have according to equation (23). Howei®niit true to assume that same
20% exist in a logarithmic function of temperature differencel iisealculation of heat transfer
coefficient in equation (19) and (20). Logarithmic temperature differein@eges with a different
rate than does sensible magnitude of heat transfer. Thugathien of these two quantities
which is the heat transfer coefficient does not remain thee $setween two cases of dry steady
state condition and initial frost test stages. Also the Itdgait temperature difference is affected
by other components such as surface temperature as well whillifavent values in different
tests. This even make it more improbable that sensible magoitingat transfer and logarithmic
temperature difference vary with the same rate betweercases of dry steady state condition
and initial frost formation stages even if similar tengpere differences are used for both
conditiorf®. That might be the reason that in Figure 91 and Figure 92hddiower the surface
temperatures, the initial heat transfer coefficients ab#mnning of the frost test is lower. The
summary is the results of all of the experiments in the presahy for all the geometries showed
that the experimental dry steady state heat transfefiaert or j factor was considerably higher
than the heat transfer coefficient or j factor under frostimgdition as Figure 91 and Figure 92
show examples of it. The lower the surface temperaturelaiver the initial heat transfer

coefficient.

This fact leads to give up the limitation of forcing the alitieat transfer coefficient to be equal

to it's dry steady state value. Therefore again the atiorland data was modified to find a

% As it was verified in the present study, although same temperature difference between air entering
temperature and surface temperature was employeebiicases of dry steady state test and frost sabt,

dry heat transfer coefficient was much higher tfrasting heat transfer coefficient at initial stagef frost
formation as shown in the figures of this sectidhis was attributed to effect of latent magnitudéeat
transfer on the temperature difference while ttifect does not appear with the same magnitude én th
sensible heat transfer as explained above. Asudt tesat transfer coefficient in the frost test hadifferent
value in comparison to dry test.
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better match. Data analyzing showed that in average, therfitist heat transfer coefficient or |
factor was around 79% lower than the dry steady state hewfaracoefficient. This was

incorporated into the correlation which led to final form of correlation afotlosving:

Cy Cs C lo Cg Co 0.5
] .. . Cs (F F L\"“6 (F 8 L Rep, fros
)= Cnontona®n3 (1) (2 (" (2) (1-2)" (&) oo iz

Lp Rethry

F
[C10+Cllcosh(—p—1)]
Lp

. . Ly Chg -1

Jiow =1 —sin (F—p . 9) [cosh (ClzReLp —Cy3 rsl‘"p)] (66)
. Ch F,
Jiouver = 1 — Cratan(6) (NLB‘;p) cos [Zrc (me’;'l(e) — 1.8)] (67)

In the above relationg;,; to C;, are numerical constants that are shown in Table 24. Other
quantities such gge, jlow @andjiouver are functionRey, or other geometrical parameters that are
expressed in equations (65) to (6F)s louver angle in radiandl; gz is number of louver banks,

Fy is the fin lengthL,, is louver pitchChg is fin depth or channel depth, is louver lengthT, is

tube pitch,tg, is fin thickness and, is the fin pitch as shown in Figure 76. Although the
coefficient of 0.79 could be merged into coeffici€ntit was preferred to keep it in the current
form to remind the user that only when the microchannel is wortkidgr frosting condition this
coefficient and Re ratio on the right hand side of this equation sheulded and in other cases
to obtain the dry steady state j factor, the original ParkJaodbi (2009) correlation in equation

(59) should be used.

Figure 94 shows the results obtained from the final form ofetadron for sample 6 under

frosting condition. Although the correlation is not still able w&ptare the fluctuations of
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experimental data there are two facts that prevent therafrom employing more sophisticated
form of correlation. First, the uncertainty on measurement ohélae transfer coefficient and j
factor which was around 20% according to calculations. Thisestgghat major part of
fluctuations of experimental data in Figure 94 is simply an@salf measured data and does not
reflect a significance physical behaviour pattern of frost formationgrhena. Second fact is this
pattern was not consistent through all of the samples and theritrochannel samples have a

different shape of increase and decrease as shown in Figure 95 aredJeig
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Figure 94: Comparison of final form offgctor correlation with experimental data for frost 1
on microchannel Sample 6 with different surface temperat@iesilar results fc
other samples are shown in Appendix F.

Results of correlation prediction on sample 4 and sample 3ianensn Figure 95 and Figure 96.

Similar results for other samples are shown in Appendix F.
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Figure 95: Comparison of final form offgctor correlation with experimental data
frost tests on microchannel Sample 4 with differemtface temperatur
Similar results for other samples are shown in Appendix F.
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Figure 96: Comparison of final form offgctor correlation with experimental data for frost 1
on microchannel Sample 3 with different surface temperat@iesilar results fc
other samples are shown in Appendix F.
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The correlated frost thickness and velocity has been used tdatalthe ratio of hydraulic
diameter Reynolds number to be used in j factors correlainme the end user might not possess
the detailed experimental data of thickness and velocity ddrivey operation. If the real
measured data are used to calculate the Reynolds number atat,j$ame improvements were

observed on predictions of j factor as shown in Figure 97.
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Figure 97:Comparison of j factor correlation calculated based onexpérimental data vers
using correlated data of frost thickness and air velocity for sampld S8aample 4.
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For two samples shown in Figure 97, data shows that using essuned data improves the
correlation to predict experimental measured j factor; the ingpnewnt for sample 3 is more
visible. In general, for the remaining samples, a significaprovement of the correlation was
not observed when using the real measured data of frost théckndsface velocity. This was
because the thickness and velocity correlations were good rerapgroximations of the

experimental data at every instant during the period of the test.

8.5.3 Experimental Validation and Error Analysidloé Final Form of Heat Transfer Correlation

The overall performance of the final form of j-factor coriela for the frosting conditions is
reported in Figure 98, which plots the ratio of correlated j fact@xperimental j factor for all
the samples used in the present study. The data of Figure 98 igifmegement in comparison

to previous error ratio on Figure 93.

The correlation has been able to predict majority of the plaitats with acceptable accuracy.
There is an interesting behaviour of the predicting correlatiaghe very end of the frost period.
An example is discussed for sample 3 at the end of teérfgoperiod, for which there appears to
be a large deviation between the predicted j-factors mnepletely blocked frosted coil and the
experimental measurements. It should be noticed that there apoimis for sample 3 on the x-
axis of Figure 98, in which the ratios of j-factor from ttwrelations to the j-factor measured

result in zero.
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Colburn j-factor for All Samples
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Figure 98:0Overall performance of final form of j factor corretativersus experimental data
Samples 1to 7.

For those two points, the surface temperature was -11°C andgfeagtquickly blocking the
entire apparent flow free area at the end of the testi®tree high porosity of the frost at a fin
surface temperature of -11°C a very small air flow rate maasured even during the last few
minutes of the test. Thickness plots in Figure 108 of AppeBdiar sample 3 confirm that the
thickness of frost at -11°C was high enough to cover the entitiealegap in between the fins at
the front of the coil. Therefore the calculated Re number from3q.\elded to zero and the
corresponding predicted j-factor from Eq. (64) resulted in a zero valueisTdhgngular situation
in which the correlation predicts full blockage of the flow #mas zero heat transfer coefficient.

The experimental j-factor had still small but measurablaeglThe ratio of the predicted to the
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measured j-factor is of course zero as shown in the lasdteopoints for sample 3 in Figure 98.
This behaviour shows one of the limitations of the heat ®arcirrelation developed in this
work, that is, the porosity of the frost is not taken intcoaot when determining the actual free
flow area in between the frosted fins. While this effeanisst likely to be negligible for most
part of the frost period, it seems to become significantséonple 3 at -11°C for which the
porosity of the frost plays a dominant role during the last coupfiarinutes of the frosting

period.

The error analysis showed that the current version of cbarelaould predict the experimental
data of j factor under frosting condition for the entire bank ofntiochannel samples used in
the present study within an average of 16.7%, as shown in Table 2BM3error for the entire

set of data is 19.8%.

Table 26: j factor correlation overall performance

70% of |80% of | 90% of | 95% of
Sam. |Sam. [Sam. [Sam. |Sam. |Sam. [Sam. | Entire | Entire | Entire | Entire | Entire Data

#1 #2 #3 #4 #5 #6 #7 Data Data Data Data Base
Base Base Base Base

ERROR

j factor

predicted within |18.9|14.9(21.3112.2119.7(12.2(17.6] 11.9| 12.7| 14.4| 15.6 16.7
average of + [%]

RMS Error [%]] 19.9 [ 18.3]| 29.0| 14.2]| 21.0 [ 14.8] 21.0| 13.3 14.3 16.6 18.3 19.8

One might point out that not all of the microchannel geométpasameters such as louver
dimensions, pitch, and angle, were used when developing the hetertcaesficient and j-factor
correlations during frosted conditions. This is a first approtionaand the geometry of the
louvers were considered in the first terms of Eq. (64) fRark and Jacobi (2009) correlation.
This equation served to predict the j-factors in dry operatingitiamsl for all the fin samples
tested in the present work. The effect of the louver geometry, pitchangle was also accounted

for in evaluating the initial value of j at the beginning of fhest test. After frost begins to
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accumulate on the surface and create a resistance to tlilfreea, the hydraulic diameter of
the rectangular space in between the fins at the leadingoédige fin sample was considered to
be the main parameter that restricts the air flow. Tloiw restriction was captured by the

Reynolds numbemRe), rros¢) Calculated using equation (51).
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CHAPTER IX

SUMMARY AND CONCLUSIONS

The present work focused on various aspects of frost formation on louveted fiois in outdoor
microchannel heat exchangers used in air source heat pump sy&tenagproach taken was to
perform laboratory experiments on small scale coils and safimgdethat were cut out from
commercially available heat exchangers and to replicakedperating conditions in laboratory.
A special setup was built in a wind tunnel at Oklahoma Stateelhify to provide small and
uniform conditioned air stream on microchannel fin samples ttatvheous fin density, fin
height, and fin width. In this project, more than 150 tests wattious surface temperature, air
velocity and air humidity were performed on 12 different microchannel fin samipfen samples
had differences in the geometry and 5 fin sample had idegtacahetry but with various surface
coatings. The effects of surface temperature, fin geomestigiace coatings and environmental
parameters such as air humidity and velocity on the thermahyahdulic performance of the
microchannel heat exchangers under frosting conditions werdedtudlydrophilic and
hydrophobic fin samples were tested to evaluate the effectdsbpiyilicity on water drainage

characteristics of microchannels under frost, defrost, and re-frost operatitigans.

Frost thickness and frost mass were measured and the small saltopted for uniform frost
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growth on the entire face area of the fins. In addition to at arhd outlet dry bulb and humidity
measurements, surface tube wall temperature during frosatme conditions was directly
measured which was a major innovation of the developed methodology.e&sure drop across
the coil, heat transfer rate degradations and heat transféciem¢s in form of Colburn j-factor

during the frosting periods were also measured and discussed in details.

The work presented in this study suggests that non-louverefinaensity sample had longer
frost time but lower capacity in comparison to louvered samphesgdin in frost time was more
than 3.2 times while the reduction in capacity was about 1&stiwhen considering louvered
fins, variation of the fin width did not improve the frosting periance of the fins significantly,
but increasing the fin depth seemed to increase the fin capa8@$o] with some penalization of
the frosting time (-6%). Increasing air velocity from 0.8 (@s7 fpm) to 1.6m/s (315 fpm) could
improve the capacity of the fins up to 53%. Decreasing air humidity from 0.004 to 0.003ekg-wa
per kg-air (92% R.H. to 72% R.H.), increased frosting timexpeaed by as much as 5.7 times
higher while initial capacity decreased by 14%. Surface temperhad the highest impact on
frosting time and capacity of all fin samples. 6 degreesiu3elsigher surface temperature

resulted in around 1.8 times decreased initial capacity but as much as 3.3 toeesrizst time.

The data suggest that the hydrophilic coated sample resulteidhitlysincreased frost time in
comparison to hydrophobic sample. This was attributed to betti@adeacharacteristics of this
sample. Five frost/defrost cycles were performed on eachdcsateple and time of the next
consequent frosting cycles decreased as the cycling progiréddeugh the time of frost cycle
for the first frost cycle was almost equal for all coagadhples, the time of the fifth frost cycle
was considerably lower (30%) than the first cycle for the hydraphsaimple. This reduction in
time was less noticeable (15%) in the hydrophilic sample.ufRcoated sample the reduction in
time was 27% that is in between the value of hydrophilic andopyabic sample. Based on the

results obtained in the present study, the impact of surfacgaa the frosting performance
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was considered secondary with respect to the effect due toestefaperature and geometry.
This might be due to the fact the sample used as baselarene¢ had already fairly good water

drainage characteristics.

This study also broke new ground on developing a set of three erhpoicalations for frost
thickness, air face velocity drop, and heat transfer coeffi¢ieat properly account for frosting
operating conditions of 7 fin geometries for microchannel heat egehs. The developed
correlations were verified for fin surface temperature ragpd@iiom -12C (12°F) to -BC (23°F)
and were able to predict the frost thickness, air face wgldegradation and dimensionless heat

transfer Colburn j-factor within £17.6% and +7.7% and £16.7%.

Frosting heat transfer coefficients were developed basedh®nLMTD method and by
considering existing correlations available in the public dorf@idouvered fins in dry steady
state conditions. One heat transfer correlation was found to theutaaty suitable to be modified
in order to account for frosting operating conditions of the foldesl \fiith louvers. Additional
terms were included to account for the frosting behavior and the new heat trarmsietioarwas
experimentally validated for seven fin geometries tested irpthgent study. Correlations that
predict the frost thickness and the reduction of air facecitglduring frosting operation were
developed in order to calculate the instantaneous air-sideoRisy number during frosting
operation of the fins. These parameters were keys for gregitte heat transfer rates of the
microchannel coils in quasi-steady state frosting operating toemsli Future work might include
more testing and modelling on full-scale coils in order temxthe developed frost heat transfer

correlation for a larger set of fin geometry and operating conditions.
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APPENDICES

APPENDIX A: FROST MASS MEASUREMENTS DATA

In the present appendix, the detailed measurements of frost mass for eaelstfimsieach

microchannel sample starting form dry-start condition for theffiost cycle are presented.

Frost Weight (g)

Figure 99: Frost weight measurements on microchannel sampleffeardisurface temperatures.
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Figure 100: Frost weight measurements on microchannel sample Z2egiurface
temperatures.
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Figure 101: Frost weight measurements on microchannel sample Zedrtiffurface

temperatures.
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Figure 102: Frost weight measurements on microchannel sample 4sdrtiffurface
temperature$The only -5°C frost teghat took long more than 60 minutes am
all samples was sample 4. Since sample 4 was not an extreme geomebry, aut
suspected that this was a possible anomaly with the -5°C frostiteample 4.
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Figure 103: Frost weight measurements on microchannel sample ®egrdifurface temperatures.
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Figure 104: Frost weight measurements on microchannel sample @egrdifurface
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Figure 105: Frost weight measurements on microchannel sample &egriurface

temperatures.

294

Frost Weight per Coil Face Area (kg/m?)

Frost Weight per Coil Face Area (kg/m?)



APPENDIX B: FROST THICKNESS MEASUREMENTS DATA AND DIMENSNLESS

FROST THICKNESS CORRELATION

In the present appendix, the detailed measurements of frost thicknesshftnogatest on each
microchannel sample are presented. On each plot, result of developehidiosess correlation

is also shown.
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Figure 106: Experimental data of frost thickness on microchannel samplieréeasurface
temperatures. The developed frost thickness correaltion is also ghtre
figure. Air temperature = 1.7°C/0.6°C db/wb
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Figure 107: Experimental data of frost thickness on microchannel samplier@easurface
temperatures. The developed frost thickness correaltion is also ghte
figure. Air temperature = 1.7°C/0.6°C db/wb
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Figure 108: Experimental data of frost thickness on microchannel samptler8easurface
temperatures. The developed frost thickness correaltion is also gntve
figure. Air temperature = 1.7°C/0.6°C db/wb
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Figure 109: Experimental data of frost thickness on microchannel samplierdeasurface

temperatures. The developed frost thickness correaltion is also &ndive
figure. Air temperature = 1.7°C/0.6°C db/wb
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Figure 110: Experimental data of frost thickness on microchannel sampller&easurface
temperatures. The developed frost thickness correaltion is also &ndive
figure. Air temperature = 1.7°C/0.6°C db/wb
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Figure 111: Experimental data of frost thickness on microchannel samplieréeat
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112: Experimental data of frost thickness on microcharample 7 at three surface
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Air temperature = 1.7°C/0.6°C db/wb.
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APPENDIX C: FROST THICKNESS MEASUREMENTS DATA AND DIMENGNAL
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Figure 113: Dimensional form of frost thickness correlation vs expetahdata of frost
thickness on microchannel sample 1 at three surface temper&iutesaperature =

1.7°C/0.6°C db/wb.
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Figure 114: Dimensional form of frost thickness correlation vs expetihdata of frost
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thickness on microchannel sample 3 at three surface temperaiutesaperature

= 1.7°C/0.6°C db/wb.
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Figure 116: Dimensional form of frost thickness correlation vs expetahdata of frost
thickness on microchannel sample 5 at three surface temperaiutesaperature
=1.7°C/0.6°C db/wb.
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Figure 117: Dimensional form of frost thickness correlation vs expetihdata of frost
thickness on microchannel sample 7 at three surface temperaiutesnperature
= 1.7°C/0.6°C db/wb.
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APPENDIX D: AIR PRESSURE DROP MEASUREMENTS DATA

In the present appendix, the detailed measurements of air side pressureidmfyaii tests for

each microchannel sample are presented.
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Figure 118 Experimental data of air side pressure drop on microchannel sample
frosting condition at three surface temperaturdg. temperature
1.7°C/0.6°C db/wb.
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Figure 119 Experimental data of air side pressure drop on microchannel sarupige
frosting condition at three surface temperaturddsr temperature

1.7°C/0.6°C db/wb.
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Figure 120: Experimental data of air side pressure drop on microchanipé Saumder
frosting condition at three surface temperatures. Air temperature =

1.7°C/0.6°C db/wb.
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Figure 121 Experimental data of air side pressure drop on microchannel sample 4rostiec
condition at three surface temperatures. Air temperature = 1.7°C/0.6°6. db/w
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Figure 122: Experimental data of air side pressure drop on microchanipd £am
under frosting condition at three surface temperatéiesemperature :
1.7°C/0.6°C db/wb.
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Figure 123 Experimental data of air side pressure drop on microchannel sample ¢
frosting condition at three surface temperatures. Air temperature =
1.7°C/0.6°C db/wb.

2.0
1 Ts=-11°C Ts=-8°C Ts=-5°
> [s=-5°C 450
fg-\ — 400
T 350
= o
2 300 ©
= a)
3 250 %
D ()]
o 200 g
- —
2 150 =
g
a 100
< 50
0
0 10 20 30 40 50

Time (m)

Figure 124: Experimental data of air side pressure drop on microchampdésa
7 under frosting condition at three surface temperatures. Air
temperature = 1.7°C/0.6°C db/wb.
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Figure 125: Experimental data of air side pressure drop on microchanmpé Saumder
frost/defrost and refrost. Air temperature = 1.7°C/0.6°C db/wb.
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Figure 126: Experimental data of air side pressure drop on hydrophobichzionel
sample 8 under frost/defrost and refrost conditions. Air temperature =
1.7°C/0.6°C db/wb.
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Figure 127: Experimental data of air side pressure drop on hydrophilic
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microchannel sample 9 under frost/defrost and refrost conditions. Air

temperature = 1.7°C/0.6°C db/wb.

2.0

{|Sample 10 (Hydrophilic, CA=8~12°)

1.8 - 450

/ Y4 3
1.2 ] / // 3
£ L/ :
0.8 ] / i / 2

Air Pressure Drop (inch H20)

/1
T / ,// — Tsurf=-11°C (1st cycle)

0.6 ] ’/ S — Tsurf=-8°C (st cycle) || 1

044t . / —— Tsurf=-8°C (2nd cycle)|| ,
] ',_/ o Tsurf=-8°C (3rd cycle)

0.2 R o Tsurf=-8°C (4th cycle) || g

1 Tsurf=-8°C (5th cycle)
0.0 —

0 2 4 6 8 10 12 14 16 18 20 22 24
Time (m)

0

16 o o A~ 400

50

00

50

00

50

00

0

Figure 128: Experimental data of air side pressure drop on hydrophilioaghannel

sample 10 under frost/defrost and refrost conditions. Air terypera
1.7°C/0.6°C db/wb.
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Figure 129: Experimental data of air side pressure drop on hydrophobozhsonel sample
11 under frost/defrost and refrost conditions. Air temperature = DT db/wb.
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Figure 130: Experimental data of air side pressure drop on medium agatedhannel sample
12 under frost/defrost and refrost conditions. Air temperature = D.5T db/wb.

308



APPENDIX E: CAPACITY DEGRADATION MEASUREMENTS DATA

In the present appendix, the detailed measurements of cap&esuraments during frost tests
for each microchannel sample are presented. The capacity sathples are measured form the

air side while refrigerant side was showing similar resuitlsimvthe uncertainty of measurements

and heat balance (10 to 15%).
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Figure 131: Experimental data afpacity degradation during the frost tests for microch:
Sample 1 with different surface temperatures. The Q_O for theceurfa

temperature of -5, -8 and -11°C is 11.6, 16.5 and 22.3W respectively (gapacit
per face area: 9.7, 13.8 and 18.6 k\W/mir temperature = 1.7°C/0.6°C db/wb.
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Figure 132: Experimental data of capacity degradation during thedststfor microchannel
Sample 2 with different surface temperatures. The Q_O for theceur
temperature of -5, -8 and -11°C is 18.0, 27.1 andVB4#xpectively (capacity
face area: 15.0, 22.6 and 28.4 k\f)mAir temperature = 1.7°C/0.6°C db/wb.
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Figure 133: Experimental data of capacity degradation during thetdststfor
microchannel Sample 3 with different surface temperatures. TheoDthef

surface temperature of -5, -8 and -11°C is 18.0, 28.2 and 31.2W respectively

(capacity per face area: 15.8, 24.8 and 27.4 IQV/fir temperature =
1.7°C/0.6°C db/wt
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Figure 134: Experimental data of capacity degradation during thedststfor
microchannel Sample 4 with different surface temperatures. TheoQthef
surface temperature of -5, -8 and -11°C is 17.6, 26.8 and 30.8W respectively
(capacity per face area: 10.5, 17.9 and 20.6 kW/m2). Air temperatur
1.7°C/0.6°C db/wb (The only -5°C frost test that took long more than 60
minutes among all samples was sample 4. Since sample 4 was not an extreme
geometry, author suspect that this was an anomaly with the -5°@efsbsn
sample 4. The time was expected to be around 50 minutes like other 3amples
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Figure 135: Experimental data of capacity degradation during thedsbstfor microchannel
Sample 5 with different surface temperatures. The Q_O for tFeceur
temperature of -5, -8 and -11°C is 23.5, 32.9 and 40.2W respectively (gapacit
per face area: 12.1, 16.9 and 21.7 ky/rir temperature = 1.7°C/0.6°C db/wb.
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Figure 136: Experimental data of capacity degradation during thedststfor microchannel
Sample 6 with different surface temperatures. The Q_0 for tFeceuemperature
of -5, -8 and -11°C is 19.5, 30.6 and 39.0W respectively (capacity per face are
16.3, 25.5 and 32.5 kW/n Air temperature = 1.7°C/0.6°C db/wb.
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Figure 137: Experimental data of capacity degradation during thedsbstfor microchannel

Sample 7 with different surface temperatures. The Q_O for tFeceur
temperature of -5, -8 and -11°C is 16.9, 22.5 and 27.6W respectively (gapacit
per face area: 14.1, 18.8 and 23.0 kW/mir temperature = 1.7°C/0.6°C db/wb.
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Figure 138: Experimental data of capacity degradation for uncoatedamannel sample
7 during five consequent frost/defrost tests. The Q_O for the surface
temperature of -8 and -11°C is 22.5 and 27.6W respectively (capacity per
face area: 18.8 and 23.0 kWJmAir temperature = 1.7°C/0.6°C db/wb.
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Figure 139: Experimental data of capacity degradation for hydrophohioahannel
sample 8 during five consequent frost/defrost tests. The Q_0 feutfaee
temperature of -8 and -11°C is 25.8 and 29.5W respectively (capacicper f
area: 21.5 and 24.6 kW#nAir temperature = 1.7°C/0.6°C db/wb.
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Figure 140: Experimental data of capacity degradation for hydrophtmahannel sample
9 during five consequent frost/defrost tests. The Q_0 for the suefapetature
of -8 and -11°C is 23.8 and 28.3W respectively (capacity per facel&8aand
23.6 kw/nf). Air temperature = 1.7°C/0.6°C db/wb.
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Figure 141: Experimental data of capacity degradation for hydrophiitimchannel sample
10 during five consequent frost/defrost tests. The Q_O for the surface
temperature of -8 and -11°C is 22.5 and 28.4W respectively (capacicper f
area: 18.8 and 23.7 kW#nAir temperature = 1.7°C/0.6°C db/wb.
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Figure 142: Experimental data of capacity degradation for hydrophobiochannel
sample 11 during five consequent frost/defrost tests. The Q_0 farrfhees
temperature of -8 and -11°C is 24.7 and @81@&spectively (capacity per fe
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area: 20.6 and 24.0 kWA Air temperature = 1.7°C/0.6°C db/wb.
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Figure 143: Experimental data of capacity degradation for mediundométeochannel
sample 12 during five consequent frost/defrost tests. The Q_0 feurtaee
temperature of -8 and -11°C is 22.1 and 27.5W respectively (capacigcger f

area: 18.4 and 22.9 kW Air temperature = 1.7°C/0.6°C db/wb.
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APPENDIX F: HEAT TRANSFER COEFFICIENT (J-FACTOR) MEASBRIENTS DATA

AND CORRELATION

In the present appendix, the detailed measurements of heatrtiaeffecient in form of j-factor
during the frost tests for each microchannel samples asergeal. The results obtained from the
present empirical frost correlation and previous dry microcHaroreslations are also shown in
the plots. The results of the present appendix are showingotandy j-factor starting from dry-

start condition.
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Figure 144: Experimental data of heat transfer coefficiethe form of j-factofor
sample 1 at three surface temperatures. The result obgedefrost |
factor correlation in the present study is also shown in thewith
dashed line plus a couple of previous dry j-factor correlations.
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Figure 145: Experimental data of heat transfer coefficietihé form of j-factorfor
sample 2 at three surface temperatures. The result of deddltogej-
factor correlation in theresent study is also shown in the plot
dashed line plus a couple of previous dry j-factor correlations.
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Figure 146: Experimental data of heat transfer coeffidgretihe form of j-factorfor
sample 3 at three surface temperatures. The result ofopedefrost j-
factor correlation in the present study is also shown inptbe with
dashed line plus a couple of previous dry j-factor correlations.
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Figure 147: Experimental data of heat transfer coefficierthé form of j-factorfor
sample 4 at three surface temperatures. The result ofopedefrost
factor correlation in the present study is also shown in the vylbi
dashed line plus a couple of previous dry j-factor correlations.
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Figure 148: Experimental data of heat transfer coefficiettié form of j-factorfor
sample 5 at three surface temperatures. The result dbgedefrost
factor correlation in theresent study is also shown in the plot '
dashed line plus a couple of previous dry j-factor correlations.
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Figure 149: Experimental data of heat transfer coefficietihé form of j-factofor
sample 6 at three surface temperatures. The result of devdtopef
factor correlation in the present study is also shown in tbewth
dashed line plus a couple of previous dry j-factor correlations.
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Figure 150: Experimental data of heat transfer coeffigrettie form of j-factorfor
sample 7 at three surface temperatures. The result efoped frost
factor correlation in the present study is also shown in tbewth
dashed line plus a couple of previous dry j-factor correlations.
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