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CHAPTER |

Over the past few years there has been an increased focus on using technology to
assist in the education of learners. Recent advances in virtual realjtyg@IfRology
have opened the door to the development of new non-traditional instructional methods,
which have shown promise in preparing people for the work place. Ausburn, Ausburn,
Cooper, Kroutter, and Sammons (2007) argued that:
Virtual reality technologies offer transformational changeshia way people
learn and work. They have been the subject of a considerable bodbeafcte
and now are generally accepted as having strong potential for iedueaid
professional training. Medical education, engineering education, oumgmes
of technical education, and general K-12 education have all seen sutces
applications of virtual reality. In addition, many occupations and indasare
now turning to virtual reality to provide effective and cost efit ways of doing
business. (p. 7)
Virtual Reality and Virtual Environments
Davies (2004) defined VR as a “...technique of using computers to model real (or
imaginary) environments in a three dimensional space that allows people tctiwidra
the environment in a fashion that is both natural and intuitive” (p. 3). Ausburn and
Ausburn (2004) provided a broader definition of VR to better illustrate the compdexitie
of this technology. They stated:
VR can range from simple environments presented on a desktop comgutsr to

immersive multi-sensory environments experienced through complaigédea
and body suits. In all its manifestations, VR is basically a way of siimglar



replicating an environment and giving the user a sense of ‘being there’, taking
control, and personally interacting with that environment with his/her own body

(p- 34).

VR researchers (e.g. Ausburn, Marten, Dotterer, & Calhoun, 2009; Di Blas &
Poggi, 2007) have contended that it is “presence,” or ability to give learnetsg fee
they have actuallpeensomewhere rather than just seeing it, that gives the technology its
power. Despite the growing body of literature supporting the success and aceejita
virtual reality technology, relatively little is currently known about theviratial
differences of users as they maneuver and learn within virtual environmentst Wall
(2000) asserted, “Computer-simulated environments hold promise for training people
about real-world spaces. However little research has examined the rade of us
characteristics and abilities in determining the effectiveness @ thgal environments
(VE’s) for training spatial knowledge” (p. 3). The interaction between user
characteristics and VR was also touched upon by Ausburn and Ausburn’s (2003)
argument that past research tended to “focus on comparing instructional ttsatne
designs as main effects rather than on examining interactions betweerttsaand
specific types of learners” (p. 2.).

Before adopting new technologies, we need to understand that a given technology
may not fit all learners. Virtual reality technology has benefits andldreks. Research
(e.g. Ausburn, Fries, Mahan, et al. 2009; Darken & Peterson, 2002; Dotterer, Calhoun,
Kroutter, Jennings, Burkett, & Braithwaite, 2008; Hunt & Waller, 1999; Kennedy,
Kennedy, & Bartlett, 2002; Waller, Hunt, & Knapp, 1998a, 1998b) has indicated that
while some learners do very well in acquiring knowledge from VR technology, others

have experienced physiological and psychological difficulties such asekzzimausea



and disorientation (lost in hyperspace) as they maneuvered within the virtuahement
(VE). Why does VR benefit some and hinder others? The answer may lie in the
individual differences of learners themselves. A better understanding efitkdesdual
differences is necessary in order to design and develop VR curriculadhes 1@
eliminate the ill effects of the technology for some while enhancing y@sititcomes for
all learners.
Learner Differences and Virtual Reality
A large body of research has shown that people orient, navigate, and find their
way in both the real world and virtual worlds differently. Several learnegiblas arise
from the research literature that may underpin individual differences iningeartd
navigating. One possible explanation for some of the individual differences found in
wayfinding may lie in the cognitive styles of the individuals. Cognitiveestgh be
defined as the “psychological dimensions that represent consistenciesidivatual’s
manner of acquiring and processing information” (Ausburn & Ausburn, 1978, pp. 337-
338). Cognitive style is concerned with “individual differences in the processes of
cognition, which generally include all processes by which knowledge is adquir
perception, thought, memory, imagery in the ‘picture-in-the-mind’ sense ddfine
Fleming (1977), and problem solving” (as cited in Ausburn & Ausburn, 1978, p. 338). In
particular, the cognitive style dimension of field dependence/field indepeadeay
shed light on how and why individuals tend to navigate virtual environments differently.
Field dependence/field independence are terms used by Witkin (1967) to denote
the contrasting differences between field dependent (global) and field nueye

(articulated) cognitive styles. Witkin (1967) found “In a field-dependent mode of



perception, the organization of the field as a whole dominates perception of itaiparts
item within a field is experienced as fused with organized ground. In ariigdgheéndent
mode of perception, the person is able to perceive items as discrete from theedrgani
field of which they are a part” (p. 236). The cognitive constructs of field
dependence/field independence maybe important to differential perfornmaniceal
environments because they have a direct bearing on the perception, acqundition a
processing of environmental information, which enables individuals in orienting
themselves within the environment.

Gender differences are another learner variable that may help explaiiowsrin
navigational behaviors and learning outcomes. Literature has noted severahddéb
between men and women as they interact with virtual reality technologisbim,

Martens, Washington, Steele, & Washburn, 2009; Hunt & Waller, 1999; Jansen-Osmann,
Schmid, & Heil, 2007; Lawton, 1994; Waller, Hunt, & Knapp, 1998a, 1998b). Another
factor which may influence learning in virtual environments is prior domain knowledge

or prior experience. Lawless, Schrader, and Mayall (2007) asserted: “One afshe m
prominent variables both in terms of number of studies, as well as findings indecating
significant influence on navigation, is prior knowledge” (p. 292). Similarly, Les\des|
Kulikowich (1998) concluded that “One consistent finding supported by the literature
examining traditional texts is that the more domain knowledge one has, the bettar one ca
employ strategies to competently process related text” (p. 53). E&ubigzsby

Alexander and Judy (1988) and Garner, Alexander, Gillingham, Kulikowich, and Brown
(1991) provided findings that supported this conclusion. The literature has shown that

individuals who possess a greater and heightened awareness of their domain knowledge



prior to reading or engaging in multimedia activities learn more (EvelaDdr&voody,
1998; Lawless & Kulikowich, 1998; Lawless, Schrader, & Mayall, 2007).

Knowing how and why people orient and navigate differently in virtual
environments and what learner variables contribute to these performance dgerenc
could be beneficial in both design and development of future desktop virtual reality
educational curricula. This possibility provided the impetus for the study rdguate.
Virtual Reality and Crime Scene Investigation

The researcher has been a police officer for 32 years and a law enfarceme
educator for much of that time. As an educator, the researcher saw the potential
desktop VR as an instructional delivery technology. Desktop VR appeared ideal for
simulating actual crime scene investigation. It was developed as an ecainomic
instructional tool to provide police officers an opportunity to develop the knowledge,
skills and abilities needed to become proficient crime scene investigators.

The virtual crime scene would allow individuals to explore and investigate the
crime scene without destroying evidence, contaminating the scene, oingxpos
themselves to potential hazards found at real crime scenes. A virtual ceineevgauld
also allow officers to visit as often as they want to practice various teckrsqak as
search patterns, identification of evidentiary items, crime scenehgkgtand evidence
collection procedures.

In the real world, many officers rarely get an opportunity to practiceecscene
investigation prior to actual exposure to a real scene. Due to the legal naturermhéhe
scene, access is limited only to the detectives and first officers on tiee skdditional

benefits of a virtual crime scene are that a large number of officerxglanesit at the



same time and no search warrant is needed to return to the virtual scene oféhe crim
The desktop VR crime scene was chosen as the central component for this stusg beca

of its real world application to law enforcement workforce development.

Theoretical and Conceptual Framework

This research is part of a five-year on-going line of inquiry regartiegfficacy
of desktop virtual reality technology in education being conducted by the Occupationa
Education Studies program at Oklahoma State University. This study examined
differences in navigation and survey knowledge acquisition in a virtual environment of
individuals possessing field independent and field dependent cognitive styles. The
theoretical framework for this research was drawn from orienting, ai@vipand
wayfinding theory; cognitive style theory; and research findingsectkat other learner
variables.
Orienting, Navigating, and Wayfinding Theory and Survey Knowledge

Orientingis the ability to acquire one’s bearings in an environment. Blade and
Paddgett (2002) defined orientation as a sense of up and down or north, south, east, and
west. Orientation allows individuals to determine where they are, which direbgy
came from, and where they want to go. Hunt and Waller (1999) described orientation as
“Our awareness of the space around us, including the location of important objkets in t
environment. Orientation in space is crucial for finding one’s way (or wagfjdiiom
one location to another” (p. 4). Hunt and Waller explained that “A person is oriented
when he knows his own location relative to other important objects in the environment,

and can locate those objects relative to each other” (p.4).



Wayfindingrefers to an individual’s cognitive and behavioral abilities to follow a
path from a current location to a target destination (Krafft, 2001). Jul (2001) exiplaine
wayfinding as “the task of determining how to get to where one wants to go eatingjr
the activities needed to get there” (p. 1). It involves the process of usingd apdtia
environmental information to navigate through an environment. In other words,
wayfinding is the ability of an individual to find his or her way to a destination.

Darken and Peterson (2002) clearly linked wayfinding to cognitive processing,
claiming that “Wayfinding is the cognitive element of navigation. It invothestactical
and strategic parts that guide movement...Wayfinding and motion are intimetkly t
together in a complex negotiation that is navigation” (p. 494). Darken and Peterson
argued, “Navigation is the aggregate task of wayfinding and motion. It inherently mus
have both the cognitive element (wayfinding) and the motoric element (motmn)” (
494).

Lynch (1960) stated, “In the process of wayfinding, the strategic link is the
environmental image, the generalized mental picture of the exteriocphy&rld that is
held by an individual” (p. 4). This also links wayfinding to cognitive or mental
processing. Lynch believed urban elements like paths, landmarks and distrdiskse
used to divide an environment into smaller, clearly connected, and more manageable
pieces, which could then be directly encoded into a hierarchy of spatial knowleege. H
also believed it was important to provide frequent directional cues to assisduradis in
orienting themselves in the environment (Darken & Sibert, 1996; Krafft, 2001; Lynch,

1960; Muhlhausen, 2006; Raubal & Egenhofer, 1998; Reiss, 2001).



Darken and Peterson (2002) asserted that “The need to maintain a concept of the
space and the relative locations between objects and places is essentigatamavi
This is called spatial comprehension, and like verbal comprehension, involves tiye abili
to perceive, understand, remember, and recall for future use” (p. 494). Darken and
Peterson also tied wayfinding to cognitive processing with their clairiAhagssential
part of wayfinding is the development and use of a cognitive map, also referrea to as
mental map” (p. 494).

Satalich (1995) contended that wayfinding was only one component of
navigational awareness. She defined navigational awareness as “havingteompl
navigational knowledge of an environment” (p. 2). She explained there are two very
distinct types of navigational knowledge and each type affords different behavi
According to Satalich, the first type of navigational knowledge is cpllededural
knowledge or route knowled@ad is usually gained by personal exploration of a new
area. An individual with procedural knowledge can successfully navigate from one
location to another along a known route, but does not recognize alternate routes, such as
short-cuts. Satalich’s second type of navigational knowledgign®y knowledgevhich
is attained by multiple explorations of an environment using multiple routes. Survey
knowledge also links navigation to cognition, because it allows individuals to ereate
cognitive or mental map of the environment. Satalich asserted, when individuate acqui
both procedural knowledge and primary survey knowledge, they then have complete
navigational awareness.

Raubal and Egenhofer (1998) explained the process involved in the development

of a cognitive map: “The cognitive map develops from a mental landmark map to a



mental route map and should eventually result in a mental survey map. The last stage
closest to a cartographic map, though it still contains inaccuracies andafistofp. 3).

Raubal and Egenhofer noted that humans construct and develop their cognitive maps by
recording of information through their perception, natural language, and inferences

They also believed that complex environmental structures may inhibit deveibpme
cognitive maps and lead to representational inaccuracies.

Darken and Sibert (1996), in discussing spatial knowledge, asserted that
wayfinding involves the ability of the navigator to conceptualize the space ase vihol
this type of topological or survey knowledge, objects and inter-object locations are
encoded in terms of a geocentric, fixed, frame of reference. Accordirgriteriband
Sibert, survey knowledge is map-like in nature and can be acquired eithdy diicant
the use of a map or by prolonged exposure to navigating an environment directly.
Darken and Sibert also noted that survey knowledge obtained from a map tended to be
orientation-specific, whereas prolonged exposure to actively navigatiagvironment
was more likely to result in orientation-independent survey knowledge. The more
familiar one becomes with an area, the easier it becomes to move from one lacation t
another. Darken and Sibert posited “Survey knowledge is the key to successful
wayfinding in any environment” (p. 4). They argued that survey knowledge is
significantly different from procedural knowledge, which involves the sequence
actions required to follow a specific route. Darken and Sibert also statezlydlite may
make use of landmark knowledge which is static information about the visual details of a

specific location” (p. 2).



Darken and Sibert (1996) addressed wayfinding in virtual environments. They
contended that people often have problems wayfinding in large virtual worlds because
they cannot grasp the overall topological structure of the space. Theyandgrw
aimlessly throughout the virtual environment attempting to locate a place, atheyce
have found a specific location, they may have difficulty returning to it aeatlate.
According to Darken and Sibert, “Anytime an environment encompasses moestisaa
can be viewed from a single vantage point, these problems will occur” (p. 2). liomddit
they found that in large virtual environments adequate directional cuescassasy,
otherwise individuals become disoriented which inhibits both wayfinding perfoemanc
and the acquisition of spatial knowledge.

Darken and Sibert (1996) also discussed disorientation in wayfinding. They
found when individuals are not given an adequate source of directional cues;
disorientation can inhibit both wayfinding performance and the acquisition of spatial
knowledge. Disorientation also appears to inhibit learning in technology-based
environments. According to Graff (2003), “The lack of ability to orient onesdtimwat
web-based environment may cause an individual to experience disorientation. €he mor
disoriented the user becomes, the more they must focus on navigation and less on
processing the information content, which reduces the amount of learningrthakea
place” (p. 408).

Cognitive Style Theory

Cognitive style research over the last five decades has revealed thialuialdi

differences exist among learners, in manners of information processingitiGogtyles

(also called cognitive controls), or the way we perceive, acquire and profmgesation,

10



vary from person to person. Several cognitive style/control dimensions have been
systematically studied over the years including visual/haptic perceppes (Lowenfeld

& Brittain, 1970), field dependence/independence (Faterson & Witkin, 1970; Witkin,
1967; Witkin, Moore, Goodenough, & Cox, 1977; Witkin, Price-Williams, Bertini,
Christiansen, Oltman, Ramirez, & Van Meel, 1974), holist-serialist (Pask, 195iR&Pa
Scott, 1972), leveling/sharpening cognitive control (Santostefano, 1964; Santostefano,
1978; Santostefano, 1985-1986), flexible/constricted field control (Santostefano & Paley
1964; Stroop, 1935) and reflective/impulsive cognitive tempo (Kagan, 1965; Kagan,
1976; Kagan & Kogan, 1970; Kagan & Messer, 1975). Research has found each of
these various dimensions of cognitive style/controls are stable over timpeady
during childhood; are related to personality, socialization and cultural behavior esyiabl
are independent from general intellectual ability; and are resisttnainiing and change
(Ausburn & Ausburn, 1978; Ausburn & Brown, 2006).

Riding and Cheema (1991) noted that “The term ‘cognitive style,” was used by
Allport (1937) and has been described as a person’s typical or habitual mode of problem
solving, thinking, perceiving and remembering” (p. 194). Several researchers have
contended that “Among the cognitive styles identified to date, the field-dependence
independence dimension has been the most extensively studied and has had the widest
application to educational problems (Witkin, Dyk, Faterson, Goodenough, & Karp,
1962/1974; Witkin, Lewis, Hertzman, Machover, Meissner, & Wapner, 1954/1972;
Witkin, 1976)” (as cited in Witkin, Moore, Goodenough, & Cox, 1977, p. 1). Because of

its wide applicability in learning and its relationship to processing visuainvgtion and

11



environments, the field independent/dependent dimension of cognitive style wasdselect
for inclusion as a learner variable in this study of navigation in virtual environments

Field Dependence and Field Independence are terms originated by Witkin (1967)
to denote the contrasting differences between global and articul @petive® or
perceptual styles. Witkin found “In a field-dependent mode of perception, the
organization of the field as a whole dominates perception of its parts; an iteim avit
field is experienced as fused with organized ground. In a field-independent mode of
perception, the person is able to perceive items as discrete from the ardehizef
which they are a part” (p. 236).

Witkin, Moore, Goodenough, and Cox (1977) noted several characteristics that
differ between individuals with field dependent/independent cognitive styles. In the
studies of Witkin and his associates, the field dependent individual’s perception was
strongly dominated by the prevailing field. They tended to adhere to the organiziati
the perceptual field as presented and were likely to use the structurerozatiga of
the provided field. Field dependent individuals were also more in tune with social
components and the environment. They were sensitive to social cues and wetednteres
in what others say and do. Field dependent individuals were drawn to people and liked to
be with people.

In contrast, field independent individuals perceived items as more or lesgdesepara
from the surrounding field. They were more likely to overcome the organizatiba of t
field or to restructure it when presented with a field having a dominant orgianiza
Field independent individuals were more likely to impose their own structure and

organization. They were viewed as more analytical and were interested intthetabs

12



and theoretical. They were more socially independent—Iless influencedhyetbies,

teachers or authority figures. They possessed a more impersonal orientatiomeandtwe

as sensitive to social undercurrents (Witkin, Moore, Goodenough, & Cox, 1977).
Regarding field dependence/independence, Witkin (1967) asserted that:
Perception may be conceived as articulated, in contrast to gibtied person is
able to perceive item as discrete from organized ground whenidle i$
structured (analysis), and to impose structure on a field, andreeiygeit as
organized, when the field has little inherent organization (strucjuriRgogress
from global to articulated, which comes about with growth, occurs ngtionl
perception, where we are dealing with an immediately prestimulus
configuration, but in thinking as well, where symbolic represemstiare
involved. Articulated experience is a sign of developed differmian the
cognitive sphere. (p. 254)

According to Witkin (1967):
Extensive research (Witkin, Lewis, Hertzman, Machover, Meissndr\\gapner,
1954; Witkin et al., 1962) has shown that a tendency toward more giobaire
articulated functioning is a consistent feature of a given indiVglmaanner of
dealing with a wide array of perceptual and intellectual tasBecause it
represents the characteristic approach which the person luirsgsidtions with
him, we consider more global or more articulated functioning toabe
individual’'s cognitive style. (p. 235)

Navigation and Cognitive Style
Prior wayfinding research to this point has primarily focused on the visuakispati

abilities of individuals in assessing wayfinding and navigation in virtual envinotsme

In this study it was reasoned that the cognitive constructs of field dependenoelc

independence are relevant to orienting and navigation in a virtual environment because

they have a direct bearing on the perception, acquisition and processing of enviabnment

information, which enables individuals in orienting themselves within the environment.

Furthermore, the cognitive style characteristics of field dependewiciketd

independence may help to explain differences in navigational behaviors.

13



The aim of this research was to examine how individual differences in cognitive
style influence navigational behaviors and the acquisition of survey/configurational
knowledge in a virtual crime scene instructional environment. Wayfinding and cognitive
style theory were hypothesized to be important in developing an understanding of how
individual characteristics influence learning in virtual reality environsieAin
individual's cognitive style may be a critical variable in understanding ichaiai
differences in navigational behaviors and learning outcomes. This supposition is
supported in the research literature. Graff (2003) argued, “Cognitieeistylrelated to
an individual’s ability to detect his/her spatial location or orientation in sppcd0p).
Witkin’s studies regarding the perception of the upright revealed individuatetitfes
existed in spatial orientation abilities (Witkin & Asch, 1948; Witkin, Moore,
Goodenough, & Cox, 1977). Thus it was hypothesized that individuals’ cognitive style,
or how they perceive and process information, may have a bearing to howi¢my or
themselves and navigate within an environment, whether that environment is virtual or
real.

In this study, it was proposed that field dependence/independence might provide
insight and help to explain why some police officers overlooked crucial items ohegide
as they investigated a crime scene. It was reasoned that the field depdincEnhay
have difficulty identifying and separating a piece of evidence from its surragndi
background or field. Conversely, a field independent police officer may be able to
immediately distinguish the piece of evidence because he/she can isotgiaratesit
from the visual background. The perceptual/cognitive characteristics oflthe fie

dependent and field independent individual could help explain differences in navigational
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search behaviors. According to Witkin, Moore, Goodenough, and Cox (1977), field
independent individuals are more analytical in their approach. They may exhibit a more
detailed and linear navigational style, systematically searching angiawgaspecific
areas of the environment. In contrast, field dependent individuals tend to be more globa
or holistic in their approach. They look for the bigger picture or an overview of an
environment. Their approach may be more non-linear. In a crime scene environment,
they may initially conduct a superficial search or scan of the environmenbyiggn
from one location to another in an attempt to understand the different relationships items
or rooms have with one another.
Other Learner Variables and Navigational Behavior

In addition to cognitive style, individual differences in gender and prior
experience odomain knowledgbave been found to influence navigational behaviors in
virtual environments. Several studies have found significant gender diffeeases
between men and women regarding several variables related to perferimairtual
environments. These variables include: (a) spatial ability and mentabncdati
measured by paper-and-pencil tests (Ardito, Costabile, & Lanzilotti, 2@8ph, 1994;
Waller, Hunt, & Knapp, 1998a); (b) navigational performance (Ausburn, Martens,
Washington, et al., 2009; Lawton, 1994; Vila, Beccue, & Anandikar, 2002; Waller, 2000,
Waller, Hunt, & Knapp, 1998a); and (c) disorientation (Ausburn, Martens, Washington,
et al., 2009; Darken, 1995; Waller, Hunt, & Knapp, 1998a). Gender differences have
also been found in affective domain of attitudes toward computers and perceived

technology confidence, self-efficacy, frustration, and anxiety (Ausburrtel&r
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Washington, et al., 2009; Lawton, 1994; Whitley, 1997). This research evidence led this
researcher to include gender as a variable in the present study.

Another important learner variable in virtual environments may be prior domain
knowledge. Prior domain knowledge may be defined as any related knowledge an
individual brings to a learning situation which may or may not assist in information
acquisition or understanding (Chi & Ceci, 1987; Lawless, Schrader, & Mayall, 2007).
Several lines of reported research support this proposition. “One consistent finding
supported by the literature examining traditional texts is that the morardknmavledge
one has, the better one can employ strategies to competently procesdertated
(Alexander & Judy, 1988; Garner, Alexander, Gillingham, Kulikowich, & Brown, 1991)”
(as cited in Lawless & Kulikowich, 1998, p. 53).

Chen and Ford (1998) extended this research on prior domain knowledge into the
realm of electronic technology. They found that existing knowledge seemedienudl
how individuals interacted with a hypermedia learning system and that individtials w
higher levels of prior knowledge tended to use more reference links, navigational tools
and resources. However, those with little domain knowledge were either not capable of
or interested in exploring deeper levels of content. In examining individual ddésren
in hypermedia navigation and learning, Ford and Chen (2000) found greater experience
in an area correlated with higher performance in the same or closggdralea.
Furthermore, they found that prior experience correlated with cognitives styting that
field independent individuals displayed higher levels of experience (p. 303). Lazonder,
Bremans, and Wopereis (2000) argued that “Domain expertise enhances search

performance. Those with high domain knowledge tend to take less time completing
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search tasks and produce a greater number of correct solutions” (p. 576). Echoing this
finding, Roy and Chi (2003) asserted that search skills improve with greatemdomai
knowledge. Extension of this line of research led this researcher to include praindom
knowledge as a variable in the present study.
Conceptual Framework

The conceptual framework for this study applies wayfinding theory filtere
through the individual cognitive styles of field independence/field dependencergend
and prior experience or domain knowledge, which is predicted to result in differences
navigational behaviors. These different navigational behaviors and perceptions of the
spatial environment are in turn predicted to influence the acquisition and quality of

survey knowledge. This conceptual framework is shown in Figure 1.

: Filtered Through Individual
o : Characteristics § Navigational Level of
Wayfinding, | Cognitive Style: ; Behavior Configurational
Navigating . Field Dependence / —» Differences (»  Knowledge
& Orienting . Independence i Acquisition
\ Gender ’

| Prior Experience

Figure 1. Theoretical/Conceptual framework for this study.

Statement of the Problem
The problem is there is a lack of research specifically addressing tienicd! of
field dependent and field independent cognitive styles, gender, and prior domain
knowledge upon navigational behavior and survey knowledge acquisition of individuals

in a desktop virtual reality environment. This is problematic because it nakes
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impossible to predict performance in such a learning environment or to adjust the
environment to accommodate differences among learners on these variablekitl®/er
research has been found regarding how an individual’s cognitive style, sgBcific
Witkin’s field dependence/field independence, interacts with navigational behaviors of
individuals in desktop VR environments. Several studies were found in related digital
media, which suggest applicability of these variables to navigationasissugtual
environments. Researchers have studied the effects of cognitive styldiamrela
navigating Internet web pages (Dong & Lee, 2008; Fiaola & MacDorman, 2008)- hyp
text navigation (Ford, 2000; Korthauer & Koubek, 1994), web-based instruction
(Alomyan, 2004; Governor, 1999; Monereo, Fuentes, & Sanchez, 2000), E-learning
systems (Lu, Yu, & Liu, 2003; Rumtshofer & Wdb, 2003), hypermedia links (Ayersman
& Minden, 1995; Chen, 2002; Chen & Ford, 1998; Ford & Chen, 2000; Kim & Allen,
2002; Weller, Repman, & Rooze, 1994), and hypermedia lab simulation (Andris, 1996).
The present study specifically extended this line of research to examiliex@ain how
individuals with field dependent and field independent cognitive styles as well as
differences in gender and prior domain knowledge navigate within a visuallyeompl
desktop virtual reality scene. The context for the study was crime scesggatien by
police officers on a suburban police force.
Purpose of the Study

The purpose of this study was to describe through quantitative and qualitative
empirical techniques the VR navigational behaviors and levels of configurational
knowledge acquisition of police officers with differing cognitive styles, geratel

domain knowledge when interacting with a desktop VR crime scene environment. The
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study focused on gaining understanding of how police officers with different m@gnit
styles, genders, and domain knowledge orient themselves and navigate withiala virt
crime scene environment.
Research Questions

This study addressed several general questions. What is the relationsiegnbet
learners’ cognitive styles and their navigational behavior in a desktop VR envir@ment
Does navigational pattern based on cognitive style affect the acquisition of
configurational or survey knowledge? What are the influences of gender and prior
knowledge upon navigation and configurational knowledge acquisition?

To gain understanding of how individual learner characteristics may influeRce V
navigational behavior, the following specific questions guided this research:

The research questions for this study were:

1. Are there general patterns in how police officers navigate in a virtuaé cri
scene?

2. Is there a difference in the way field dependent and field independent police
officers navigate the virtual crime scene?

3. Is there a difference in configurational knowledge proficiency betvielen f
independent and field dependent officers?

4. Is there a difference in the way individuals with differing prior expegi@nc
knowledge navigate a virtual crime scene?

5. Is there a difference in configural knowledge acquisition from a virtuaécrim

scene among individuals with differing experience?
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6. Is there a difference in how male and female police officers naagatiial
crime scene environment?

7. Is there a difference in configurational knowledge acquisition between male
and female officers?

8. Is there a difference in the way law enforcement officers interdctivat

virtual crime scene and a real world crime scene?

Definitions of Key Terms
Conceptual Definitions

Virtual reality (VR). “VR can range from simple environments presented on a
desktop computer to fully immersive multi-sensory environments experienoedthr
complex headgear and bodysuits. In all its manifestations, VR is basiealy af
simulating or replicating an environment and giving the user a sense of ‘beieg ther
taking control, and personally interacting with that environment with his/her owri body
(Ausburn & Ausburn, 2004, p. 34).

Virtual environment (VE). “Virtual environments denote a real-time graphical
simulation with which the user interacts via some form of analog contrbinvatspatial
frame of reference and with user control of the viewpoint’s motion and view direction”
(Moshell & Hughes, 2002, p. 893).

Desktop virtual reality. Desktop VR is the newest form of virtual reality and
“uses Quick Time, Java, or Flash technology to present high-resolution panoramic
imagery on a desktop computer” (Ausburn, Fries, Mahan, et al, 2009, p. 2). Desktop

virtual environments are created by taking a series of digital photographsipiibading
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them into special VR software that stitches and blends the images intoeapsingramic
scene that a user can enter and explore interactively using a mouse akjoy sti
navigational device. Additional panoramic scenes or objects can be linked taggetiger
“hot spots” to allow the user to move beyond the initial scene, inspect an item closer or to
explore different areas.

Cognitive style. Cognitive style refers to the manner in which individuals
acquire and process information. “Cognitive style measures do not indicate the content
of the information but simply how the brain perceives and processes the information”
(Hansen, 1995, p. 2).

Field dependent/Field independent.Field dependence and field independence
are terms used by Witkin (1967) to denote the contrasting bipolar differencezbetw
field dependent (global) and field independent (articulated) cognitive stilesfield-
dependent mode of perception, the organization of the field as a whole dominates
perception of its parts; an item within a field is experienced as fused withizeda
ground. In a field-independent mode of perception, the person is able to perceive items
as discrete from the organized field of which they are a part” (Witkin, 1967, p. 236).

Prior domain knowledge. This term refers to one’s pre-existing knowledge and
understanding about a particular subject or field of study. It consists of knondédige
or abilities that have been obtained through educational processes, training, or prior
experiences and stored in one’s knowledge base (Dochy, Segers, & Buehl, 1999;
MakKinser, Beghetto, & Plucker, 2002).

Navigation. “Navigation is the aggregate task of wayfinding and motion. It

inherently must have both the cognitive element (wayfinding) and the motorierglem
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(motion)” (Darken & Peterson, 2002, p. 494). “Wayfinding is the cognitive element of
navigation. It involves the tactical and strategic parts that guide movemenifintlitag
and motion are intimately tied together in a complex negotiation that is tiamigg.

494).

Orientation. Orienting is the ability to acquire one’s bearings in an environment.
Orientation as a sense of up and down or north, south, east, and west (Blade & Paddgett,
2002). Orientation allows an individual to determine where they are, which direction
they came from and where they want to go.

Configurational or survey knowledge. These interchangeable terms refer to a
navigator’s ability to conceptualize a space as a whole. Configurationay/surve
knowledge represents configurational or topological information. In this type of
topological knowledge, objects and inter-object locations are encoded in terms of a
geocentric, fixed, frame of reference. Survey/configurational knowledgap like in
nature and can be acquired either directly from the use of a map or by prolonged
exposure to navigating an environment directly (Darken, 1995; Darken & Sibert, 1996).
Survey/configurational knowledge attained by multiple explorations of an environment
using multiple routes, allow individuals to create a cognitive or mental map of the
environment (Satalich, 1995). The terms configurational knowledge and survey
knowledge are used interchangeably in this study.

Operational Definitions

Field independent. Field independent refers to individuals who can perceive an

item or object as separate from its surrounding background. In this study, field

independent individuals are those who score high osthap Embedded Figures Test
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(GEFT). To be considered field independent in this research, a participantorast s
between 13 and 18 on the GEFT and been in the highest-scoring 15 subjects of a
preliminary pool of 75.

Field dependent. Field dependent refers to individuals who are unable to
separate an item or object from its surrounding background or field and perceives items
to be a part of or fused with their background. In this study, field dependent individuals
are those who score low on tBeoup Embedded Figures TESEFT). To be
considered field dependent in this research, a participant must have scored zetwee
and eight on the GEFT and been in the lowest-scoring 15 subjects of a preliminary pool
of 75.

Prior knowledge. Prior knowledge is any pre-existing domain-related
knowledge an individual possesses which may or may not assist them in a task.
Individual differences in age, education level, computer experience, work, and life
experiences are some of the factors that can contribute to one’s prior knowledg@s For
study, prior knowledge was the number of years an individual had worked in law
enforcement.

Virtual crime scene environment. The virtual reality crime scene used in this
study was developed by this researcher and members of the Oklahoma Statatynive
Virtual Reality Research Team. It was a desktop VR that depictetisticdaomicide
crime scene with evidentiary items located within five rooms of a house. Hot spots or
links embedded within the virtual scene allowed users to move from room to room as if
they were there physically. Clickable learning objects were embexidethé scene

which provided users with a more detailed examination of evidentiary items and video
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clips demonstrating evidence collection procedures. The zoom buttons allow viewers t
zoom in and out on objects or rooms for closer inspection.

Navigation. Navigation refers to one’s ability to move between two points or a
series of points to a given destination. In this study, navigation was assessed using
frequency counts of each navigational movement. Frequency counts were obtained on
the number of times a participant moved left, right, up, down, or zoomed in and zoomed
out. The path or direction taken by participants was assessed by the sequence of nodes
accessed. Navigational movements were documented by recording on-screen
performances with Camtasia software. Additional evidence was colléctedh
observations and comment logs recorded by the researcher.

Configurational/Survey knowledge. The level of survey or configurational knowledge
acquired by individual participants was assessed by having them draw aceinee
sketch from memory after they had finished navigating the on-screen desktop virtual
crime scene environment. Each crime scene sketch was assessed foy adetas, and
completeness by three experts using a five-point Likert-type scale anddebeloped
by this researcher.

Limitations of the Study

One limitation of the study is its small sample size. A small purposivplsarh
officers from a single police department was necessary in this studyskeufathe
intensive observations and analysis conducted on each participant. Because this
purposive sample was small (n = 30) and limited to a single police department, it is not
possible to generalize the study’s findings beyond this sample of law enfotceme

officers. Further research will be necessary to establish geabrkiz
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A second limitation of the study is that it was limited to a single dimension of
cognitive style. Further research to analyze the interactions of otheticegtyle
dimensions with virtual environments would extend this study’s findings.

A final limitation was the narrowness and specificity of the operatiorigizan
this study of pre-existing domain knowledge (e.g. years of prior experiamt@}tained
configurational knowledge (e.g. accuracy and quality of a map drawn fronoime

Further research could address other aspects of these variables.

Significance of the Study

This study will add to the body of knowledge regarding how individual
characteristics of cognitive style, gender, and prior knowledge magmcitu
navigational behavior and the acquisition of configurational/survey knowledge in a
desktop VR environment. At present, virtually nothing is known about how people
actually orient, wayfind, and navigate in desktop virtual reality environmentbpat a
how learner differences affect these behaviors. If specific pattenaigfation can be
identified as related to individual differences in these variables, this iafamcould be
used to inform future instructional design of desktop virtual reality curricula.

A five-year line of research on desktop VR in the Occupational Education
program at Oklahoma State University has revealed some interactions of VRrard lea
variables and has suggested that much needs to be learned about how different
individuals actually orient and navigate in on-screen VR learning environments. This
knowledge is critical in the development and establishment of guidelines for sound

design and implementation of VR. Without such guidelines, desktop VR cannot be
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maximized as an instructional technology despite its strong potential asf@rtool
facilitating the types of environmental exploration and mastery thatatbare a
considerable amount of technical and job-specific education. This study repaasent
initial step in understanding how learners orient and navigate in a desktop virtual
environment, how they acquire configurational knowledge in such an environment, and
how individual differences affect this navigation and knowledge acquisition. From a
program of research of the type presented by this study, instructional princigles a
guidelines may eventually emerge that will let desktop virtual re@#lze its potential

as an instructional technology for technical education and workforce development.
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CHAPTER Il

Review of Literature

Virtual Reality and Virtual Environments
Virtual reality (VR) technology is not a new phenomenon to education and
training. VR has been evolving since the first flight simulator was developEdvayn
Link in 1929. The Link Trainer was created out of the need to teach new pilots how to
fly by instruments. The Link Trainer was the predecessor to the more sopdsficgt
simulators used today. One of the first attempts to create an immersive virtua
environment occurred in 1956 when film maker Morton Heilig developed a mechanical
virtual display device he callégsensoramé#Blade & Padgett, 2002, pp. 1167-1168).
“Sensoramarovided a multisensory experience of riding a motorcycle by combining
three-dimensional (3-D) movies seen through a binocular like viewer, stereo southd, wi
and enticing aromas” (Stanney & Zyda, 2002, p. 2). As noted aBemspramavas a
mechanical device which predated digital computing technology. The 3D movies gave
the user a sense of presence or what it was like to ride a bicycle throughyBroodél
motorcycle through the countryside. As individuals interacted Setisoramahey felt
the wind in their hair and could smell the scents one might encounter on such a ride.
The need to develop safe, economical, and effective training devices has evolved

from relatively simple mechanical devices, like the Link Trainer and Samsgito the
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more sophisticated computer interfaced training modalities referred tduweed weality or
virtual environments. Davies (2004) defined VR as a “...technique of using computers to
model real (or imaginary) environments in a three dimensional space that jpdlople
to interact with the environment in a fashion that is both natural and intuitive” (p. 3).
Ausburn and Ausburn (2004) provided a broader definition of VR to better illustrate the
complexities of this technology. They stated:
VR can range from simple environments presented on a desktop comgutisr to
immersive multi-sensory environments experienced through complaigédea
and body suits. In all its manifestations, VR is basicallyag of simulating or

replicating an environment and giving the user a sense of ‘bearg’t taking
control, and personally interacting with that environment with hisgiaer body.

(p. 34)

A basic definition of virtual environments (VEs) was put forth by Moshell and
Hughes (2002) who asserted that “Virtual environments denote a real-tiphecgta
simulation with which the user interacts via some form of analog contrbinvatspatial
frame of reference and with user control of the viewpoint’s motion and view dimécti
(p. 893). Ausburn, Martens, Dotterer, and Calhoun (2009) argued that “VEs are finite
spaces with specific spatial boundaries; within the boundaries presented nsam/ea
experience, socialize, work and learn” (p. 1).

The term virtual reality currently encompasses several technslagiging from
head-mounted displays (HMDs), fully immersive CAVE environments, simujators
augmented reality, and telepresence technologies like telerobotics anedieiee, to
the less immersive desktop applications presented on personal computers (Ausburn &
Ausburn, 2004; Ausburn, Ausburn, Cooper, Kroutter, & Sammons, 2007; Blade &

Padgett, 2002).
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Head-mounted Displays (HMDs)

HMDs were one of the first VR devices to provide immersive experiencles wit
computer-generated imagery. This form of VR originated during the secdruf tied
1960s and after extensive development by NASA and the Department of Defense,
became commercially available in 1989. In essence, the HMD “houses tWalisplay
screens and an optical system that channels the images from the screensas tukiley
a motion tracker continuously lets an image-generating computer adjust¢tiectathe
user’s current view” (Ausburn & Ausburn, 2004, p. 2). According to Stanney and Zyda
(2002) visual displays, especially HMDs, “have come down substantially irnteidy
are still hindered by cumbersome designs, obstructive tethers, suboptimal sasaludi
insufficient field of view” (p. 3). McCauley-Bell (2002) has claimed that indivislua
today do not voluntarily spend long periods of time in the HMDs because of discomfort.
She stated that “This discomfort can be attributed to a number of factors including
inappropriate fit, movement obstruction from tethers, excessive HMD weight, and
improper distribution of this weight, which can produce premature muscular fatigue a
inhibit the quality of the experience in a virtual environment” (p. 810).
CAVE Environments

The “Cave Automatic Virtual Environment (CAVE), developed by the University
of lllinois at Chicago” (Ausburn & Ausburn, 2004, p. 2), is an immersive VR technology
in which realistic 3D images are projected into a darkened room to erbategraphic
effect and can be seen through special glasses. With the computer generatedI8D mode
researchers can manipulate the images by zooming in or out on the images std rotat

them on the walls and floor of the darkened room (Mandel, 2002; Sensen et al., 2002).
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As an example, this immersive VR technology made it possible to convert 2D
echocardiographic data into dynamic 3D animated images or holograms of a human
heart. The images were projected into a CAVE environment, and doctors usingegolariz
glasses were able to view the heart’s anatomy in 3D. The three dimensiogahins
allowed doctors to examine the beating heart in greater detail andnaenterior parts
of the organ. Using a pointer device, doctors were able to virtually dissect thara
diagnosis heart conditions within ten minutes (van der Bosch, Koning, Meijboom,
Simoons, van der Spek, & Bogers, 2005).
Simulators

Simulators are a branch of VR devices designed to replicate a particular
phenomenon which is likely to occur in actual performance. For example, flight
simulators replicate the flight controls and flight characteristics afiaty of air, space,
and marine craft. Driving simulators are used to safely train individuals how &t@per
an assortment of vehicles and equipment. Equipment simulators are used to familiari
and orient individuals with the operation of vehicles and equipment. They are used to
help develop the cognitive and psychomotor skills needed for individuals in a variety of
fields such as military, health care professionals, emergency respossenat, as well
as the workforce in business and industry.

A different type of simulator has been used in the medical profession.
Researchers at Emory University Hospital designed one of the first hmararequin
VR simulators to train physicians in carotid stenting procedures. Phydiesansd to
thread a catheter through an artificial circulatory system and vielwgragms of the

simulated mannequin “patient”. The physicians received objective feedback on their

30



performance of the procedure during and after the completion of the simuledexhls
procedure. Dr. Christopher Cates, one of the simulator designers said, “There is
mounting evidence that virtual reality (VR) training is a better, fasigisafer way for
physicians to learn endovascular procedures than the traditional trainiaeg.toGates
also noted that residents trained with VR acquired technical skills which ampaitexi
those of experienced attending surgeon operators, and VR trained physiciarieweade
intraoperative errors (Emory University Woodruff Health SciencedeZe2004).

VR simulators have also been used to train surgeons in laparoscopic surgical
techniques. One study found the use of virtual reality surgical simulatioméddgiy
reach specific targeted criteria was found to significantly improvepleeating room
performance of residents during laparoscopic cholecystectomy (Sey@alagher,
Roman, O’Brien, Bansal, Andersen, & Satava, 2002).

Augmented Reality (AR)

Augmented reality (AR) as defined by Blade and Padgett (2002) is “the use of
transparent glasses on which a computer displays data so the viewer can vide the da
superimposed on real-world scenes (p. 17). In one application, augmented reality
technology has helped individuals with restricted peripheral fields of view (kasw
tunnel vision), enabling them to more quickly search, locate and identify objects outside
their view. To accomplish this, researchers at Harvard Medical School id\sed&vice
which augments the wearer’s vision. Eye glasses fitted with a canteeateansparent
display on one lens was connected to a small computer about the size of a pgakette
The camera fed wide angle images to the computer which processed the images by

identifying the edges of objects and stripping away details, leaving theeootlthe
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objects. The computer then fed the object outlines to the display on the glasses. The
computer-generated image outlines were superimposed over real sceties, via
transparent display, to provide a wider field of vision (Luo & Peli, 2006). Another
example of augmented reality was described by Kaplan-Leiserson (20049 uvitbthat
technicians at Boeing, mechanics at American Honda Motor Company, sometagom
courses at vocational technical colleges, and military maintenance cese/sising
hands-free augmented reality (AR) devices. The “Heads Up” displaip)Midors were
used to reflect schematics, vehicle history and maintenance information inisetfse
eye. Use of the devices resulted in a 30 to 40 percent gain in efficiency and higher-
quality work by less experienced technicians.
Telepresence

Telepresences another form of VR that refers to the “perception that one is at a
different location, created by sensory data transmitted from that locatiqroasibly
interaction with the environment at that location through telemanipulators"gBlad
Padgett, 2002, p. 24)elepresenclas been used to remotely operate equipment, such
as bomb squad robots, tactical surveillance robots and unmanned aircraft (drones) from a
distance.

Researchers at lowa State University developed a virtual reatityol room for
the military’s unmanned aerial vehicles. The control room’s virtual envirohatiewed
operators to observe vehicles, the terrain, surrounding airspace, and information from
instruments, cameras, radar, and aircraft weapons systems. A singk®opeuld
control several vehicles from this virtual control room (lowa State Untyexaws

Service, 2006). Teleconference communication technology is one example of
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telepresencén business. Bloomburg Business Week has noted that “More and more
businesses are turning to telepresence solutions to reduce travel tinost@andwld
better relationships across distances, and to make their companies ‘greener.’
Telepresence technology allows companies and organizations to interactmatie r
colleagues and clients, as if they were in the same room” (“Teleprgsente In the
automotive industry, a form of telepresence technology consisting of rematelleoint
robots are commonly used to weld and paint new vehicles (University of Texas Robotics
Research Group, n.d.Y.elepresenceechnology has also enabled doctors to conduct
examinations and surgical procedures remotely uslegnedicine NASA'’s
telemedicine system makes it possible for medical specialists inediffearts of the
world to collaborate, make diagnoses, plan surgeries and operate from remote sites.
Using high fidelity NASA 3D imaging software, specialists can viewraadipulate the
virtual patient’s 3D scanned images. They can analyze the images and dsoess
with other specialists. The specialists can then guide a generaigmact or a robot
operator, in treating the patient (Bluck, Zona, & Rachul, 1999).
Desktop VR Technology
The newest form of VR technology is generally referred wea&top virtual
reality. According to Ausburn and Ausburn (2004):
As virtual reality has continued to develop, applications thates® than fully
immersive have developed. These non-immersive or desktop VR ajpplécate
far less expensive and technically daunting than their imueepsedecessors and
are beginning to make inroads into industry training and developmezgktdp
VR focuses on mouse, joystick, or space/sensorball-controlled navidatogt
a 3D environment on a graphics monitor under computer control. (p. 3)

Ausburn et al. (2007) explained that “In contrast to immersive VR systems, the

new desktop VR is technically far simpler and less expensive” (p. 8). Synilarl
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Williams (2008) asserted that “Because of substantially lower cosiingariability, and
ease of use, VR formats that are not fully immersive have gained popularity. VIese
formats have been identified as desktop VR (Ausburn & Ausburn 2004; Hunt & Waller,
1999)” (p. 29).

Desktop VR “uses Quick Time, Java, or Flash technology to present high-
resolution panoramic imagery on a desktop computer” (Ausburn, Fries, Mahan, et al.,
2009, p. 2). Desktop virtual environments are created by taking a series of digital
photographs, then uploading them into special VR software that stitches and blends the
images into a single panoramic scene that a user can enter and explactivetg using
a mouse or joy stick navigational device. Additional panoramic scenes orsatgedbe
linked together using “hot spots” to allow the user to move beyond the initial scene,
inspect an item closer or to explore different areas of the on-screen emsirion
Fidelity and Effectiveness of VEs

In recent years attention has focused on the potential value of using VR
technologies as education and training tools for CTE, workforce, and professional
development. Questions have arisen as to whether VEs can provide accurate
representations of the real world and if so, does the knowledge gained from imgeracti
with the VE transfer to real world applications? The first part of this questioermsnc
thefidelity of virtual environments, while the second part questions their effectiveness in
learning transfer to real environments. Waller, Hunt, and Knapp (1998a) definety fideli
as “the extent to which the VE and interactions with it are indistinguishabletfiem
participant’s observations of and interaction with a real environment” (p. 4). They

explained that:
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There are three information domains in VE training: the realdnemvironment,

the training environment, and the trainee’s mental representationheof t
environment. In general, information about a real world environmennesiér

be preserved perfectly in either the training environment orrétireee’s mental
representation...because there are systematic differences in e’peopl
representation of real environments, even after years of experianthem
(Tversky, 1981). On the other hand, some structures are preservéeé in t
mappings between the three domains. Fidelity is concerned wittudigy of
these mappings. (p. 6)

Waller, Hunt, and Knapp (1998a) went on to assert that:
Environmental fidelity depends on the degree to which variables itraimeng
environment resemble those in the real world. This means thabemantal
fidelity is a psychological rather than an engineering concepguse it depends
on a psychological judgment of similarity rather than a madtiead
correspondence between values of variables. Interface fididdals with the
mapping of the variables in the training environment to those in #meed’s
mental representation of the environment. It addresses theedegvehich the
input and output devices associated with the VE function similarlggaviy in
which the trainee would interact with the real world. Of coutise,trainee’s

assessment of an intuitive interface is also a psychological judgment. (p. 7)

In Waller, Hunt, and Knapp’s (1998a) study, they maintained that “Researchers
now no longer need to question whether VE’s can be effective in training spatial
knowledge” (p. 4). They found that “Short periods of VE training were no more effective
than map training; however, with sufficient exposure to the virtual training envirinme
VE training eventually surpassed real world training” (p. 2). In addition, thégdsthat
“training in a VE of relatively low fidelity allows people to develop useful
representations of a large scale navigable space...” (p. 27). Similarly,9anjil
Foreman, and Tlauka’s (1997) study on the transfer of spatial information from & virtua
to a real environment, they found that configural spatial information acquired fr@m a 3
desktop computer simulation can transfer to an equivalent real environment. Ausburn and

Ausburn (2004) reported that VR technologies have been used to provide “training in

circumstances where real world training would be difficult, expensive or dargjdp.
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2). Ausburn and Ausburn (2008b) argued that “Virtual reality (VR) has demonstrated
effectiveness as an instructional technology in many technical fields#)p.Smilarly,
Ausburn, Fries, Mahan, et al. (2009) cited recent literature reviews ancecefiaat:
Published research has consistently demonstrated the effectivehesgrtual
reality (VR) as a learning tool in a variety of educatiofi@lds and settings,
including K-12 education, technical education, medical education, and
engineering education. In addition, many occupations and industriesoare
turning to VR to provide effective and cost effective ways of dbigjness (c.f.,
Ausburn & Ausburn, 2004, 2008a, 2008b; Ausburn, Ausburn, Cooper, Kroutter,
& Sammons, 2007; Ausburn, Ausburn, Ashton, Braithwaite, Dotterer, Elliott,
Fries, Hermes, Siling, & Williams, 2006). (p. 1)
This issue of transfer of training from virtual environments to the physidayrea
of the real world was specifically addressed by Bollman and Friedridh.( These
researchers reported positive transfer effects and concluded this wefiadie/E as a
training technology.
Concerns About VEs and Their Effectiveness
Despite the growing popularity of desktop VR, the research literatureVeas ed
several concerns regarding the physical and psychological effects sermexjgerience
with VR technologies. Researchers (e.g. Ausburn, Fries, Mahan, et al., 2008n B
Peterson, 2002; Dotterer, et al., 2008; Hunt & Waller, 1999; Kennedy, Kennedy, &
Bartlett, 2002; Waller, Hunt, & Knapp, 1998a, 1998b) have indicated that while some
learners do very well in acquiring knowledge from VR technology, others have
experienced physiological and psychological difficulties such as visualtitiator
dizziness, nausea, disorientation (lost in hyperspace), and spatial anxiety as

maneuvered within a virtual environment (VE). Some of these problems have been

linked to individual differences in learner’s gender or cognitive style.
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A review of the research literature has indicated several fab@trsnay lead to
the disorientation of learners in virtual environments: The complexity of the \i§ghdes
(Darken, 1995; Raubal & Egenhofer, 1998; Waller, 2000; Waller, Hunt, & Knapp,
1998a); lack of ability to orient one’s self within the VE (Graff, 2003); difficult
adjusting to the navigational control devices (Chen & Ford, 1998; Lawton, 1994; Waller,
2000); and the quantity or complexity of information to process (Alomyan, 2004;
Ausburn, Martens, Washington, Steel, & Washburn, 2009; Boling, 2000; Chen & Ford,
1998). All these factors can lead to cognitive overload which could inhibit learning,
which implies a place for cognitive load theory in the study of virtual envirorsaet
their effectiveness.

Cognitive load and VE effectivenessCognitive load theory was codified by
Sweller (1988) in the assertion that proposed optimum learning occurs in humans when
the load on the working memory is kept to a minimum to best facilitate the changes i
long term memory. Cognitive load theory is concerned with the amount of information
that individuals are able to store and process in their working memory beforertiagsf
it to the long term memory. The working memory is limited in both time and sdcee
storage capacity of the working memory is estimated to be from 5 to 30 seconds
(Merriam & Caffarella, 1999). In his landmark discussion of information protgssid
memory, G.A. Miller (1956) argued that the working or short term memory cgpacit
limited to storing seven plus or minus two digits of information at a time. Miiserted
that “by grouping similar items into a collection, called a ‘chunk’, short termang

could be expanded” (as cited in Golbeck, 2002, p. 1).
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Feinberg and Murphy (2000) explained that “the mental resources of working
memory can be overloaded; any information that ignores cognitive load reegerat
with the process of acquiring knowledge and skills” (p. 1). An individual’s ability to
learn is limited by the ability “to process, absorb, and assimilate infamitm both
the learning activity (content) and the learning process (activityyalge of the time
and space limitations of the working memory, care should be taken to minimize the
memory requirements and cognitive load on the working memory” (Dotterer, Calhoun,
Kroutter, Jennings, Burkett, & Braithwaite, 2008). Cognitive load can lead to
disorientation, which causes learners to become frustrated. With risitrgtinrg
anxiety increases and disrupts learning. Learners who become disoriermted bec
distracted and must focus more perceptual attention and cognitive processing on
navigation within the virtual environment and less attention on processing information
contained within the environment (Graff, 2003).

Gender and VE effectiveness. Research suggests that gender differences may be
another source of difference in the effectiveness of VEs. According to Hunt ateat Wal
(1999), “Women have more trouble with virtual environment training than men do” (p.
68). Lawton (1994) found that “Women also reported higher levels of spatialyaroxiet
anxiety about environmental navigation than did men. The orientation strategy was
found to be positively correlated with spatial perception ability and negativeiated
with spatial anxiety” (p. 765). In other words, the greater one’s ability imaspat
perception, the better one is at orienting to the virtual environment. Conversely, the more
spatial anxiety one experiences, the poorer his/her orientation stratedye andre

disoriented one becomes. Waller, Hunt, and Knapp (1998b) reported that:
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Disorientation in virtual mazes was particularly severe fomen. Several (7)
women — and no men had an average bearing errors in exceSsfaf d6th the
virtual and transfer phases of the experiment. However, the gdiifigence
between real world errors was much smaller. These resrltsborate earlier
findings that understanding the spatial characteristics of \fBay be more
challenging for women than for men. (p. 4)

Similarly, in a study on Internet navigation, Chen and Ford (1998) found that
“women reported significantly more disorientation than males when searching fo
information on the World Wide Web” (p. 76). Hunt and Waller (1999) expressed
concern that “there are very strong male-female differences abiliy to benefit from
VE training” (p. 69).

Cognitive styles and learning strategies in VE effectivenes®esearch
suggests that learner styles and instructional strategies may alsb ihgpaffectiveness
of digital environments. Cognitive style issues have surfaced recentlgiregar
navigation in hypermedia environments. This is important because both hypermedia and
VEs have non-linearity in common. Non-linearity is a basic feature in hyoam
learning environments. This feature allows the learner to jump freely fromd@aé¢o
another, without concern for a predetermined order or sequence (Alomyan, 2004; Chen &
Ford, 1998; Ford & Chen, 2000). Alomyan (2004) expressed concern that “for some
students especially field dependent students, giving such freedom might causmgrobl
such as disorientation, learner control and cognitive overload problems” (p. 189).
Likewise, Somyurek, Gluyer, and Atasoy (2008) explained that the non-lineaunstratt
computer-based instruction has been touted for providing learners the opportunity of
flexible navigation through the instructional content in order to accommodate the

learner’'s needs. However, this non-linear structure may lead to problems like

disorientation, cognitive overload or inefficient navigation for some learners
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Chen and Ford (1998) also addressed non-linearity in learning, viewing it
positively in their claim that:

Non-linear access is related to self-paced instruction ih lbth offer each

learner the choice of speed and navigation route through the subpgentc

Such choices are related to the notion of individual differentélat the same

instructional system can potentially offer each learner nasigatchoices suited

to his or her particular needs. ... It has been suggested that narkhosdedge

access within hypermedia can enhance learning in compariselatively linear

access. (p. 68)

Some studies have indicated that when learning strategies have been imposed on
students in relatively linear conditions, there is evidence that learning cgeaan be
positively affected (Ford, 1985, 1995; Pask & Scott, 1973, 1979). However, when
students are allowed more control over navigation in relatively nonlineamgarni
environments (including hypermedia), the evidence is less consistent, and a number of
studies have reported no significant differences in learning outcomes deapitrs
displaying their characteristic and preferred learning stratefgiks, Ford, & Wood,

1992; Ford & Ford, 1992; Frey & Simonson, 1994; Liu and Reed, 1994; Wilkenson,
Crerar, & Falchikov, 1997) (as cited in Ford & Chen, 2000, pp. 305-306).
Spatial Abilities, Spatial Knowledge, Wayfinding and VE Interface Training

Literature has shown several individual difference variables such ad spatia
ability, cognitive ability, cognitive style, prior experience with compsiatems,
interface proficiency, prior domain knowledge, age, and gender influence vanance
navigational behaviors and learning outcomes in virtual environments (Chen & Ford
1998; Hunt & Waller, 1999; Jansen-Osmann, Schmid, & Heil, 2007; Lawless, Schrader,
& Mayall, 2007; Waller, 2000; Waller, Knapp, & Hunt, 1999). Waller (2000) argued

that:
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The most plausible account of increased variance in VE-relagegures is that
learning about a space in a VE requires all or most of the abilities thaigaeed
for learning about a real world space, but that VE training pladestional
demands on trainees. Individual differences in the ability to hatidise
additional demands account for the increased variance in VEd @at®ormance.

(p-7)

According to Waller (2000) “Spatial ability is significantly assoaateth spatial
knowledge acquisition in a virtual environment” (p. 3). Waller explained that “spatial
orientation, a dimension of spatial ability, is the ability to manipulate visuallsusing
self as a reference point and is closely related to the ability to charspege/es” (p. 8).

Waller, Knapp, and Hunt (1999) citing Waller (1999), reported:

In general, tests of spatial visualization (the ability t@nipulate figures

mentally) and spatial orientation (the ability to account for chaungeiewpoint)

are more predictive of the ability to acquire spatial informaimoa VE than are
tests of visual memory (the ability to remember the configumatiocation, and

orientation of figures) or spatial scanning (the ability to exploisually a

complex spatial array). (p. 5)

Two dimensions of spatial aptitude are spatial visualization and spatial
orientation. Spatial visualization, the strongest dimension, is a term used tbelascr
individual’s ability to manipulate objects or figures without reference to oe#’s s
Spatial orientation, on the other hand, refers to an individual’s ability to manipulate
visual stimuli using the self as a reference point and is closely relatezldbitity to
change perspectives (Waller, 2000). Kozhevnikov and Hegarty (2001) found these were
two different aptitudes and reported that “the ability to mentally rotateramipulate an
imagined object (as measured by tests of spatial visualization and spati@hs¢ and
the ability to reorient the imagined self (as measured by the pevsptadting tests) are

separable spatial abilities” (p. 745). They further concluded that “a persaditis tabi

mentally manipulate a visual stimulus from a stationary point of view (object
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manipulation ability) does not reflect his/her ability to reorient himéiens space
(spatial orientation ability). Although they are highly correlated, objecipu&ation and
perspective-taking tests do not appear to reflect the same construct” (p. 755).

Spatial learning and its correlates have been addressed in research on virtual
environments. Jansen-Osmann, Schmid, and Heil (2007) argued that “cognitive
development in general is important for spatial learning in a large-scaterament” (p.
49). According to Waller (2000) “The three most powerful predictors of spatial
knowledge acquisition in VE's—spatial ability, interface proficiency, gewlder —
collectively were able to account for approximately 25% of the varianoeasures of
VE spatial knowledge” (p. 42).

Waller (2000) related skill with a VE’s navigation interface to successful
acquisition of information. He found that “proficiency with the navigational iaterf
and spatial ability are found to make a substantial contribution to individual ddésren
in the ability to acquire spatial information from a virtual environment” (p. 3). avall
reported that in his studies “spatial ability and interface proficiency heastribregest
effect on VE spatial knowledge acquisition” (p. 34) and the “largest single cootrtbut
individual differences was proficiency with the navigational interface, whacbumted
for approximately 16% of the variation in performance measures of VE spatial
knowledge” (p. 36). He asserted:

Because acquiring congurational spatial knowledge requires attémgsoarces

(Linberg & Garling, 1983), the effort spent understanding and ubm@nterface

devices of a VE system probably interferes to some degreethaticognitive

processes or resources required to form spatial knowledge. Ifepéibfgr in
their abilities to learn and automatize these devices, then difésences may

account for much of the differences in spatial knowledge acquisitia’vVia. (pp.
13-14)
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According to Waller (2000), “It is crucial that experimental participanés
adequately trained to high proficiency with the interface before being tasited wi
learning the spatial characteristics of a VE” (p. 37). He believed “usiedaces with
which users are most comfortable and familiar with will enhance VE perfoehgmc
39). In other words, when adequately trained in how to use a computer interface device,
the participant’s attention is less likely to be distracted from the bfestraing task.
Concerned that very strong male-female spatial skill difference maytimlomen’s
ability to benefit from VE training, Hunt and Waller (1999) argued that “Preswymabl
appropriate pretraining can reduce the gender difference in interfacagmoy...” (p.

69).

In their studies of learner variables in spatial knowledge acquisition in virtual
spaces, Waller, Knapp, and Hunt (1999) found that differences between individuals on
characteristics such as gender, prior computer use and cognitive aloitynged for
more variance in performance on tasks requiring spatial knowledge acqursition f
VE than did major differences in visual fidelity of the VE (p. 19). Waller (2000) found
that “a woman who uses a desktop VE is statistically less likely to decueade spatial
information from it than a man. However, because other variables are primarily
responsible for this gender effect, it is likely that women can be traireeday that
eliminates or reduces gender differences” (p. 41).

Jansen-Osmann, Schmid, and Heil (2007) examined the “effect of regularity in
environmental structure on wayfinding behavior and spatial knowledge” (p. 41). In this
study, 60 participants divided into three groups ranging from 7 to 8 years old, 11 to 12

years old and adults, performed self-determined movements in two desktop virteaal maz
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environments, one consisting of a regular structure and the other a irregudfuretr
They found that in most measurements of wayfinding performance and spatial
knowledge, there was an overall developmental progress from younger childrengp adult
yet the exploration behavior did not differ between adults and children. They concluded
that their data “strengthened the assumption of a disassociation betwegrlivgyf
performance and spatial knowledge” (p. 48).
Orienting, Wayfinding, and Navigation

Orienting

Orienting is the ability to acquire one’s bearings in an environment. Blade and
Paddgett (2002) defined orientation as a sense of up and down or north, south, east, and
west, and identified orientation as what allows individuals to determine whegrarthe
which direction they came from, and where they want to go. Hunt and Waller (1999)
described orientation as “Our awareness of the space around us, including the location of
important objects in the environment. Orientation in space is crucial for findirgy one
way (or wayfinding) from one location to another” (p. 4). They explained that “A person
is oriented when he knows his own location relative to other important objects in the
environment, and can locate those objects relative to each other” (p. 4).

One’s cognitive style has been linked to orientation ability. Graff (2003) érgue
“Cognitive style is also related to an individual’s ability to detect his/p&tia location
or orientation in space” (p. 409). Witkin's studies regarding the perception of tigétupri
revealed existence of individual differences in spatial orientatiortiebi(Witkin &
Asch, 1948; Witkin, Moore, Goodenough, & Cox, 1977). Individuals’ cognitive style or

how they perceive and process information appears to have a bearing to howethiey ori
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themselves and navigate within an environment. According to Graff (2003) the lack of
ability to orient oneself within a web-based environment may cause an inditodual
experience disorientation. The more disoriented the users become, the more they mus
focus on navigation and less on processing the information content, which reduces the
amount of learning that can take place (p. 408).
Wayfinding

Wayfinding is a term first coined by Kevin Lynch in his classic 1960 wankge
of the City(Krafft, 2001; Muhlhausen, 2006; Raubal & Egenhofer, 1998; Reiss, 2001).
Lynch used this term to refer to maps, street numbers, directional signs and other
elements in an urban environment as wayfinding devices. Wayfinding involves the
process of using spatial and environmental information to navigate within a comstructe
world or environment. Many of the wayfinding principles identified by Lyreh loe
applied to computer environments. According to Jul (2001), wayfinding is fundamental
to most human activity, including interaction with computers. Jul asserted that
wayfinding consists of “the task of determining how to get to where one wantshaol go a
directing the activities needed to get there...” (p. 1). Jansen-Osmann, Schmieiland H
(2007) claimed that “Wayfinding behavior is based on viewpoint updating; the
measurements of spatial cognition tasks demand a cognitive processingabf spat
information” (p. 41). Krafft (2001) felt that wayfinding refers to an individual’s
cognitive and behavioral abilities to follow a path from a current location toet targ
destination. In summary, wayfinding is the ability of an individual to find his or hgr w

to a destination.
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Within the context of architecture, wayfinding refers to individuals’ ability to
orient themselves and choose a path to direct their movement within the built
environment. Wayfinding also refers to the architectural and design ekethahassist
in orientation. Wayfinding is the process of using spatial and environmental cues to
navigate through an environment (Corbin Design, n.d.; Center for Inclusive Design and
Environmental Access, 2010). Reiss (2001) pointed out that “Architects in the physical
world and navigation designers in cyberspace face many of the same prablées a
attempt to guide visitors through their respective environments” (p 1). Jul (2001)
explained that “Work on wayfinding design usually focuses on using generalicegni
considerations to provide guiding information, such as signage, landmarks, etc.” (p. 2).

In virtual spaces as in physical ones, individuals need wayfinding devicessto ass
them in navigating unknown territory. These devices need to be clear and cansistent
Research indicates that consistency in terminology, application, and locatiow theed t
considered in design of virtual environments. Muhlhausen (2006) maintained that
wayfinding can be improved through consistent signage and structural environmental
designs. Darken and Sibert (1996) found that in large virtual environments adequate
directional cues are necessary, otherwise individuals become disoridntédnhibits
both wayfinding performance and the acquisition of spatial knowledge. According to
Boling (2000), the more complicated the content is, the more care one should take to
simplify the navigation required for individuals to use it. She also noted that ocdlgsiona
designers have to give instructions to users and recommended instructions be given in
plain language, right in the place where people need the instruction, and make sure th

directions do not overwhelm everything else around the user.
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The inclusion of navigational aids in VEs was also supported by Darken and
Sibert (1996) who found that environmental cues such as maps and grids placed in a VE
decreased directional errors on hand-drawn maps. Furthermore, particgiaets dn a
map in their experiment exhibited better configurational knowledge of the real
environment. Darken and Sibert concluded that providing a map or other navigational
aids within the VE during training could enhance the acquisition of survey knowledge.

Boling (2000) addressed the issue of prior knowledge and navigation devices.
She found that “people tend to try to apply their prior knowledge to new situations, so if
you begin to use navigation signals in ways that look the same but act differentligegha
ones that people are used to... they will apply their prior knowledge and get very
frustrated” (p. 4). Boling recommended “creating a consistent structurieeiipa people
know at any given time where they are, where they can go, how to get back, and how to
get out” (p. 8). This concept was also echoed by Muhlhausen (2006) who argued that
wayfinding can be improved through consistent signage and structural environmental
designs. Professional designers agree, that wayfinding and signage s\estens
communicate clearly and consistently and be coordinated with other communications
(Corbin Design, n.d.; Center for Inclusive Design and Environmental Access, 2010).
Waller, Knapp, and Hunt (1999) asserted that “If one is interested in designing a VE that
maximizes the user’s ability to learn its spatial characterjsiis should focus on
including aids that specifically enhance spatial knowledge-not on creatigglzay/
looks exactly like the real world” (p. 20).

Darken (1995) addressed ways to find one’s way to a target destination, claiming

that finding the way to the target within a real or virtual environment requires the
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navigator to engage in one of three wayfinding tasks. According to Darken “Waygfindin
tasks can be classified into three primary categories: naive segehes] searches and
exploration” (p. 45). Darken defined a naive search as “any searching task in which the
navigator has napriori knowledge of the whereabouts of the target in question. A naive
search implies that an exhaustive search is to be performed” (p. 45). A praned se

the other hand, is any searching task where the navigator already knows tise target
location. A primed search is non-exhaustive. Darken defined an exploration as “any
wayfinding task in which there is no target” (p. 45).

According to Darken (1995) “Wayfinding tasks in general require the navigator t
be able to conceptualize the space as a whole. This is analogous to what Thorndyke...
refers to as survey knowledge” (p. 45). Darken asserted that “exploration isithe bas
task of spatial comprehension. Its objective is to develop survey knowledge” (p. 46).
Darken believed that “...survey knowledge is the key to successful wayfimdaryi
environment” (p. 46) and that:

Survey knowledge represents configurational or topological infoomatObject

locations and inter-object distances are encoded in terms of gegcéred,

frame of reference. Survey knowledge is map-like in natureomngly, it can

be acquired directly from map use. However, survey knowledge addrora a

map tends to be orientation-specific. Prolonged exposure to navigating a

environment directly results in survey knowledge which tends to betatien-

independent. (p. 45)

Darken and Sibert (1996) distinguished survey knowledge from procedural
knowledge and claimed that survey knowledge is significantly different froneguoal

knowledge. They identified procedural knowledge as involving the sequence of actions

required to follow a specific route. They also stated, “The route may make use of
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landmark knowledge which is static information about the visual details of aispecif
location” (p. 2).
Navigation

Darken and Peterson (2002) differentiated wayfinding and navigation. They
claimed “Wayfinding is the cognitive element of navigation. It involves thetand
strategic parts that guide movement...Wayfinding and motion are intimigeliogether
in a complex negotiation that is navigation” (p. 494). Darken and Peterson argued that
“Navigation is the aggregate task of wayfinding and motion. It inherently mustidadh
the cognitive element (wayfinding) and the motoric element (motion)” (p. 494).

Hunt and Waller (1999) identified three problems for navigation. They claimed
that “In order to use a configural representation, navigators have to solve ks
The first two are alignment of a direction in the representation with direciotize
ground and positioning the starting point before exploration begins...The navigator’'s
third problem is to determine distance” (p. 35). For Hunt and Waller, navigation focused
on information processing requirements.

Boling (2000) used a different approach and described navigation by using
landmarks, routes and maps. According to Boling, in landmark navigation individuals
typically select an identifiable feature of the environmental landscapase it as a base.
Using the base to orient themselves, they move out away from the base to expéye. T
return to the base whenever they become disoriented or lost or when they want to explore
in another direction. In route navigation, individuals learn the routes between their
current location and to a target location or multiple target destinations. “Rouatoasi

tend to learn many routes and then connect these, or use their intersections to teavigate
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places for which a route has not yet been learned” (p. 2). In map navigation, people for
a mental or cognitive map of the space in which they are moving and utilize itrib orie
and direct themselves by spatial relationships rather than by landmackges {[Boling,
2000).

Hunt and Waller (1999) were interested in gender differences in how people
navigate. They felt that “What people remember about a space depends upon how they
interact with it” (p. 49) and that could be related to gender. Research has indeed found
wayfinding strategy differences between men and women which may influence
acquisition of survey or configurational knowledge. Hunt and Waller asserted that “The
route learner thinks of space as a set of objects connected by paths. Themntnidet
of space as a system of positions from which distance and bearing (cordigalrat
information) may be computed” (p. 33). They cited Lawton in pointing out gender
differences in acquiring configurational information that may relate {dimding or
navigating strategies:

The male advantage in acquiring configurational information magaat partly

be due to a difference in the strategy used during wayfinding.n iMport

noticing bearings to landmarks, while women report strategig¢sdeg@end on

describing control points and noticing cues to the route, such as sgee. (p.

44)

Hunt and Waller (1999) concluded that “Women tend to use strategies appropriate
to tracking and piloting, while men use strategies appropriate for naviggbiof ).
Furthermore, in describing maps and map routes, they cited several reseanchers

found that “Women are more likely than men to give piloting rather than navigational

instructions. This would be expected given male-female differences imaengiitself
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(Dabbs et al., 1998; Galea & Kimura, 1993; Ward, Newcombe, & Overton, 1986)” (p.
51).
Cognitive and Mental Processing in Orienting, Wayfinding, and Navigation

Several researchers have offered theories and propositions related towe@gdti
spatial processing and human wayfinding and navigating. Darken and Peterson (2002)
argued “The need to maintain a concept of the space and the relative locationa betwee
objects and places is essential to navigation. This is called spatial commehand
like verbal comprehension, involves the ability to perceive, understand, remember, and
recall for future use” (p. 494). They asserted “An essential part of wayfimslihe
development and use of a cognitive map, also referred to as a mental map” (p. 494).
Lynch (1960) also supported a link between mental processing and
wayfinding/navigating, stating that “In the process of wayfinding, the gicaliek is the
environmental image, the generalized mental picture of the exteriocphyarld that is
held by an individual” (p. 4). Lynch believed urban elements like paths, landmarks and
districts should be used to divide an environment into smaller, clearly connected, and
more manageable pieces, which could then be directly encoded into a mentahyierarc
spatial knowledge. He also believed it was important to provide frequent directiesal ¢
to assist individuals in orienting themselves in the environment (Darken & ,3iB6A;
Krafft, 2001; Lynch, 1960; Muhlhausen, 2006; Raubal & Egenhofer, 1998; Reiss, 2001).

Waller and his associates have extensively studied human navigation, variables
affecting it, and cognitive processes controlling it. They cited Senge\\hite’s (1975)
statement that psychologists have identified three development stages idualgivi

cognitive representation of a large-scale navigable space (Waller, Hdmig@&p,
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1998a). Waller, Hunt, and Knapp’s (1998a) discussion of this cognitive representation
development cited the work of several researchers working with environmentalymaste

During an initial period of familiarization, a person focuses on thportant

locations in the environment. Knowledge in this stage consistslistannected

set of landmarks. After more exposure to an environment, peopdblare link

together important landmarks into routes. Knowledge of this typaidsto be a

route representatianWith additional exposure, some people may develop a more

flexible, map-like representation of the environment called sarvey

representation(also known as configurational knowledge). An individual with a

survey representation of a space understands the spatial réligtibesveen the

various landmarks in an environment independently of the routes that connect
these landmarks. Survey representations facilitate spatedemfes and can

allow people access to spatial information regardless of oli@mtggholl, 1987);

however, they differ from real environments in well-documented wayg.

Tversky, 1981; McNamara, Hardy, & Hirtle, 1989; Engebretson & Huttéelgpc

1996). (pp. 9-10)

Satalich (1995) investigated what she called navigational awareness and its
underlying cognitive processes. She argued wayfinding was only one component of
navigational awareness, which she defined as “having complete navigationag¢dgewl
of an environment” (p. 2). She explained there are two very distinct types of navigational
knowledge and each type affords different behaviors. The first type of navigational
knowledge Satalich callggtocedural knowledger route knowledge, which she said is
usually gained by personal exploration of a new area. An individual with procedural
knowledge can successfully navigate from one location to another along a known route,
but does not recognize alternate routes, such as short-cuts. The second type of
navigational knowledge according to Satalictsusvey knowledgeavhich she claimed is
attained by multiple explorations of an environment using multiple routes. Survey
knowledge allows individuals to create a cognitive or mental map of the environment.

Satalich asserted that when individuals acquire both procedural knowledge ang prima

survey knowledge, they then have complete navigational awareness.
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Raubal and Egenhofer (1998) elaborated on the mental process involved in the
development of a cognitive map of an environment. They contended that “thevagniti
map develops from a mental landmark map to a mental route map and should eventually
result in a mental survey map. The last stage is closest to a cartographitough it
still contains inaccuracies and distortions” (p. 3). They also noted that humamaatonst
and develop their cognitive maps by recording of information through their perception,
natural language, and inferences. Furthermore, research suggests that complex
environmental structures may inhibit development of cognitive maps and lead to
representational inaccuracies. Several studies have reported repicasanteaccuracies
in object locations and distances. For example, in a study by Waller, Hunt, and Knapp
(1998hb), participants were exposed to two maze environments. One was a virtual maze
using desktop VR and the other was a real maze. The participants’ knowledge of
distances and directions between objects located in the physical mazesteere te
Spatial knowledge transfer from the virtual to the physical mazes was themexl by
testing participants in the real-world maze after they had learned irrtial vnaze.

Waller, Hunt, and Knapp found that the accuracy with which their research patscipa
made bearing judgments was significantly influenced by gender. Fudhe bearing
estimation errors of the men were smaller than those for the women. They also found
women'’s bearing estimation errors were particularly high in the virtuat@maent

maze. They believed that errors in distance estimations were morecitgct
measurement type than by gender or the interaction of gender and measwpeeient t
Similarly, Wilson, Foreman, and Tlauka (1997) also found estimating distance to be

difficult in a desktop virtual environment.
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Another possible explanation for representational inaccuracies and distortions
may lie in the virtual environment design itself and its effects on userstaingrasp of
the environment. Darken (1995) claimed that:

Problems associated with wayfinding have been encountered in evergl

environment laboratory in every large-scale virtual world. Thesblggms may

manifest themselves in a number of ways depending on the task bdomgeel

Virtual world navigators may wander aimlessly when attemptinfynd a place

for the first time. They may then have difficulty relocgtiplaces recently

visited. They are often unable to grasp the overall topologinattste of the
space. Any time an environment encompasses more space than dhly pess

viewed from a single vantage point, these problems will occur. (p. 45)

Similarly, Darken and Sibert (1996) argued that “people often have problems
wayfinding in large virtual worlds because they cannot grasp the overall tag@logi
structure of the space. They may wander aimlessly throughout the virtiralinenent
attempting to locate a place or once they have found a specific location, théyaweay
difficulty returning to it at a later time” (p. 2). Waller, Hunt, and Knapp (1998 c
Sholl in explaining this problem:

The problem of developing a survey representation in a VE is confounded by two

important characteristics of VE's compared to real environments. VEatipi

have restricted fields of view compared to real environments, and restiedsd
of view have been shown to interfere with spatial learning in the real wprld. (

11)

Regarding the problem with restricted fields of view, a recent research
development has supported Waller, Hunt, and Knapp’s argument and offers promising
results for females. In a study by Tan, Czerwinski, and Robertson (2003), thiydednc
that “female 3D navigation performance can be enhanced and that gendendéfmay
be significantly reduced with a larger field of view” (p. 2). They found thatréasing

field of view leads to perceptual, visual, and motor improvements in various navigation

performance tasks” (p. 2).
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Measuring, Orienting, Wayfinding, and Navigating

Numerous approaches have been used in research studies for operationalizing
wayfinding, orienting and navigating. Many studies have used real or virtuakmaz
(Jansen-Osmann, Schmid, & Heil, 2007; Waller, 2000; Waller, Hunt, & Knapp, 1998a,
1998b; Waller, Knapp, & Hunt, 1999), city environments (Waller, Beall, & Loomis,
2004); buildings (Satalich, 1995; Wilson, Foreman, & Tlauka, 1997), or virtual open
ocean environments (Darken & Sibert, 1996). Wayfinding devices such as maps,
compasses, directional arrows, grid lines and the sun have been used to aid subjects in
traversing and locating objects and landmarks within these environments. Most of the
research has measured route replication, survey or configurational knoatetigpatial
ability of participants.

Navigational route replication measures have included the number of wrong turns,
route traversal time, route traversal distance, and the number of misideattgaarks.
Configurational or survey knowledge has been measured by participants daasteigh
or map of the environment from memory (Darken & Sibert, 1996; Wilson, Foreman, &
Tlauka, 1997). These maps or diagrams have been used to assess directional accuracy,
relative distance estimation and relative shape, placement and scaltaof¢te
landmarks or objects (Darken & Sibert, 1996). Survey or configurational knowledge has
also been measured by the number of correct responses to pen and paper tests. The
orientation, wayfinding, and navigation research has frequently shown that ¢ken wi
navigational and structural aids, people navigate differently and can get éogiriual

world. It can be generally concluded from reviewing the researchditerthat more
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information is needed concerning the interaction between individual learner
characteristics and virtual environment technology.
Cognitive Style

Numerous researchers and theorists have asserted that cognitiverstyiiné
same as learning style or learning strategy. Conti and Kolody (1999b&angrimary
advocates of learningfrategiesas a learner variable, particularly as they apply to adults.
They claimed that “Learning strategy research has revealed thalesdnérs have a
distinct preference for the types of learning strategies that theyheseapproaching a
learning task in daily life” (p.1). By contrast, they cited Keefe’s (1984pitieh of
learningstylesas “cognitive, affective, and physiological traits that serve asveliat
stable indicators of how learners perceive, interact with, and respond to thegearnin
environment (p. 1). Similarly, Conti (2009) cited Smith’s (1993) concept of learning
style as an individual's characteristic ways of processing infoomateling, and
behaving in learning situations. Ausburn and Ausburn (1978) did an extensive review of
cognitive stylaesearch and identified this concept as related specifically to stable
abilities and preferences in the way individuals perceive and mentally process
information. Ausburn (2004) later used the term learning styles for this cdanstaimg
that “Learning styles have long been generally accepted as stableephdidgrained in
internal cognitive processes for taking in and processing information” (p. 3). In
describing the difference between cognitive style and learning $fi@rriam and
Caffarella (1999) concurred with Ausburn and Ausburn (1978) that “it appears that the
real difference between these two concepts (learning and cognitiv® §igsein the

emphasis placed by the learning style researchers on the learningrsigasius the
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more general notion of how people perceive, organize, and process information” (p. 209).
Riding and Sandler-Smith (1992) also concurred with the ingrained and “set” nature of
cognitive styles and differentiated them from the more fluid learningegtest
Cognitive style needs to be distinguished from ‘learning stratdgythe present
context, a style is considered to be a fairly fixed charatiemf an individual,
while strategies are the ways that may be used to copeitustians and tasks.
Strategies may vary from time to time and may be learnedeveloped. Styles,
by contrast, are static and are relatively in-built featuoé the individual.
Cognitive style has been defined succinctly by Tennant (1988)nthwidual’s
characteristic and consistent approach to organizing and processirgation.’
(pp. 323-324)
Conti and his associates also supported the more flexible nature of learning
strategies, describing them as techniques or skills selected by an indigidsalih order
to accomplish a learning task. These researchers felt learningissatiéigr from
learning style in that they are techniques rather than stable or innat@mncithey are
selected for a specific task (Conti & Kolody, 1997, 1998, 1999; Fellenz & Conti, 1989).
Conti, Kolody, and Schneider (1997) agreed with McKeachie (1998) that “Learning
strategies are those techniques or specialized skills that the leardevbkxped to use
in both formal and informal learning situations” (p. 2). Ausburn (2004) also concurred
that “Learning strategies are believed to be less rigid than learnleg, sitpd more
related to personal preferences and choices developed through experiencet@mdlec
learners in undertaking and accomplishing learning tasks” (p. 3).
Cognitive style consistently refers in the literature to the mannghich
individuals habitually acquire and process information and are thus anchored to human
perception and cognition. Hansen (1995) argued that “Cognitive style measures do not

indicate the content of the information but simply how the brain perceives and pscess

the information” (p. 2). Riding and Cheema (1991) noted “The term ‘cognitive style,’
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was used by Allport (1937) and has been described as a person’s typical or habitual mode
of problem solving, thinking, perceiving and remembering” (p. 194). Chen and Ford
(1998) concurred that “Cognitive styles...are characteristic ways of ginges

information displayed relatively consistently by individuals” (p. 67). Alom{z004)

citing Riding and Rayner (1998) also agreed that “Cognitive style is an individual’s
preferred and habitual approach to organizing and representing information” (p. 189).

According to Hansen'’s (1995) conceptualization of the stable and cognitively-
based nature of cognitive styles, they “can be described in a variety qfincyding
hemispherical lateralization (left versus right brain), sequential olggrebcessing,
field dependence/independence, and spatial visualization” (p. 2). Rumetshofer and Wob
(2003) argued that “Cognitive styles are considered as bipolar dimensions whereby
having a certain cognitive style determines a tendency to behave inia ceteer. It
influences attitudes, values, degree of social interaction or shortly thergdefey a
person processes information” (p. 20).

Many researchers have provided similar and related views and definitions of
cognitive styles. What these views have in common is an emphasis on the consistency
and stability of these styles and their relationship to the cognitive procegsaseabtion
and mental processing of information. Ford and Chen (2000) reviewed cognitive style
literature and cited several other researchers in concluding that “@eggtitles are
tendencies that are consistently displayed by individuals to adopt a particulaf type
information processing strategy (Brumby, 1982; Entwistle, 1981; Ford, 1995; Miller,
1987; Riding & Cheema, 1991; Schmeck, 1985)” (p. 283). Chen and Ford (1998) also

acknowledged Witkin’s well-known conceptualization of cognitive style:
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Witkin and Goodenough (1981) described the term cognitive styles as stylistic
preferences consistently exhibited by individuals in the ways in which they
organize, stimuli, and construct meanings for themselves out of their experiences.
Cognitive styles can be classified in a variety of ways, such as Glalliatielvs.
Focused-Detailed, Field-Dependent vs. Field-independent, Right-Brained vs.
Left-Brained. (p. 69)

Witkin (1967) had earlier described his view of the specific nature of cognitive
style:

Extensive research (Witkin, Lewis, Hertzman, Machover, Meissndr\&apner,

1954; Witkin et al., 1962) has shown that a tendency toward more globaire

articulated functioning is a consistent feature of a given indali manner of

dealing with a wide array of perceptual and intellectual tasBecause it
represents the characteristic approach which the person huirsgsidtions with
him, we consider more global or more articulated functioning toahe

individual’s cognitive style. (p. 235)

While Witkin’s articulated/global or field independent/dependent
conceptualization of cognitive style has been heavily researched, researdiedast t
five decades has revealed other dimensions of individual differences inwegtytes or
the way humans perceive, acquire and process information. Several cogyliiwe st
cognitive control dimensions have been systematically studied over the yeanslade
visual/haptic perceptual types (Lowenfeld & Brittain, 1970); field
dependence/independence (Faterson & Witkin, 1970; Witkin, 1967; Witkin, Moore,
Goodenough & Cox, 1977; Witkin, Price-Williams, Bertini, Christiansen, Oltman,
Ramirez, & Van Meel, 1974); holist-serialist (Pask, 1972); leveling/sharpeogmgtive
control (Santostefano, 1964; Santostefano, 1978; Santostefano, 1985-1986);
flexible/constricted field control (Santostefano & Paley, 1964; Stroop, 1935); and
reflective/impulsive cognitive tempo (Kagan, 1965; Kagan, 1976; Kagan & Kogan, 1970;

Kagan & Messer, 1975). Ausburn and Ausburn (1978) presented an extensive review of

cognitive style and its numerous dimensions and their assessment instrumee#sciRes
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has shown each of these various dimensions of cognitive style/controls azeostabl
time; develop early during childhood; are related to personality, sociahzatd cultural
behavior variables; are independent from general intellectual ability; anelssstant to
training and change (Ausburn & Ausburn, 1978; Ausburn & Brown, 2006).
Witkin’s Field Dependence/Field Independence Cognitive Styles

While considerable research has been conducted on several dimensions of
cognitive style, Witkin’'s well-known dimension of field dependence/independence is
arguably the most studied. Witkin himself asserted: “Among the cognitiles sty
identified to date, the field-dependence-independence dimension has been the most
extensively studied and has had the widest application to educational problems...”
(Witkin, Moore, Goodenough, & Cox, 1977, p. 1). Witkin et al., (1977) found “cognitive
styles play an identifiable role, apparently starting early in life, irctimeplex process of
an individual’s educational-vocational evolution” (p. 52). Witkin also asserted that his
cognitive style dimension was independent of measures of academic sucttss a
“field dependence-independence does not show much relation to overall achievement
measures, such as college grade-point average” (p. 45).

Field dependence and field independence are terms used by Witkin (1967) to
denote the contrasting differences in perceiving and processing visuabgéhsen
field dependent (global) and field independent (articulated) cognitive .s@yidsn
(1967) claimed “In a field-dependent mode of perception, the organization oflthagie
a whole dominates perception of its parts; an item within a field is experiesteska
with organized ground. In a field-independent mode of perception, the person is able to

perceive items as discrete from the organized field of which they are 4p&86).
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According to Wilkin (1967), an individual with a field dependent cognitive style
has a tendency to perceive and adhere to an existing, externally imposaddremThe
field independent individual, on the other hand, has a tendency to restructure the
perceived information into a different framework. Witkin, Moore, Goodenough, and Cox
(1977) also argued that the perceptual/cognitive aspects of field artioutad social
correlates and that “taken collectively, the social characteribatslistinguish persons
with contrasting styles suggest that relatively field-dependent peraamtrast to more
field-independent ones, are likely to be attentive to and make use of prevailaidg soc
frames or references” (p. 10). Witkin (1967) further extended this sociataspe
propose a cultural hypothesis: “Evidence now exists that individual diffey@mce
cognitive style are related to differences in family experiences @rolwing up. To the
extent that cognitive styles are end-products of particular sociahzatocesses, they
may be used in the comparative study of these processes” (p. 234). Severtgrethis la
hypothesis was tested when Witkin, Price-Williams, Bertini, Christian®Itman,
Ramirez, and Van Meel (1974) examined the role of socialization experiernbes i
development of psychological differentiation in three countries: Holland,dtady
Mexico. In each country, two villages were selected for their contrastorge of
emphasis on conformity to family, religious and political authority. Witkin.et@ind
“individual differences in cognitive style are largely the end product afrgifices in
socialization experiences” (p. 12). Based on their cultural study, Witkh, €¢1974)
argued that encouragement of autonomous functioning as an emphasis in child rearing is
associated with the development of a more field-independent cognitive styleeatet g

field differentiation; and that, on the other hand, field-dependence and limitd fiel
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differentiation tend to be associated with demand of adherence to parental dughority
13). They concluded that “individual differences in cognitive style are affént child
rearing practices, an interplay with ecology and social structure” (p. 14).

Witkin (1967) argued that perceptual field independence is evidence of developed
articulation or differentiation in the cognitive sphere. He also proposed that this
cognitive development was related to physical identity and stated thabfysewith an
articulated cognitive style are likely to give evidence of an artiedlbody concept and a
developed sense of separate identity.... An articulated cognitive style,crhadetl body
concept, and a sense of separate ‘identity’ are all taken as indicatorslopddve
differentiation” (p. 235). According to Witkin, individuals tend to show a high dedree o
consistency in performance across these three manifestations and fohmaece of
relatively field-dependent or field-independent fashion was a highly deddlere of an
individual's cognitive functioning over time” (pp. 236-237).

Test of Field Dependence/Independence

Field dependence and field independence is a bi-polar construct which could be
thought of as the extreme end points on a continuum. According to Witkin, Moore,
Goodenough, and Cox (1977), “Most people fall between the two extremes” (p. 5).
Witkin et al., (1974) believed that field dependence and field independence could be
assessed by controlled objective procedures (p.12). Witkin assessed psyahologic
differentiation in the perceptual domain through tests of field-dependence-independen
and in the body-concept domain through figure drawing productions. Witkin and his
colleagues developed a number of tests to measure field dependence-independence

cognitive style. The following provides a glimpse of this evolutionary process.
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Rod-and-Frame Test (RFT). In this test participants were escorted into a dark
room where they viewed a movable luminescent rod contained within a movable
luminescent frame. The task was to position the rod so it was vertical.irféleflendent
participants tended to see the rod and frame as separate objects and were able t
manipulate the rod to a vertical position regardless of the position of the frame.
Conversely, individuals who were more field dependent, tended to position the rod in
relation to the frame (field). The participant’s score was the mean nwintbegrees of
deviation of the rod from the true upright position on eight trials. In the early
experiments, the mechanical device used was too large to be used outside theyaborator
A smaller portable desktop device called the portable rod-and-frameRESIYRas
developed by Oltman in 1968. It made the darkroom unnecessary (Witkin, Moore,
Goodenough, & Cox, 1977, p. 8).

Body Adjustment Test (BAT). Structurally similar to the rod-and frame test, the
second test was the body-adjustment test. In this test the “object of percegstitirew
body rather than an external object, such as a rod, and the issue was how people
determine the position of the body itself in space” (Witkin, Moore, Goodenough, & Cox,
1977, p. 4). In other words, this test was to see how people orient themselves within a
space. To take the BAT, a participant was seated in a chair which wasquapto a
small room. Both the chair and room could be tilted either clockwise or counter
clockwise independently of one another. After the participant was seated, thenchair
the room were rotated to a prepared tilted setting. The participant waskbdrias
adjust the chair to a position where he/she experienced it as upright. Witkin, Moore,

Goodenough, and Cox (1977) found individuals who were more field independent were
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able to bring their body more or less to the upright regardless of the position of the
surrounding room. Field independent subjects were able to apprehend the body as an
entity discrete from the surrounding field (p. 5). They also found “individualrdiftes

in performance of the body-adjustment situations are very similar to thasédddor

the rod-and-frame situation. There are some people who perceive their owndsodies
upright when they are fully aligned with the surrounding tilted room” (p. 5). This
concurred with Witkin's (1967) earlier finding that:

Some subjects require that the body be more or less aligtiedh&iroom, tilted

at 35 degrees, in order for the body to be perceived as straighthislfield

dependent way of performing perception of body position is dominated in an

extreme degree by the axes of the surrounding field. Other ®ibyatose
perception is field independent, seem able to keep body separatdididrm
experience and to adjust the body close to the upright independetitly rmioms

position. (p. 234)

Articulation-of-Body Concept (ABC). In the articulation-of-body concept,
participants are asked to draw a male and female. Drawings wergeasssisg the
Witkin Articulation-of-Body Concept scale (ABC), which was a 5-point saatle a
single score assigned for both drawings. A higher score reflected armouated
(field independent) representation of the human body in the figure drawings (Witkin et
al., 1974, p. 21).

Embedded-Figures Test (EFT).In the Embedded- Figures Test (EFT),
participants are shown a simple geometric figure. The figure is removed and the
participant must then locate the geometric figure within a complex fagsigned to
embed it. According to Witkin (1967):

Some subjects quickly break up the complex figure in order to findinmaes

figure within it; this is a field-independent performance. Fbepsubjects, at the
opposite extreme, the simple figure seems to remain ‘fused’ thvé complex
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organized design; they take a good deal of time to ‘tease ousirtige figure.
(p. 236)

Witkin explained the complex figure was composed by using up the lines of the
simple figure in various subwholes of the complex figure, so that perceptuallymible si
figure no longer appears to be there. Witkin, Moore, Goodenough, and Cox (1977)
posited “What is at issue is the extent to which the surrounding visual framework
dominates perception of the item within it” (p. 6). For field-independent subjects the
sought-after simple figure quickly emerged from the complex design. Field-depende
subjects were not able to identify the simple figure in the time allowed feetreh.

“The score is the mean time taken to find the simple figure in the complex design in 12
trials of the test” (Witkin et al., 1974, p. 21).
Variations of Embedded Figures Test

Children’s Embedded Figure Test (CEFT). This test was designed for younger
children (preschool 3-5 and children 5-9 years old) (Witkin, Moore, Goodenough, & Cox,
1977, p. 8). The score is the number of correct identifications of the sought-after simple
figure in the complex design containing it, out of a possible total of 25 (Witkin et al.,
1974, p. 21).

Group Embedded Figure Test (GEFT). TheGEFTwas developed in 1971 by
Witkin, Oltman, Raskin, and Karp and is still widely used in cognitive stykareh. It
was designed for adults and is a visually oriented pen and paper instrument codining
items. Participants are required to read the instructions then identify inresadbr a
simple geometric shape contained in a complex figure. “Subjects who cordecitifyi

most of the simple figures are considered field independent while subjects who cannot
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identify the simple figure in the complex figure are considered field depér(tamsen,
1995, p. 3).
Cognitive Style and Virtual Environments

Only a small number of studies (Satalich, 1995; Waller, 2000; Waller, Hunt, &
Knapp, 1998a; Waller, Knapp, & Hunt, 1999) in the area of wayfinding, orienting, and
navigating within virtual environments have attempted to assess subjectsiveogiyiie
and include it as a variable. The test selected most often w@slilferd-Zimmerman
Spatial Orientation Testvhich has been used to assess spatial ability. Waller (2000)
went further in assessing different cognitive style dimensions. ktinly he
administered a battery of 10 cognitive ability instruments to measure,\s8pasibl and
verbal ability characteristics. Among these tests wer&thkord-Zimmerman Tegor
assessing spatial orientation and the Ekstom etlididen Figures Teswhich many
researchers have considered to be a marker for field independence and relatéal to spat
ability (Waller, 2000).

Waller (2000) noted field dependence had been shown to correlate highly with
measures of wayfinding in the real world. The problem with most of these siwaties
that they primarily focused on interaction with various navigational devices tatrer
on individual characteristics of the learners. Only one of these studies atetimpt
examine the effects field dependence or field independence may have on naaligation
behaviors in a virtual reality environment.

Cognitive Style and Hypermedia Environments
As noted above, very little research has been found regarding how an individual’s

cognitive style, specifically Witkin’s field dependence/field independencaiciis with
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navigational behaviors of individuals in desktop VR environments. On the other hand,
several studies were found in related technology genres, which addressioatiga
issues in hypertext, hypermedia, and web-based environments.

Researchers have studied the effects of cognitive style in relation gatagi
Internet web pages (Dong & Lee, 2008; Fiaola & MacDorman, 2008); hygder-tex
navigation (Ford, 2000; Korthauer & Koubek, 1994); web-based instruction (Alomyan,
2004; Governor, 1999; Monereo, Fuentes, & Sanchez, 2000); E-learning systems (Lu,
Yu, & Liu, 2003; Rumtshofer & Waéb, 2003); hypermedia links (Ayersman & Minden,
1995; Chen, 2002; Chen & Ford, 1998; Ford & Chen, 2000; Kim & Allen, 2002; Weller,
Repman, & Rooze, 1994); and hypermedia lab simulation (Andris, 1996).

Chen and Ford (1998) made a positive case for including cognitive style as a
variable in studies of how learners process information:

Many studies have shown evidence of individual differences and their

significance in learning, ranging from gender differencesdBoMiller, 1996;

Francis, 1993), system experience (Marchionini & Liebscher, 1991ygmittve

styles (Liu & Reed, 1994; Leader & Klein, 1996). Among these diifars,

cognitive styles are especially related to the manner inhwimformation is

acquired and processed. (p. 69)

Parkinson and Redmond (2002), in their assessment of how cognitive styles affect
learning performance in different computer media, found “only Field Dependé&zide-F
Independence interacted with overall learning performance at dgicsdlijssignificant
level...” (p. 39). They also found cognitive styles affected learner perfornmance
different computer media and that “Witkin’s Field dependence-Field independehee is
most consistent predictor of final score irrespective of treatment” (p. AZ)ddition,

their results indicated that Field dependence-Field independence was the mettrtons

predictor of final score in the Internet environment, while the conceptualliasimi
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Riding’s Wholist-Analytic cognitive style was a significant prediabfinal score in the
CD-ROM environment.

Chen and Ford (1998) examined the relationship between cognitive style and
navigation strategies using a web-based hypermedia learning syistéinis study they
defined the difference between hyper-text and hypermedia, stating pemttayt
generally refers to text-based systems which may also include sapieogd content,
while hypermedia is more encompassing and contains text, graphics, audio and video or
moving pictures. They found “students with different cognitive styles and chastict
employed different navigation strategies within the hypermedia leaenvigpnment” (p.
76). In particular, they observed field dependent individuals generally adopted a more
passive approach to learning and tended to require more structure and guidance.
Furthermore:

Field independent students learned more efficiently than did the déglendent

or Intermediate students, in that they made less navigational moweesll, to

engage in less duplication when visiting pages, and to make lessf uke

Previous/Next buttons—despite exploring deeper levels in the sufgzatrchy

and reporting fewer problems with the volume and depth of content than the

Field dependent counterparts. (p. 77)

Chen and Ford (1998) also found that subject knowledge, gender, and level of
Internet experience significantly correlated with the time spentictiag with the
hypermedia system. They suggested that tools providing structure and guitanbe
more important for relatively Field Dependent students while rich uséevéneed links
and other means for obtaining relevant information would benefit students with
Intermediate and Field Independent cognitive styles.

Kim and Allen (2002) explored cognitive style and task influences on Web

searching behavior. They found that although cognitive styles and problem soHesg s
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had an impact on the ways individuals searched for information on the Web, they all
eventually found the information they needed. They concluded that the searchgask wa
significantly more important than either cognitive style or problem solstyig.

Lee, Chen, Chrysostomou, and Liu (2009) investigated the relationship between
cognitive style and student learning behavior which they operationalized astioanaga
behavior. They used data mining techniques to analyze their data. In their study, 65
subjects were administered Ridin@€sgnitive Style Analysi€SA) test to assess field
dependence cognitive style levels. Participants were provided instructiomvigativggy a
Web-based learning program and were given 90 minutes to interact with the program.
Interactions were recorded in a log file for later analysis. Thetsesuihis study
demonstrated that learners with different cognitive styles exhibitedetitfe
learning/navigating behaviors using the Web-based learning program. &ylsgifiee
et al., found field independent subjects used the overview less frequently; tendecdato take
serialist approach, concentrating primarily on procedural details wherspnage
information in the learning context; and spent less time for navigation, possibly due to the
tendency to be more analytical and task oriented. The researchers feklthat Fi
Independents may have only paid attention to those particular topics related to thei
learning, which resulted in less navigational behavior. They reported that Field
Independent subjects tended to favor use of the Backward/Forward buttons to jump freely
within the learning environment and also that “Field independents preferred a non-linear
navigational approach and spent less time for navigation” (p. 3462). In contradt, Lee e
al. found that Field Dependents spent more time looking at examples (exterresd &fam

reference). They frequently used the main menu, which provided an overview of subject
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content and extra guidance. Field Dependents had more repeat visits to pagethevhi
researchers felt was possibly due to being disoriented or lost in hyperspelde. Fi
Dependents tended to prefer a linear (page by page) approach in the presentation of
learning material and may have had difficulty in non-linear learnireg dt al. also
found that Field Intermediate students were a blend of both the field dependent and field
independent cognitive styles. They tended to be equally comfortable utilittieg ei
learning path and employed a more versatile learning strategy, whicledltbem to
adapt to suit the learning program (Lee et al., 2009).

Several researchers have investigated relationships among individu&rciéer
in cognitive styles, learning or navigational strategies, and learning outoomes-
linear technology-based environments, with mixed results. Ford and Chen (2000)
reported that some studies investigating global and analytic learnieg styhe form of
holist and serialist biases have used non-linear environments (i.e., environment$in whic
students can choose their own navigation paths through subject matter). They cited
several studies that found no significant differences in learning outcomesedespit
differences in learning strategies and concluded that in these studiestdeschieved
similar levels of learning performance via different strategic soutéu and Reed (1994)
reached similar conclusions. They investigated different learnirtggitea of field
dependent and field independent international students in a hypermedia-assigiagda
learning setting and found that Field Dependent and Field Independent cogniéve sty
groups used different learning strategies in accomplishing the same taskalsihey
concluded that “hypermedia technology has the potential to accommodate |eatimers

different needs through its rich environment” (p. 419). Similarly, Weller, Repand
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Rooze (1994) found that Field Dependent and Field Independent students “were served
differently by hypermedia-based instruction” (p. 402).

Graff (2003) argued that because web-based instructional systeuors teat
potential for displaying different pieces of information on different pagesidesaneed
to understand the overall structure. Therefore, they felt users having aveogtyie
enabling them to understand the structure of the system should derive greaiteg lea
benefit. However, a study by Ford and Chen (2000) did not support this expectation.
The study by Ford and Chen measured the learning behavior and performance of 65 post-
graduate students using a hypermedia-based tutorial. Ford and Chen gatheyed data
cognitive style, levels of prior experience, motivation, age, and gender. duney &
link between field-dependent/independent cognitive styles and strategieddés in
navigation behaviors. They found that levels of prior experience were also linked to
guantitative differences in both navigation behavior and learning performanceal$bey
found a correlation between experience and cognitive style, with field independent
individuals displaying higher levels of experience. However, they did not find any
significant correlation between field dependent/field independent cogrtiyies and
measures of learning outcomes.
Cognitive Style and Hypermedia Navigation

In studies examining Field Dependence and Field Independence in hypermedia
navigation strategies, several findings have been reported. For exampla)drQicea
(2000) found that in a hypermedia-based tutorial relatively Field Dependaemriear
tended to use the map more and the index less and to use the back/forward button less.

They spent a greater proportion of their time studying higher levels in sabjgent
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hierarchy (levels 1 & 2) and a smaller percentage of time studyingped&vels (level
5). Relatively Field Dependent learners spent a lower proportion of theiekpioring
the “Detailed Techniques” section of the tutorial and adopted a relatively “randorh orde
approach to the elements of the practical assessment task. In contrasatitredyr Field
Independent learners in the Ford and Chen study—as in a study by Liu and Reed
(1994)—tended to use the map less and the index more. They spent less of their time
studying higher levels in subject content hierarchy (levels 1 and 2) andtargyertion
of time studying the deeper levels of subject content (level 5). Relativedty Fi
Independent students made greater use of the “Detailed Techniques” section of the
tutorial and were linked less with a relatively “random order” approach to etsmkthe
practical assessment task. However, Ford and Chen reported that despite thei
navigational differences, Field Dependent and Field Independent cogniterevete
linked to the adoption of different learning strategies but not to learning quality or
learning performance (p. 299).

In an earlier study of cognitive style and navigational behavior in hypermedia,
Chen and Ford (1998) found that Field Independent subjects made significantly less use
of the main menu and previous/next buttons than the Field Dependent and Field
Intermediate subjects. Field Intermediates seemed to favor usingneddinks, while
the Field Dependents tended to use the main menu more often than the others. The
researchers reasoned that “Arguably, the use of the main menu signifiesest ore
relatively global aspects of navigation, since the main menu gives an ovena#iw of
available topics” (p. 72). Chen and Ford reported that “students with differenticegnit

styles and characteristics employed different navigation strategfres this hypermedia
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learning environment” (p. 76) and that their findings were in line with previousrcasea
studies showing that individual differences influence navigational behaviors. @dhen a
Ford concluded:

Field independent students learned more efficiently than did Fielchdepior

intermediate students, in that they tended to make less navigational mowak over

to engage in less duplication when visiting pages, and to make lesd trse

Previous/Next buttons-despite exploring deeper levels in the subject hieaacthy

reporting fewer problems with the volume and depth of content thanfigilel

dependent counterparts. (p. 77)

Gender, Spatial Skills, and Digital Media

For nearly two decades research literature has noted several geatdet-rel
differences in the interactions of individuals with both virtual and hypermedia
environments. Gender has been cited as related to differences found in performance
(Hunt & Waller, 1999; Jansen-Osmann, Schmid, & Heil, 2007); use of navigational tools
(Chen & Ford, 1998); navigation speed (Chen & Ford, 1998; Jansen-Osmann, Schmid, &
Heil, 2007); frustration (Ford & Miller, 1996); disorientation (Ford & Miller, 1996;
Schwarz, 2001; Waller, Hunt, & Knapp, 1998a, 1998b; Waller, Knapp, & Hunt, 1999);
spatial processing (Hunt & Waller, 1999; Lawton, 1994; Waller, 1999; Waller, K&app,
Hunt, 1999); and self-efficacy, confidence, perceived task difficulty, anxiety, and
cognitive overload (Ausburn, Martens, Washington, Steele, & Washburn, 2009; Chen &
Ford, 1998).
Gender and Performance

Waller, Hunt, and Knapp (1998a) argued that the performance differences
observed in their study of virtual environments were not because of differences in the

acquisition of spatial knowledge, but rather “...are more likely due to gender difference

in the effectiveness of VE's for training” (p. 29). They noted that “Psychosolgiste
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shown that in general, men have more experience with video games (Philips, Rolls,
Rouse, & Griffiths, 1995) and report more comfort and confidence with computers
(Temple & Lips, 1989)” (p. 29). Jansen-Osmann, Schmid, and Heil (2007) found gender
differences existed only in regard to exploration behavior and drawing takky found
that females walked shorter distances in a virtual maze and scored lowep dramvang
correctness than the males, and that this pattern held true for all threewme gr
examined in their study. In contrast, Ardito, Costabile, and Lanzilotti (2006) found no
significant gender differences in navigational performance, attitudes, cexssrence
in subjects interacting with a Web-based virtual museum.

Hunt and Waller (1999) cited studies by Lawton in proposing that “The male
advantage in acquiring configurational information may at least partlydoéoch
difference in the strategy used during wayfinding. Men report noticingnigedo
landmarks, while women report strategies that depend on describing control points and
noticing cues to the route, such as street signs” (p. 44). Hunt and Waller reported that
“Women tend to use strategies appropriate to tracking and piloting, while men use
strategies appropriate for navigation” (p. 44). Furthermore, they citedalest@wing
that in describing maps and map routes, “Women are more likely than men to give
piloting rather than navigational instructions. This would be expected given enadeef
differences in wayfinding itself (p. 51). Ford and Chen (2000) found a correlation
between gender and motivation. They reported that females tended to be motivated mor
by extrinsic reasons for attending a technology-based tutorial and madedquests

for guidance than males.
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Gender and Spatial Abilities

According to Waller (2000), based on his studies there is some evidence that
gender differences in VE spatial knowledge are significantly associatedifferences
in the abilities required to interact with computers because gender diffe@mceal-
world spatial tasks can be much smaller than gender differences on id¢ktispétial
tasks (p. 12).

Hunt and Waller (1999) supported male advantage in spatial orientation and VESs.
They argued that “On average men outperform women in spatial orientaléeh(fas
68) and that “Women have more trouble with virtual environment training than men do”
(p. 68). They reported that “Most of the effect of gender in VE spatial fepisi
statistically associated with differences in spatial abilitya&sessed by paper-and-pencil
test) and proficiency with the navigational interface” (p. 69).

Lawton (1994) also reported gender differences in wayfinding/navigating and
spatial skills. He examined gender differences in self-reported wayfisttatggies and
their relationship to spatial ability and spatial anxiety. Lawton found “Woneza more
likely to report using a route strategy (attending to instructions on how tmgeplace
to place), whereas men were more likely to report using an orientation ptrateg
(maintaining a sense of their own position in relation to environmental referencg)’point
(p. 765). Lawton reported that “Women also reported higher levels of spatialyaoxiet
anxiety about environmental navigation than did men. The orientation strategy was
found to be positively correlated with spatial perception ability and negatuaiglated

with spatial anxiety” (p. 765).
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Waller (2000) argued that “A woman who uses a desktop VE is statisticsly le
likely to derive accurate spatial information from it than a man. Howeveaube other
variables are primarily responsible for this gender effect, it isylikelt women can be
trained in a way that eliminates or reduces gender differences” (p. 41).

In contrasting studies of gender effects in spatial tasks, Jansem@Qspcamid,
and Heil (2007) found:

The assumption that some of the variance in spatial tasks rdésutsthe

influence of prior computer experience (Waller, 2000; Waller, Kn&pplunt,

2001) might not hold true for the exploration behavior in this study. However

although females and males did not differ in their computer use)eenraght

hesitate to push the joystick and explore the maze straight ahBadause
rotation and translation speed was controlled, we might assumeh#éyastop

more often than males. (p. 48)

Tan, Czerwinski, and Robertson (2003), found no significant differences in the
spatial abilities of men and women. They measured spatial ability by pagiegftésts
prior to a VE treatment. In this study they found that a wider field of view allasers
to more quickly and more accurately recall going in the forward directiongiiag
backward.

Gender and Disorientation

Several studies have demonstrated greater disorientation in virtual envitsnme
for females than for males. Addressing this issue, in a 2001 interview with Utyiaérs
Washington reporter Joel Schwarz, psychologist Earl Hunt asserted “Gendenddte
could become important if virtual environments are adopted as training or educational
devices, unfairly penalizing women and girls” (Schwarz, 2001 Press Rgbed3e

Based upon his recent study of gender differences in virtual environments, Hunt argued

that the “Overwhelming majority of people who get ‘lost’ in this exercisew®men”
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(p- 1). This supported the results of previous studies by Hunt and his associates, Wall
Hunt, and Knapp (1998b) found:

Disorientation in virtual mazes was particularly severe fomen. Several (7)

women — and no men had average bearing errors in excess of 40°hfahdoot

virtual and transfer phases of the experiment. However, the gdiifigence
between real world errors was much smaller. These resultsborate earlier
findings that understanding the spatial characteristics of \fBay be more

challenging for women than for men. (p. 4)

Similarly, Waller, Knapp, and Hunt (1999) found that in virtual mazes, distortion
was, “on average, quite severe for women...Moreover, gender differences in itlyag@bil
point to objects in the VE by using a joystick showed enormous gender différgmces
21).

Other researchers have reported similar findings in technology-based
environments. Chen and Ford (1998) found “women reported significantly more
disorientation than males when searching for information on the World Wide Web” (p.
76). Ford and Miller (1996) reported that in their studies with university studehis, “T
clearest findings related to gender differences, with females repsignificantly
greater levels of disorientation and disenchantment in relation to the Intgrn&83).

They found “Significant correlations suggesting that males felt morédemtfin their
understanding, whilst females experienced more disorientation problems” (p.h&y). T
reported that men seemed to enjoy browsing around the Internet, often with noasiear pl
searching for personally interesting material, while women seersived/ disoriented

and disenchanted with the Internet, felt unable to find their way around effectinel
tended to use the Net only for work purposes when they had to. However, Ford and

Miller admitted that it was possible that the female disorientation and disgmzra

observed in their study “may simply represent a realistic appraidat cltrent state of
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the Internet as a useful and valuable work tool for those particular students” (p. 188).
This is arguably a fair conclusion given the status of the Internet whendhdwycted
their study in 1996. A replication today could perhaps yield completely different
outcomes.
Gender and Computer Navigational Interface Proficiency

Proficiency with computer navigational controls is generally believedharee
learning, based on the logic that if users are comfortable with the navigatioa,dbeic
are able to focus more on the task at hand and not be distracted with navigating a virtual
environment. However, literature regarding computer interface prufici@nd gender
appears to be mixed. Waller, Knapp, and Hunt (1999) claimed that understanding the
spatial characteristics of a VE may be more challenging for womendhareh and that
a gender-related difference in proficiency with the VE’s navigational aders a
particularly important determinant of people’s ability to acquire spatialnrdton from
a VE. Hunt and Waller (1999) expressed concern that the very strong male-female
differences may inhibit women'’s ability to benefit from VE training. Theyued that
while gender differences in spatial ability is unlikely to be reduced by training,
appropriate pretraining may reduce the gender difference in interfaft@ency. In
contrast to the studies of the Hunt and Waller team, Chen and Ford (1998) found there
was no interaction between the selection of navigation tools and gender in a hypermedia

environment.
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Miscellaneous Studies of Gender Differences in Virtual and Hypemnedia
Environments

Numerous approaches have been taken studying relationships of gender to
navigation behavior and learning outcomes in virtual and hypermedia environments.
This section illustrates the variety of methodologies, research purposes)dingsfi
presented in the literature.

Jansen-Osmann, Schmid, and Heil (2007) investigated the influences of
environmental structure on wayfinding behavior and spatial knowledge acressnage
gender in a virtual environment. To operationalize this investigation, they wciesitr
two virtual mazes: The regular maze was constructed with 90 and 45 degree heagles, t
irregularly shaped maze was constructed with 45, 90, and 135 degree angles. Jansen-
Osmann, Schmid, and Heil's expectation that the regular maze would yield better
learning performance was based on Thorndike and Hayes-Roth’s regujaothésis
which proposes that the regularity of an environment has an effect on how rapidly a
person is able to learn spatial relationships. This study found that wayfinding
performance of older children and adults was not influenced by environmentalrgtruc
The researchers believed this could be due to the fact that with increasinglagduals
might be more able to regularize irregular features. In addition, the fetwly gender
differences present only regarding exploration behavior and in a map task. Results
showed that females walked shorter distances and scored lower on a map &srrectne
measurement than males. Furthermore, the registered straight limealist#his study
was significantly shorter for males. These patterns of results helbtrak three age

groups and were thus independent of age.
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Vila, Beccue, and Anandikar (2002) studied the effect of gender on navigation
and wayfinding in a virtual maze. They found the tendency to take left and right turns
was influenced by gender. In this study, females took more left turns thanduaies
the initial exposure to a VR environment and there was a decreasing effect af@ende
turning tendency as the exposure to the VR environment increased. In the Vilag,Becc
and Anandikar study, gender did not influence the time traveled or the number of rooms
visited in the virtual mazes.

Ausburn and Ausburn and their associates in the Oklahoma State University
(OSU) Virtual Reality Research Team have studied the effects of gendsromg and
confidence in desktop virtual environments in non-technical and technical applications.
Ausburn and Ausburn (2008b) conducted a quasi-experimental study comparing the
effectiveness of desktop VR with traditional color still images in a non-teahnic
environment. Subjects were divided into two groups. One group viewed color
photographs of several rooms in a house while the other group interacted with a desktop
VR presentation of the same rooms. After receiving these treatments, Swgeet
required to complete three testing instruments to measure scenic orienéadofr
scenic details and perceived confidence in scenic comprehension. Ausburn and Ausburn
found that contrary to much research on virtual environments, the females in their stud
significantly outperformed the males in both scenic orientation and recallro€ sce
details. The females tended to be more confident regarding their understartimg of
house scene and benefitted more from the VR presentation than the males on both
performance and confidence variables. Regarding these results, Ausburn and Ausburn

stated:
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The superior performance of the females overall in scenic aiem&nd recall of
details and their trend for greater confidence were unexpeatsd lon a lengthy
research history of stronger skills in mental spatial manipalamong males in
both paper-and- paper and virtual environments.... (pp. 77-78)
In a second study by the OSU VR team gender effects in desktop VR were
examined in the context of a highly technical surgical operating room environment.
this study, participants were presented one of two alternative VR présesitta set of
unfamiliar operating rooms. One VR presentation had only the standard “hot spot”
navigation features of desktop VR, while the other had an additional mapping feature to
assist users in orienting themselves and locating items relative to thesasBbth VR
treatments were visually complex, showed the same technically demandiranerenits
that was unfamiliar to the research participants. After subjects compiet®Rt
presentations they were required to complete four testing instruments wlastret
scenic orientation, recall of scenic details, self-reported perceivedeoot in scenic
comprehension and a self-reported perceived task difficulty. The findinkis ctudy
showed a reversal of gender results from the 2008 Ausburn and Ausburn study (Ausburn,
Martens, Washington, Steele, & Washburn, 2009).
Ausburn, Martens, Washington, et al., (2009) conducted a cross-case analysis of
these two studies to address the disparity of their findings. The researploeted éhat
the findings in the second study were dramatically different from thobe iiir$t study
of the familiar non-technical house environment. In the second study, females scored
significantly lower than the males on the test of scenic orientation. Feneres w
significantly less confident and rated the learning task significardhe miifficult than

their male counterparts. The researchers concluded that the disparates fimeliedikely

related to the nature of the virtual environment. They stated that “When the VR
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environment became unfamiliar, technical, visually complex and navigationally
difficult...the females appeared to experience more difficulty and to legeettiormance
and confidence advantage they exhibited in the house environment” (p. 26).

Waller, Hunt, and Knapp (1998a) examined gender and performance real-world
and virtual training alternatives. In their study, 125 people (61 men and 64 women)
between 18 and 40 years of age participated in several experimentaétresatm
Participants were randomly assigned to one of six treatment exposure conbltrahs
real, map, desktop VR, immersive VR and long immersive VR. In the blind exposure
group, subjects were not exposed to the maze room. In the real exposure group,
participants were given one minute to explore a real maze. In their @xipkdration,
participants were shown the appropriate route between objects then they wesd &dlow
wander through the maze. Participants in the map condition were given one minute to
study a map of the maze. At first, the experimenter oriented the map fobjbets and
pointed out the correct routes to take. The remaining three exposures werensogti
virtual conditions.

In this Waller, Hunt, and Knapp (1998a) experiment, participants in the virtual
maze environments were given 30 to 75 minutes of instruction on how to use the
navigational input devices prior to interacting with their assigned VR condition.
Participants in the desktop VR condition were allowed two minutes to study a virtual
replica of the maze. The maze in this condition was navigated using a joysrtkaat
device. Like those in the real world condition, the desktop VR participants weatyinit
told which way to go so they could get to each location in order. Furthermore, arrows in

the virtual maze were used to provide path information. In the immersive VR condition,
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participants used the same virtual maze as the desktop VR but it was displayead using
VR4 HMD (head mounted display). Motion and gaze were controlled by a joystick.
During the initial orientation, participants were give a two-minute expa@dalirection

on which route to take. The long immersive VR condition was the same as the
immersive VR except at each trial, the participants were allowed fivat@s of

exposure time.

After participants had encountered either a virtual; the real world; or the ma
version of the maze, they were then blindfolded and taken to the real world maze. They
were given directions to touch each object in order, as quickly as they could, while
minimizing the number of times they touched or bumped the walls of the maze. The
process of exposure to the maze followed by a blindfolded walk-through wascepeat
times. After the sixth time, the experimenters altered the maze angiadtparticipants
to go from the first object as quickly as possible to the third object. Results showed tha
subjects’ performance in all conditions improved steadily over the six tndl4lze rate
of improvement depended on the type of training the participant received” (p. 21).
Regarding their experiment, Waller, Hunt, and Knapp explained that:

Participants who were allowed only one minute of exposure to theneza were

able to traverse it blindfolded much faster on the first twdstrihan those

participants in the other conditions. On average, subjects in alkkoriditions
performed worse in the initial trials than those people in eitie real world or
map conditions. By the second trial, only the group that was giwauch longer
training time in the immersive VR was able to outperform gaeids trained on
the map.... By the sixth trial, participants in the long immersteadition
outperformed those in the real world training group, although this differes
not significant. (pp. 22-23)

For all training conditions, Waller, Hunt, and Knapp (1998a) reported men

averaged higher scores than women on a true and false test, in which they ddentifie
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whether a given map of the room correctly represented a portion of the maze. Map
training for both genders yielded the best performance while the two minute VR
immersed group yielded the worst performance. They noted that “On averalgje, in
non-blind experimental groups, men outperformed women at the blindfold task...” (p.
26).

Waller, Hunt, and Knapp (1998a) found that in their study virtual environments
were particularly disadvantageous to females. They found that disorientatiun i
virtual mazes was particularly severe for women and observed that:

A gender effect was particularly strong for women who traimethé three VE

conditions. VE-trained women performed significantly worse thanimére VE

conditions.... They also performed significantly worse than womemnetlain the
real world.... Moreover, there was not a significant differencevéeh women

and men who trained in the real world. (p. 26)

In contrast to the Waller, Hunt, and Knapp study, Ardito, Costabile, and Lanzilotti
(2006) conducted a study in which 50 masters and Ph.D. students performed a set of
predefined tasks as they interacted with a 3D representation of a virtual muaetira
conclusion of the experimental session, participants were administered argueasti
Analysis of the data revealed very similar behavior by males and fenmalesiting
there was no significant gender difference in this case. No gender difexas found
in attitudes, performance, or user experience towards the 3D virtual environment

Tan, Czerwinski, and Robertson (2003) were interested in assessing the effects of
optical flow in navigation through a virtual environment. They defined optical flow as
“the relative motion of stationary objects around a moving observer” (p. 2). To test the

effects of this optical phenomenon, they used a spatial memory task in which paicipa

first learned their way through a complex virtual maze and were then testadifor
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memory of the route to the target location. Prior to the experiment, participsnets w
given the widely validated VZ2 “paper folding” tests from Eckstrom efialof Factor-
Referenced Cognitive Testsmeasure their spatial skills.

In the Tan, Czerwinski, and Robertson (2003) experiment, the researchers
constructed a virtual maze similar to @®O0OM game. The virtual maze was displayed
on a 43 inch curved screen which provided either a 100 or 120 degree field of view.
“Each path through the maze involved a randomly selected path through 14 rooms.
There were exactly 8 turns (left and right) and 6 straight movements in eacinghath a
paths were allowed to cross back over themselves” (p. 3). Each room looked identical
with three doors. Participants were required to create some internakregpties of the
layout and were encouraged to form a cognitive map of the environment. To reinforce
developing a cognitive map, after entering each room, participants vekiathey had
previously been in that room. Only by building a cognitive map of the space could they
accomplish this task.

Tan, Czerwinski, and Robertson (2003) found the illusion of animation created by
optical flow helped females more than males, although there was an ovecddlireffe
favor of optical flow. They did not find any significant differences in the spdiibies
of men and women as measured by the paper folding tests prior to the VE treatheent. T
researchers found the wide field of view on the viewing screens allowed users to more
quickly and accurately recall going in the forward direction than goinigwaad, but
there was no reliable performance difference between the 100 degree and 120 degree
conditions, which indicates there is no advantage to increasing the field of viemdbey

100 degrees for the particular navigational tasks examined.
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Roy and Chi (2003) studied gender differences in search and navigation strategies
on the Internet and relationship of strategy patterns to learning outcomestotihey
“the overall patterns of search behavior were different for boys and @rl843) and the
nature of these patterns suggested that boys tended to filter information diearstege
in the search cycle than girls. They also found a trend for girls to demonstrate
proportionally more vertical movement between documents, which suggested gils we
more linear and thorough navigators than boys. Roy and Chi reported that tardget-speci
performance gains were significantly and positively related to the propaitio
horizontal movement betweesnbmittinga search ansicanningsearch results and that
there was a trend for a substantial negative relationship between knowletgyarghthe
proportion of vertical downwarhovement between documertwever, none of the
search variables were related to performance on the target-relagtiomgie

The Roy and Chi (2003) experiment found there was a significant association
between knowledge gain and search preference with all students who demohgjhated
learning gains demonstratindnarizontalsearch preference, regardless of gender. They
observed no overall preference Farizontalor vertical search pattern for students who
had alow learning gain. They concluded this analysis provided converging evidence that
learning gains were related to differences in search patterns in a ntatinsr t
independent of gender. These researchers felt their study, identified twot gjitbal
patterns of Internet search behavior that reliably and independently distinguid$ied gi
performance from boys’, and high-knowledge-gain performers from low-gaiorpenfs.
They found that boys had a tendency to be horizontal searchers, oscillatiegrbetw

submitting searches and scanning document excerpts returned as seasch@adsil on
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the other hand, tended to be vertical searchers, opening and browsing entire documents
without preliminary filter scanning. Successful learners, regardlessndeg tended to
be horizontal searchers.
Prior Knowledge/Experience, Learning, and Digital Media
“One of the most prominent variables both in terms of number of studies, as well
as findings indicating a significant influence on navigation, is prior knowledge”
(Lawless, Schrader, & Mayall, 2007, p. 292). Prior knowledge can be defined as any
related knowledge an individual brings to a learning situation that may or may not aid i
acquiring information or understanding (Alexander & Judy, 1988; Anderson & Pearson,
1984; Chi & Ceci, 1987; Lawless, Schrader, & Mayall, 2007). Prior knowledge has also
been defined as:
The whole of a person’s actual knowledge that: (a) is availaliteeba certain
learning task, (b) is structured in schemata, (c) is dealaratid procedural, (d) is
partly explicit and partly tacit, (e) and is dynamic in natarel stored in the
knowledge base (Dochy, 1994, p. 4699) (as cited in Dochy, Segers, & Buehl,
1999, p. 146).
Lawless, Schrader, and Mayall (2007) cited the work of several resesnch
reporting that “Within more traditional learning environments, findings have tedica
that learners with greater pre-existing knowledge about a topic typicadgrstand and
remember more than those with more limited prior knowledge (p.292). They also
reported several studies in concluding that “Prior knowledge also biases tneaindor
that is learned and the strategies a learner employs in a given leatmnigsi (p. 292).
Alexander and Judy (1988) also summarized research on prior knowledge to

conclude:

Research in cognitive psychology during the past two decadgwdtisced two
undisputed findings about academic performance. First, those who kooav m
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about a particular domain generally understand and remember better than do those

with only limited background knowledge....Second, those who monitor and

regulate their cognitive processing appropriately during taskonpeance do

better than those who do not engage in such strategic processing.... (p. 375)

Alomyan (2004) similarly reported that “Significant literature revgemerally
indicates that prior knowledge can account for a high level of variance in ntogétdea
situations” (p. 191). Several researchers have reported specific examelesiafship
between prior related knowledge and superior learning performance. Lawless and
Kulikowich (1998) reported that “One consistent finding supported by the literature
examining traditional texts is that the more domain knowledge one has, the better one can
employ strategies to competently process related text” (p. 53). LaBdswsder, and
Mayall (2007) pointed to literature linking prior knowledge to improved navigation and
learning in hypermedia environments, and multimodal digital text.

Learners with greater pre-existing knowledge about a topic typically uadédrs
and remember more than those with more limited prior knowledge (Lawlessg&tl&a
Mayall, 2007). Several researchers have associated this with seaschRki and Chi
(2003) found that search skills improve with greater domain knowledge. Lazonder,
Bremans, and Woperers (2000) also found “domain expertise enhances search
performance. Those with high domain knowledge tend to take less time completing
search tasks and produce a greater number of correct solutions” (p. 576). Similarly,
MaKinser, Beghetto, and Plucker (2002) asserted that:

Higher levels of domain knowledge will greatly enhance an individadilikty to

focus a search, as well as employ useful and logical decisidbemain

knowledge can also guide identification and selection of searchs tamd
determine a user’s expectations about an answer to a particular action. (p. 157)
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Ford and Chen (2000) examined individual differences in hypermedia navigation
and learning. They found greater experience in an area correlated with higher
performance in the same or closely related areas. Furthermore, they faund pr
experience correlated with cognitive style, noting that field independentdndisi
displayed higher levels of experience. Interestingly, “Yoon (1994) found thét fiel
dependent students with low prior knowledge can facilitate their learninggmnaon
control treatment, and field independent students with low prior knowledge can improve
their performance in learner control treatment whereas these &sadétynot affect
students with high prior knowledge” (As cited in Alomyan, 2004, p. 191).

Prior Domain Knowledge and Navigation in Digital Environments

Few studies have examined the influence of prior experience or domain
knowledge on navigational behaviors and performance outcomes in VEs. However,
several studies in related electronic genres (e.g. hypertext, hyparamel Internet
exploration) have examined the influence of prior domain knowledge, prior computer
experience, navigation, and learning outcomes. Prior knowledge has been found to
influence navigational behavior. For example, Lawless, Schrader, and Mayall (2007), i
examining the relationship between prior knowledge and Internet browsing @stcom
argued “one of the most prominent variables both in terms of number of studies, as well
as findings indicating a significant influence on navigation, is prior knowledge” (p. 292).

Similarly, Chen and Ford (1998) found existing knowledge seemed to influence
how individuals interacted with a hypermedia learning system. They found that
individuals with higher levels of prior knowledge tended to use more reference links,

navigational tools and resources, while those with little domain knowledge weze ei
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not capable of or not interested in exploring deeper levels of content. Roy and Chi
(2003) also reported research demonstrating that Internet search skills invlogaor
domain knowledge. In reviewing the literature related to individuals with high prior
domain knowledge and their interactions with hypertext environments, Lawless,
Schrader, and Mayall (2007) reported several characteristics of high domaindg®wle
individuals. They offered the following description of their findings in the literature

[High domain knowledge individuals] tend to constrain their navigatiomtsehs

to specific topics within a hypertext-system (Carmel, Goasy & Chen, 1992;
Dillon, 1994); they tend to explore these topics in greater dgagn & Ford
1998; Mitchell, Chen, and Marcredie, 2005); they tend to move in a more non-
linear manner through information space (Eveland and Dunwoody, 1998; Recker,
1994).

Individuals with a low level of prior knowledge tend to navigate toward
bells and whistles (e.g. graphics, animations, sound effects and inhaedess
& Kulikowich, 1996). They rely more heavily on navigational aidsréba
Bowdish, & Lawless, 1997; McDonald & Stevenson, 1998). They are more
predisposed to becoming disoriented or lost within the environment (Hammond,
1989; Last, O’Donnell, & Kelly, 2001; Rouet & Levonen, 1996). Collectively,
the evidence suggests that novices within a domain not only lackath lzned
depth of knowledge, but they also lack the conceptual structure of trentarda
needed to orient and direct their navigation through a hypermedensy€hen,
Fan, and Macredie, 2006). (Lawless, Schrader, & Mayall, 2007, p. 292).

Based on their review of literature, Lawless, Schrader, and Mayall (2007ydedchat:
Navigation describes not only the behavioral actions of movement (ekgngl
one information node to another) but also elements of cognitive alelity (
determining and monitoring path trajectory, comprehension, and goal
orientation).... (p. 291)

Prior Computer Experience and Navigation/Wayfinding Behaviors
Literature on the influence of prior computer experience and wayfinding

behaviors is limited and appears to be mixed. Waller (2000) asserted “The amount of

prior experience with computers is probably the most powerful predictor ofanier
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ability to perform computer tasks effectively” (p. 12). In contrast, figslifrom Jansen-
Osmann, Schmid, and Heil's (2007) study revealed there were no significanttoorsela
between computer experience and the measurement of wayfinding perfoanence
spatial knowledge, nor were any gender effects observed.

Ford and Chen (2000) found that levels of prior computer experience were linked
to superior learning performance and differences in learning behavibtiypeamedia
environment. Students with relatively high levels of computer use, Internet use, Bnd We
design experience viewed a greater number of pages, visited a greaterlexalsah
the subject hierarchy, spent less time learning, and spent less timgtiagetime
practical assessment task (p. 295).

Prior Domain Knowledge and Hypertext, Hypermedia and Internet Navigation

Lawless and Kulikowich (1998) replicated prior research on hypertext nawigati
and confirmed the existence of three different navigational profileknayledge
seekers, (b) feature explorers, and (c) apathetic hypertext useviesk and Kulikowich
characterized knowledge seekers by the number of times they visited knowledde-bas
hypertext cards. Users who seemed extremely intrigued by speaiskfeahnd resources
found in the computer environment were classified as feature explorers. Thsse use
tended to spend a great deal of time exploring the hypertext terrain. Thet&pa
hypertext users showed no apparent nonlinear trends in their navigational selections
They also spent very little time exploring the hypertext environment. Whelessvand
Kulikowich examined users’ prior domain knowledge, they found:

It appears that the special features of the computerized enenbrmay distract

those readers who have a lower amount of domain knowledge. Thedbédlls

whistles’ of the environment may seduce these low-knowledge seadery from
pertinent material by sparking high situational interest. Radtigar ferreting out
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information, they seem to explore the hypertext in search of spa@al features,

creating a very nonlinear path. This is the trend that appearscur with the

feature explorers group. (p. 66)

Lawless and Kulikowich (1998) further reported, “Where domain knowledge is
high in a given content area, readers appear dissuaded from engaging in an@xjpoibrat
the text” (p. 66). High-Knowledge learners tended to navigate toward pages that
contained content directly related to the task and disregarded pages thaithesre
unrelated or only tangentially related to comprehension. Apathetic users tended to have
high levels of domain knowledge and high recall scores. They exhibited no connection
between knowledge and interest. On the other hand, feature explorers tended to possess
low levels of domain knowledge. They spent most of their time searching the kyperte
for more features rather than informational content. Knowledge seekers appeare
possess moderate levels of domain knowledge. They tended to strategicallywvenan
through the hypertext to maximize knowledge acquisition and create &s man
opportunities as possible to connect information. Using an open recall measusssLawl
and Kulikowich found that high-knowledge navigators outperformed all other groups on
outcome performance. These researchers concluded that:

Other studies have corroborated these findings, indicating that individulals wit

greater domain expertise not only appropriate different navigational,diyles

that their resulting navigation paths are more efficient and effective, lelading

higher levels of comprehension.... (pp. 292-293)

Wang, Liebscher, and Marchionini (1988) examined the effect of a system’s
human interface on fact retrieval in an electronic hypertext environment. cobhdycted
two experiments; the first examined the effect on user performance ihisgdvoth a

paper and electronic version of an encyclopedia. They found subjects completed

searches faster in the paper version but the search success was the bathefonted

92



and electronic versions. Search strategy and prior computer experience pleredex

the second experiment which examined the effect of two distinct searchissdtedex

use and browsing), on subject performance in the electronic version of the same
encyclopedia. In this second experiment, the researchers found the index stestegy
more successful than the browsing strategy. They also found that previous comguter a
online experience did not have a significant effect on subject performance.

In their study of navigation strategies in hypermedia, Chen and Ford (1998) found
that:

Subjects with more subject knowledge used more reference linkgnsbations

and back/forward buttons (possibly they wished to locate more specific

information than those with less experience). Furthermore, Wene significant

correlations found between Internet experience and the number &f ragesed,
number of navigational moves, and information processing time. Subjglata

lot of Internet experience spent longer interacting with thpehgedia system. (p.

75)

In the Chen and Ford (1998) study, correlations were also found between the
levels of subject knowledge and the number of pages browsed, navigation moves, level of
depth explored in the subject hierarchy, and information processing time. These
researchers believed that levels of subject knowledge possibly influenaaddear
motivation. They found that both students with considerable Internet expeaighce
those with more subject knowledge thought the depth of the content of the hypermedia
system was too brief and superficial.

Monereo, Fuentes, and Sanchez (2000) examined the Internet navigational
behaviors of individuals with varying levels of prior domain knowledge and computer

skills. They found individuals with high levels of prior domain (content) knowledge and

expert computer skills tended to plan their search in advance. They ignored moves which
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would take them away from their goal. Furthermore, they did not read the information
they found in depth but merely skimmed through the texts. They selected appropriate
links and achieved their goal by taking a shorter route.

Monereo, Fuentes, and Sanchez (2000) found individuals with lower levels of
domain knowledge but high levels of computer skill also tended to plan in advance and
ignore moves that would not bring them closer to the goal. These individuals knew how
to navigate but lacked prior content knowledge and so spent a greater portion of time
reading each block of information. They took the appropriate links and reached the goal
by a short route, but took considerably longer to process the information.

Individuals in the Monereo, Fuentes, and Sanchez (2000) study with prior domain
knowledge and low computer skills did not plan the steps to take in advance. Since the
Web environment was relatively new to them, they initially spent more timenipaki
and interacting with the links. Later, they began to ignore links that did not bring them
closer to their goal. Once these individuals found the informational block they were
looking for, they skimmed through the content and skipped several levels until they found
the point they were looking for. These individuals took appropriate links and found their
goal but took a much longer route. The design of the Web site appeared to make these
subjects pay less attention to the subject matter and more attention to findimgathe
through the hypermedia environment.

According to Monereo, Fuentes, and Sanchez (2000) the fourth group of subjects
possessed low content knowledge and low computer skills. They did not plan their
search process in advance. They took a trial and error approach and failed to monitor or

control their progress through the Web site until they got lost. These individualsaspe
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large amount of time clicking and reading menus and took the longest time of allsubject
studied. They were unable to describe the structure of the Web site and only had a vag
understanding of the most general informational blocks. Monereo, Fuentes, and Sanchez
found overall that those with higher prior domain knowledge were able to conduct
efficient searches to find information in order to meet their task. Those woth pri

domain knowledge tended to take a nonlinear search and navigation path, whereas those
with less domain knowledge tended to take a more linear path.

In a study that examined the relationship between prior knowledge and Internet
browsing outcomes in 42 undergraduate and graduate students, Lawless, Schrader, and
Mayall (2007) asserted “one of the most prominent variables both in terms of number of
studies, as well as findings indicating a significant influence on navigagipnor
knowledge” (p. 292). In this study the researchers examined the relationshiprbetwe
prior knowledge and Internet browsing outcomes (i.e., navigation behavior and
knowledge gain) within the context of a genetics Web site. The treatment gasup w
given a pre-reading activity to increase their prior knowledge within thecudipmain
of genetics. Lawless, Schrader, and Mayall found that the prior knowledgeemn¢atm
group demonstrated higher learning outcome scores than the control group who received
no pre-reading activity. The treatment group spent more time browsingdvieare
media resources, and used more in-text embedded links than the control group. From
their study, Lawless, Schrader, and Mayall concluded that:

Readers who engaged in the prereading activity were more naonimdheir

selections within the environment, navigating by following the embeddksl

and viewing the information across modalities (text-based andlvisoge often

than the control group. Further, the control group members were more
constrained in their navigation selections than the treatment gralipnare
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dependent on explicit navigational schemes (e.g., main menu for finding
information. (p. 298)

Lawless, Schrader, and Mayall (2007) also reported “the navigational path taken
by the treatment group is more complex than that followed by the control group, and as
such, it appears that the treatment group was able to make more use of the dfethefi
Internet-based learning environment in their exploration of the content” (p. 299).

In a study by Roy and Chi (2003), 14 eighth grade students between 13 and 14
years of age were studied to see how they used the Web to search for, browse and find
information in response to a specific prompt (how mosquitoes find their prey). The
students were given a pretest to determine their prior knowledge regambingito
behavior. After the students completed their Web search, they were given sptust-te
assess target-specific knowledge. Students were allowed to take notes andbapkma
to 30 pages of Internet resources during their search. The students were allofexd to re
to their notes and bookmarks during the post test. However, after the posttest, the
students were given an unannounced target-related test to measure inadenthht
they may have gained during their search. They were not permitted to use tlsefonote
this assessment. Roy and Chi found boys and girls did not differ in prior knowledge of
the target domain based on the pretest analysis. They did not differ in themrigyror
access to computers, with using Google, or with using the Web. There was noasignific
difference in the total number of search moves or the amount of time spentrsg#rehi
Web.

What We Do Not Know: Conceptual Link to the Present Study

Waller (2000) argued most of the reported research regarding the use of

computer-simulated environments for training spatial knowledge has focused on
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examining aspects of VEs that are associated with their trainirgieéieess. There has
been very little systematic research into how trainees’ chardiceasd prior abilities
affect the usefulness of VEs for training spatial knowledge. He believeedasi
unfortunate because individual differences are a major source of performaaiat®n in
both the real world and the virtual world (p. 4).

A search of available literature reveals that little is known about individual
differences of learners as they maneuver within virtual environments &lde~ord
(1998) asserted that in hypermedia environments the “findings provide support for the
notion that individual differences may have an effect on navigational patterns”.(p. 68)
“Jonassen (1988) advocated that it is important to investigate how learnersenavigat
through hypermedia systems and how individual differences could predict thoselpaths
learning environments can be aware of such differences, then they may be algle to off
appropriate support, possibly resulting in higher quality learning” (cited in &Heord,
1998, p. 68).

Waller (2000) asserted “Computer-simulated environments hold promise for
training people about real-world spaces. However little research hamexihe role of
user characteristics and abilities in determining the effectivenelsses# virtual
environments (VE’s) for training spatial knowledge” (p. 3). Echoing this concern about
the interaction between user characteristics and VR, Ausburn and Ausburn (20@d) argu
that past research has tended to “Focus on comparing instructional treantedésigns
as main effects rather than on examining interactions between treatm#sizeaific

types of learners” (p. 2).
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According to Ausburn and Ausburn (2008b), “VR research has generally lacked a
sound theory base to provide explanatory or predictive strength. Further, mestathe
effectiveness of new desktop technologies that place VR within the reach of satbols
teachers is currently embryonic” (p. 54). It is the contention of this resednahenore
research is needed regarding how individual differences influence navigatibasidse
and learning during interactions with virtual environments, how navigation patterns
manifest themselves, and what theoretical foundations might inform such inquirse The

concerns provided impetus for the study reported in this dissertation.

98



CHAPTER IlI

Methodology
Research Design and Variables
This study used a mixed method research model based on a quasi-experimental
research design. In this design, two groups, divided on their individual cognitive style
(field dependence/ field independence), interacted with the same desktop e trteaf
a crime scene. An extreme-group design was used to assign subjects to theniine cog
style groups based on th€éroup Embedded Figures TE&EFT) scores. Gender, years
of law enforcement experience, and levels of computer experience werepsetéd by
subjects. Navigational behaviors in the virtual environment were recordedtthroug
observation and Camtasia 6.0 screen capture software for quantitative andwualitat
analysis of differences. Configurational or survey knowledge acquisition easuned
by having subjects draw a crime scene sketch from memory, after they hpléteaim
interacting with the VR treatment. The sketches were assessednddefhg by three
crime scene experts, and quantitative measures of inter-judge itgliakile calculated.
The independent variables in this research study were the desk top VR crime
scene environment; the cognitive style dimensions of field dependence/field
independence; and the demographic variables of gender, prior domain experience as
defined by years of experience as a police officer, education level, corapeieand
level of computer experience. The dependent variables consisted of the pasticipant
navigational behaviors in the VE and their scores on the crime scene sketch.
Navigational behavior measures consisted of:

e The total time in the treatment,
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Time spent in each node or scene,

The sequence or order in which the nodes were navigated,

Changes in perspective (number of times the subject scrolled up or down
and zoomed in or out),

Mouse/cursor movements (direction, speed, continuous or panning vs.
jumping movements),

Returns (the number of times a subject revisited or navigated the same
node), and

The total number of nodes visited.

The sketches were scored by three independent crime scene investigatpes usi

five-point Likert-type scale and rubric developed by the researcher. &tehek were

scored on accuracy of the drawing, quantity of details recalled, and comdetéties

drawing. Inter-judge reliability was calculated for each of the tiveees scored using

the kappa coefficient.

Population and Sample

A population according to Gravetter and Wallnau (2007) is “the set of all

individuals of interest in a particular study” (p. 5). Gravetter and Wallnau dedine

sample as “a set of individuals selected from a population, usually intended temepres

the population in a research study” (p. 5). Fraenkel and Wallen (2006) explained that

sampling is “the process of selecting a number of individuals (a sampie pfr

population, preferably in such a way that the individuals are representative afjthre la

group from which they were selected” (Glossary p. G-7).
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Control of variables and randomization in the selection and assignment of
subjects to groups are hallmarks of true experimental designs. This stuelyehouses
a quasi-experimental design. This choice was deliberately made to accamtheda
theoretical and operational needs of the study. According to Fraenkel and {2a0é),
a quasi-experimental design is “a type of experimental design in whicesiarcher
does not use random assignment of subjects to groups” (Glossary p. G-7). In the present
research study, the primary focus was to examine and describe the influaetee of f
dependence and field independence on navigational behaviors and learning in a desktop
VR environment. Therefore a purposive sample deliberately split on thesewgtyte
dimensions was used. A purposive sample is “a nonrandom sample selected because
prior knowledge suggests it is representative, or because those selectduk mmezied
information” (Fraenkel & Wallen, 2006, Glossary p. G-6). The sample for thig siasl
also non-random because it relied on volunteer participation.

The population for this study consisted of full time sworn police officers
employed at Broken Arrow Police Department in Northeastern Oklahoma. Thexicont
was chosen for this study of desktop VE because of the potential value of this technology
for professional training in the law enforcement field. The Broken Arrow Police
Department is comprised of 123 sworn police officers. Table 1 depicts the demographic

makeup of this police department.
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Table 1
2009 Demographic Makeup of Protective Services Officers of Broken Arrow Police

Department (N = 123)

N Percent Totals

Male

Black 3 2%

White 102 83%

Hispanic 1 1%

Asian/Pacific Islander 0 0%

American Indian/Alaskan Native 4 3%
Gender Total 110 (100%)
Department Total 110 (89%)
Female

Black 0 0%

White 12 10%

Hispanic 0 0%

Asian/Pacific Islander 0 0%

American Indian/Alaskan Native 1 1%
Gender Total 13 (100%)
Department Total 13 (11%)

Note. From the 2009 City of Broken Arrow Equal Opportunity Plan.
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The sample for this study was obtained through a two-phase process. A non-
random purposive sample of 30 participants was selected through proceduréedescri
below from a larger sample of 75 law enforcement officers who volunteered for the
study. Data on the demographic variables of gender, age range, education éeself ye
law enforcement experience, computer use, and computer experience wera dtaaine
each of the 30 participants using a “Participant Survey Form” developed by this
researcher (See Appendix D). To fully describe the study’s sample, frequency
distributions were obtained on each of the demographic variables and are depicted in
Tables 6 — 10. The gender composition of the study’s final sample (n = 30) isdi@picte
Table 2.

Table 2

Gender Distribution of the Study’s Sample (N = 30)

Frequency % Cumulative %
Male 26 86.7 86.7
Female 4 13.3 100.0
Total 30 100.00

The gender distribution for this sample had two percent more females than the
target population, which is not unreasonable. Low female representation igatab ty
of most police departments in Oklahoma. The remaining variables in this samgle wer
also reasonably representative of the population of the Broken Arrow police officer
population.

The frequency distribution for the variable of age range of the study’s sample is

depicted in Table 3.
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Table 3

Age Range of the Study’s Sample (N = 30)

Years of age Frequency % Cumulative %
26 — 30 8 26.7 26.7
31-35 4 13.3 40.0
36 - 40 8 26.7 66.7
41 - 45 4 13.3 80.0
46 — 50 3 10.0 90.0
50 + 3 10.0 100.0
Total 30

Prior knowledge or experience variables consisted of the participant’s educati
level, years of law enforcement experience, computer use, and computesreoge
Tables 4 and 5 present the education levels and years of prior law enforcement
experience of participants in this sample.

Table 4

Education Level of the Study’s Sample (N = 30)

Frequency % Cumulative %
Some college 3 10.0 10.0
Associate degree 12 40.0 50.0
Baccalaureate degree 13 43.3 93.3
Master’s degree 2 6.7 100.0
Total 30 100.0
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Table 5

Years of Law Enforcement Experience of the Study’s Sample (N = 30)

Frequency % Cumulative %

1-5 3 10.0 10.0

6 —10 9 30.0 40.0
11-15 9 30.0 70.0
16 - 20 5 16.7 86.7
21-25 1 3.3 90.0
26 — 30 3 10.0 100.0
Total 30 100.0

Computer use and programming experience reported by the 30 participants in this
sample is depicted in Table 6.
Table 6

Computer Use and Programming Experience of the Study’s Sample (N = 30)

Frequency % Cumulative %
Use of word Processing
for school or work
Yes 28 93.3 93.3
No 2 6.7 100.0
Total 30 100.0
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Table 6 (continued) Computer Use and Programming Experience of the Study’s

Sample (N = 30)

Frequency % Cumulative %
Browsing of Internet
for research or fun
Yes 30 100.0 100.0
Playing of computer
games
Yes 18 60.0 60.0
No 12 40.0 100.0
Total 30 100.0
Computer programming
experience
Yes 1 3.3 3.3
No 29 96.7 100.0
Total 30 100.0

Subjects in the sample were asked to rate their level of computer expasience
none, novice/beginner, moderate/average, or advanced/very experienced. Thg majori
(26 or 86.7%) of participants rated their computer experience as moderateayea
Table 7 presents the frequency distribution of their self-assessed compeiee e

responses.
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Table 7

Self-Reported Computer Experience of the Study’s Sample (N = 30)

Frequency % Cumulative %
None 0 0.0 0.0
Novice/Beginner 2 6.7 6.7
Moderate/Average 26 86.7 93.3
Advanced/Very Experienced 2 6.7 100.0
Total 30 100.0

Instrumentation and Technologies

Group Embedded Figures Test

TheGroup Embedded Figure T§&EFT) was developed by Witkin, Oltman,
Raskin, and Karp (1971). GEFT is a timed test used to measure and identify the
cognitive style dimensions of field independence/field dependence. Itsumbnsiidity
has been accepted for many years through usage in many research studiess eBFT
considered a standard measure of the field independence/field dependencetconstr
GEFT was designed for adults and can be administered simultaneously to large groups
It is visually oriented and requires reading for the instructions only. TH& @&Ean 18-
item pen and paper instrument that requires identification of simple figute=deied or
hidden within more complex ones. Scores on GEFT range from 0 to 18. Participants
who correctly identify most of the simple figures are considered field indepé while
those who cannot identify the simple figures contained in the complex figures are

considered field dependent (Hansen, 1995, p.3). According to Witkin, Oltman, Raskin,
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and Karp (1971), when GEFT is correlated between parallel forms of thé best heen
shown to have a reliability coefficient of 0.82 (p. 28). See Figure 2 for a sammple ite

from theGroup Embedded Figures TE&EFT).

A

Find Simple Form “A

SIMPLE FORMS
A B
D E
G H

Figure 2.Sample ofGroup Embedded Figures TEGEFT) item
(Source: Witkin, Oltman, Raskin, and Karp, 1971).
Participant Survey Form (Questionnaire)
A participant survey was developed by the researcher to collect demographic

information from the participants prior to taking tBeoup Embedded Figures Test

(GEFT). The questionnaire consisted of questions to obtain details regarding each



participant’s gender, age range, education level, number of years offaeeement
experience, computer usage, and computer experience. See Appendix D to view the
Participant Survey Form.
VR Treatment

In this research, the desktop VR treatment consisted of a crime scene
investigation environment developed by the researcher and members of the Oklahoma
State University Occupational Education Studies VR Research Team. fia¢ aiime
scene environment depicted a realistic homicide scene consisting of a houseewith fi
rooms and several clickable learning objects embedded within the virtual scene. Th
clickable objects (or hot spots) allowed participants to move from room to room, view
evidentiary items in more detail, or view evidence collection video clips. dRyur
depicts a Camtasia screen shot of a view of the virtual crime scene with hotgpoits

appear as blue squares in the central portion of the screen.
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Figure 3. Camtasia screen shot of virtual crime scene with hotspots.

Figure 4 illustrates the Crime Scene VR Node diagram used to develop the virtual
crime scene treatment and to track navigational behaviors of participaatsafgsis.
The large circles represent the primary rooms visited by partisip&tddes 2, 3, 4 and 5
allowed participants to pan 90 degrees, 180 degrees, or 360 degrees. The smadler circle
represent hotspots of items embedded into the primary scenes. The smaller nodes
consisted of photographs of evidentiary items and movie clips demonstrating evidence
collection methods. The directional arrows represent hyperlinks (hotspotspire

node to another.
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Node Legend:
1- Intro Node
2- Entry
2A- Foot Print 1
2B- Foot Print 2
3- Dining room

4- Living room
4A- Victim movie
4B- Victim angle 1

4C- Victim angle 2
4D- Victim angle 3

5- Kitchen

5A- DNA collect. movie
5B- Palm print

6- Bath room

6A- Knife object movie
6B- Knife still

6C- Dry blood movie
6D- Blood still

6E- Fingerprintmovie
6F- Bath room still

Figure 4. VR Crime Scene Node Diagram.
A copy of the virtual crime scene treatment was uploaded with this disserta
It can be opened using QuickTime Player®. Copies of the VR crime scenecae als

provided by the researcher upon request.

111



Camtasia 6.0 Software

Camtasia 6.0 is a commercially produced screen capture software program
normally used to make dynamic multi-media presentations. The screen capture
characteristics of this software program made it ideal for recordengatigational
movements and comments of each participant in the study as they maneuveretheithi
virtual environment. Camtasia software allowed the researcher to higatid record
each individual cursor movemesntd mouse click. It accurately tracked the total time
participants were in each node, the path or direction they took, the cursor movements,
and sequence of nodes accessed by the participants. During the analysis oftésgeaCam
sessions for each participant, navigational movements could be examined fraamady f
if they were too fast for the human eye to follow. Navigational behavior data oaed c
and logged in a participant observation log using an Excel spreadsheet (Appendix A).
All oral participant comments or questions captured by Camtasia wereribaadsfor
later qualitative analysis. All navigational moves were tabulated aothem of each
column of the observation log for statistical analysis. A sample of navigatiavalsm

entered on the Participant Observation Log is shown in Table 8.
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Table 8

Sample Participant Observation Log Entries.

Sub | Node | MouseClick | Pan | Right | Left Up | Down | ZoomIn | ZoomOut
1
1
1
1 1
1
1 1
1
1
1
hs2 1
2
1 1

Navigational movements are read from top down. In the participant observation
log example in Table 8, this participant moved down then left and down again. The
participant clicked the mouse to zoom out then moved up. The participant then moved up
and to the left. The participant then moved left again. The participant then clicked the
mouse and moved left once more. Next the participant clicked on hotspot 2 and traveled
to node 2. From there the participant moved right and down.

Crime Scene Sketch Likert-Type Scale

This instrument was developed by the researcher based on similar instruments
used in the research literature to assess a subject’s configurationaleyr lsuowledge
after viewing a virtual environment. A rubric was developed by the researchewigepr
consistency in the scoring of the crime scene sketches. The more acctadés] ded
complete the drawings, the higher the score and the greater the acquisition of
configurational knowledge. In studies by Darken and Sibert (1996) and Wilson,

Foreman, and Tlauka (1997), subjects were required to draw a sketch or map of virtual
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environments from memory to measure survey knowledge. These maps or diagrams
were used to assess directional accuracy; relative distance estinaatil relative shape,
placement, and scale of the target landmarks or objects (Darken & Sibert, $8@6)
Appendix B to examine the Crime Scene Sketch Likert-type scale and rubric.
Procedures

A memorandum from the Chief of the Broken Arrow Police Department was sent
out to all 123 sworn law enforcement officers, requesting volunteers for the hesearc
Seventy-six subjects initially volunteered to participate in the study. Orecsubj
withdrew after reading the instructions for Beoup Embedded Figures TEGEFT).
Phase 1

After granting informed consent, the 75 participants each completed the
participant survey form to provide demographic data. Participants were then
administered Witkin, Oltman, Raskin, and Karp’s, (19Gi9up Embedded Figures Test
(GEFT) in accordance with test instructions. Greup Embedded Figures TE&EFT)
was administered to several groups of police officers either during in-sér&iging
sessions at the Broken Arrow Police Academy or at the beginning of their work shift
Officers from the detective division and all three shifts of the patrol divisk part in
this portion of testing. The GEFT was used to screen participants for the field
dependence/field independence cognitive style dimension.

After all participants had completed the GEFT, the test booklets wer@ score
Subjects were then assigned to one of three groups: field independent (FI) with high
scores on the GEFT ranging from 13-18; field dependent (FD) with low scoresgangi

from 0-8 on the GEFT; and intermediates with scores ranging from 9-12 on the GEFT. A
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non-random purposive sample of 30 participants were selected from this larger sample
75 law enforcement officers.

An extreme-groups design was used to identify and select the top 15 field
independent (n = 15 FI) subjects on the GEFT and the bottom 15 field dependent (n = 15
FD) subjects on the GEFT. This extreme-groups design was used to ensure maximum
difference in cognitive style between the two groups. Only the top-gcieid
independents (n = 15, with scores ranging from 15 - 18) and the lowest-scoring field
dependent subjects (n = 15, with scores ranging from O - 5) participated inZPtfabe
study. The remaining 45 participants (field dependent n = 16, intermediate n = 15, and
field independent n = 14) were excluded from the study. Greeip Embedded Figures
Test(GEFT) score distribution of the final sample of 30 are shown in Table 9.

Table 9

Participants’ Group Embedded Figure Test (GEFT) Scores

Score Frequency % Cumulative %
0 1 3.3 3.3
1 4 13.3 16.7
3 2 6.7 23.3
4 3 10.0 33.3
5 5 16.7 50.0
15 1 3.3 53.3
16 7 23.3 76.7
17 2 6.7 83.3
18 5 16.7 100.0
Total 30 100.0
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Phase 2

Prior to exposing participants to the virtual crime scene environment (&@@tm
subjects individually completed a simple non-treatment-related VRriggintorial
showing a house environment to ensure they could successfully use the navigational
interfaces. Once participants demonstrated they could use the navigational tools and
indicated they felt comfortable navigating the virtual environment, the natiteat VR
was closed.

Participants were then informed that they had been assigned to assishiSergea
Cross with processing a crime scene. Their task was to explore the scene on the
computer screen and gather enough information to draw a detailed crime st¢eime ske
Participants were advised that when the VR treatment began, there would e a shor
video clip in which Sergeant Cross would explain what he wanted them to do. The
participants were instructed that after the video ended, the researcher esmedine
computer screen and they would enter the virtual crime scene.

After the introduction video ended, the computer screen was resized and the
Camtasia software was activated to capture and record all movements magls@edn
by the participants. Participants were then told they were now in the viitaal tene
and could explore the crime scene as long as they wanted in order to gather as much
information as possible for their detailed crime scene sketch.

Because police officers are trained to take notes in order to document, drimes
was not unreasonable to anticipate that officers, based on their prior egpeneght
request to take notes while exploring the virtual crime scene. One of the \saimatbies

study was prior experience, therefore, note taking was permitted dipantis asked to

116



take notes while exploring the virtual environment. If they took notes, they were
instructed that they could not use their notes or view the VR as they drew theczimae s
sketch. They were instructed that they would be given 60 seconds to review their notes
prior to drawing the sketch. They were advised that the sketch was to be drawn from the
memory of the crime scene.

As the opening video ended, the desktop VR treatment opened. Once the screen
was resized and Camtasia activated, participants were timed from titisqpthie end of
the session. Separate times were kept for the duration spent in each of theoanhsal r
of the treatment. Participants were encouraged to talk aloud as they navhgatetial
crime scene. The Camtasia software was used to capture their corfontaiey
gualitative analysis.

It was initially planned that navigational movements would be recorded by direct
observation of the researcher and supported by the Camtasia software. Howtlewer,
the first few seconds of the first participant, the researcher redhiaeditect observation
and recording of each navigational movement was impossible. The participants moved
too fast to record each of their movements. A decision was therefore mame by t
researcher at this point to make general observations of each particgpamiaauswer
navigational questions while Camtasia accurately recorded times,ed@hsnovements,
and comments by the participants. After each participant navigated the virtual cr
scene, the Camtasia screen capture data were saved under the partaspayméed
identification number. Camtasia files for each participant were latdyzed twice, once

to obtain navigational movements and a second time to obtain time and node sequence
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data. Frequency counts of navigational movements were then recorded onlan Exce
participant observation log (See APPENDIX A).

Each participant was allowed to view the virtual crime scene as long as they
wanted. Once they completed viewing the virtual crime scene, they werewgiiting
materials and a ruler and asked to draw a crime scene sketch of the getl $heir
actions, comments and questions were closely monitored and documented by the
researcher. The participants were timed on how long it took to complete the rowfh sket
of the virtual crime scene. After all data had been collected for each pattitipgn
were recorded on the participant data form (See APPENDIX C).

Using a rubric created by the researcher, the drawings were scoredepaifit
Likert-type scale for accuracy, completeness, and evidentiary dethildeyexperienced
crime scene investigators familiar with the virtual crime sceranrent. An example of
the five-point Likert-type scale is shown in APPENDIX B. The three ratosed the
sketches independently of one another. Inter-rater reliability testpedoemed to
assess the degree of agreement between the raters.

Prior to scoring the crime scene sketches, each rater was provided withad copy
the VR treatment, the researcher’s crime scene diagram, and copie§i\d-fh@nt
Likert-type scale for guidance in scoring the participant sketchegrsRagre instructed
in how to operate the VR and familiarized with the scoring instrument. Furtheronare
of the raters helped to create the crime scene depicted in the VR treatmeasand w
thoroughly familiar with the crime scene. A copy of the researcher’shsigeshiown in

Figure 5.
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Figure 5. Crime Scene Diagram developed by researcher.
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Data Analysis
Inter-Rater Reliability
Accuracy of the crime scene drawing by the participants after usingRhe V
instructional treatment was an important dependent variable in this study. f&ideva
was measured by ratings by three crime scene experts. In usimgraipgs, the
validity and reliability of the judges’ scorings is extremely importantcokding to
Shrock and Coscarelli (1989) “Reliability is a prerequisite for validity. Toezgif
there is no inter-rater reliability, i.e., if the judges are inconsistasit, decisions cannot
possibly be valid” (p. 136).
One method for assessing inter-rater reliability is based upon a corrected
percentage of agreement figure (kappa)orThe other method is a correlation
coefficient (phi orp). Both tests yield comparable results and are the same tests used to
determine test-retest reliability. In this study, the kappa coefiievas used. Shrock
and Coscarelli (1989) argued that “The kappa coefficienwas designed to measure the
agreement between two judges” (p. 137). They explained that averaging procedures in
the kappa coefficient allow for the calculation of kappa for more than two judges. They
recommended more than two judges be used when trying to establish thetsetbili
performance testing procedures.
Shrock and Coscarelli (1989) explained:
The calculation of kappa begins by figuring the percentage oftalemts
consistently classified by two judges. This number, called theeagnt
coefficient (p), is inflated by chance agreements. In other words, this number
will give you a false sense of security in the reliabibfyyour judges. So this
percentage of observed agreemenj (® corrected for these chance agreements
by subtracting the number of agreements that would be expected dharice

alone (pchancd- The result of this subtraction is then divided by 1smfpe The
result of this subtraction represents the maximum possible impemteaver

120



chance agreement that the two judges could possibly make; scstitteofethe

division represents the proportion of possible improvement in agreementdbeyon

chance agreement actually achieved by the two judges. Isatiie way kappa is
calculated for each pair of judges that you have. The resulting kapffecients

are then averaged to determine the kappa coefficient for youe gudivel of

judges. (p. 137)

In order to determine the kappa coefficient between the original two judgfas i
study, participant crime scene scores were split into two groups, to acdothplis
calculations for this procedure. Subjects who receive rating scores of 4 or 5 were
assigned to the expert group, while subjects receiving scores of 1, 2, and 3 weerxrlassig
to the novice group. Initially two crime scene experts rated the particparg scene
sketches. However, Shrock and Coscarelli (1989) recommended three or more judges
and an averaging procedure for the kappa coefficient when trying to dsthblis
reliability of performance testing procedures. Therefore, a decisismaéde to solicit a
third crime scene expert from a large metropolitan police department ta/ r@viescore
participants’ sketches. Having three raters would increase the interetatbility.

Shrock and Coscarelli (1989) asserted that “An average kappa coefficientof .60 i
considered a minimum” (p. 143). The higher the kappa coefficient value, the greater the
inter-rater reliability. They argued that the kappa coefficient vdloald be higher as
the criticality of the performance test increases.

In this study the averaged kappx ¢oefficients between the three raters on the

three crime scene drawing measures are depicted in Table 10.
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Table 10

Averaged Kappa Coefficients for the Three Judges on the Three Drawing Measures

ltem Mean Kappa Coefficient

Accuracy of the floor plan k.= .39
Quality of details recalled K2= .60

Completeness of the drawing k.= .70

While the averaged kappa coefficient for the accuracy of the floor plan was
relatively low, indicating less inter-judge reliability on the scores, tladitgof details
recalled and completeness of the drawing had greater averaged kapaentefwhich
indicated a high level of inter-rater reliability on these items. Based orethilt the
researcher felt it appropriate to include the crime scene drawing in thegsnaf this
study.

Research Questions Data

Quantitative data in this study were analyzed using SPSS version 18.{&akatist
software. Descriptive statistics were used to help describe the obsernauesitmd
characteristics of subjects. Independent samples t-tests were usdgze tea
differences in means of the various individual characteristics, navigation belrawlors
configurational/survey knowledge scores. One way analysis of variance eda®us
determine the statistical significance of interactions between thelawgroup variables
of age range, education levels, and years of law enforcement experientitati@udata
derived from observation notes, participant crime scene sketches, transcripts of
participants’ comments, and participant questions recorded during the Casetsstas

were analyzed using content analysis techniques. Peer checks were usiéy tttevess
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identified in the content analysis. Quantitative and qualitative data walyzed
separately then merged during the interpretation and analysis phase tfdfis s

The research questions for this study were:

1. Are there general patterns in how police officers navigate in a virtuaé cri
scene?

2. Is there a difference in the way field dependent and field independent police
officers navigate the virtual crime scene?

3. Is there a difference in configurational knowledge proficiency betvielen f
independent and field dependent officers?

4. lIs there a difference in the way individuals with differing prior expegi@nc
knowledge navigate a virtual crime scene?

5. Is there a difference in configural knowledge acquisition from a virtuaécrim
scene among individuals with differing experience?

6. Is there a difference in how male and female police officers naagatiial
crime scene environment?

7. Is there a difference in configurational knowledge acquisition between male
and female officers?

8. Is there a difference in the way law enforcement officers interdctivat
virtual crime scene and a real world crime scene?

This mixed method study used a triangulation convergence design in which multi-
levels of quantitative and qualitative data sets were gathered concurrssitineal equal
weight and then merged during interpretation and analysis (Creswelh& Blark,

2007, p. 85).
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Table 11 shows the research questions, the data sources used, and the type of

analysis performed for each question.

Table 11

Research Questions, Data Sources, and Data Analysis

Researc Data Source Analysis
Questions
1,2,4,5, | Observed navigational behaviors. Descriptive statistics; independe

Cognitive Styles, years of experience

samples t-tests and One-way

5 and

6,7,8 and gender data obtained from ANOVA
participant data sheet.
3,57 Scores on crime scene sketch Independent samples t-tests
One-way ANOVA
1, 2,4,5, | Comments of subjects captured by | Content analysis
6,7,8 observation and Camtasia software
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CHAPTER IV

Findings
Research Question 1:
Are There General Patterns in how Police Officers Navigate in a Virtal
Crime Scene?
General Navigation Behaviors
Research literature has reported individual differences in navigation behaviors i

both virtual and real world environments. This study supports previous findings that
individuals do indeed navigate differently. The general navigation behaviors for this
study were derived from direct observation by the researcher, analylsesaiiservation
logs and analysis of the Camtasia video file for each participant. Irefi@arch study,
no two participants’ navigational behaviors in the virtual crime scene waot\ealike.
They moved in different directions and at different speeds. Some participant$ move
extremely fast through the virtual crime scene, while others were sltm@&rmore time,
and appeared more methodical in their exploration of the virtual crime scene. Some of
the participants scanned up, down, and zoomed in and out more often while others
appeared to scan the rooms at one level. Many of the participants traveled theough t
scene to get an overview of the environment. On their second walk-through thely tende
to slow down and scan mid-level, then low and high. Most participants viewed each

clickable hotspot, while two subjects completely missed hotspots in the bathroom (nodes

6a-6f). Each participant explored the virtual environment at his or her own pace.
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Participants’ exploration times were all different and ranged from 6 nsiiaune
10 seconds (370 seconds) to 61 minutes and 8 seconds (3,668 seconds).
Disorientation Experiences and Behaviors

Another aspect of navigation in VEs discussed in the literature is disorientation by
some individuals. Virtual reality research literature has often reportedpdes of
participants becoming disoriented or lost in the virtual environment. This study found
evidence of disorientation. Through observations and statements of participanys as the
navigated the virtual crime scene as well as analysis of their postérgatrime scene
sketches, incidents of disorientation were discovered inalfl6) of the participants in
this study. Disorientation or spatial confusion was exhibited in some participants’
individual navigational behaviors. In some cases participants quickly jumped from node
to node repeatedly, spending only a second or two in each node. Some became confused
and frustrated at some points in the virtual crime scene. For example Subjat,1 (m
51+ years of age, field dependent) stated, “I got frustrated. | kept revibidrsgame
things. I'm not techno savvy.” Subject 53 (male, 46 — 50 years old, field independent)
appeared disoriented when he entered the bathroom hall (node 6). This node seemed to
confuse the subject; he physically pulled back and looked puzzled. Subject 53 advised
the researcher that he thought the hotspot was where he jumped to, to look down the hall.
He did not realize that the hotspot transported him to the far end of the hallway facing
back the way he came. This hotspot was similar to the hotspot in the living room scene
(node 4). Subject 53 had difficulty with this location in the virtual environment. His
disorientation was also reflected in his sketch of the crime scene. In ticgopat’'s

drawing, the bathroom was positioned on the opposite side of the hallway.
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Eleven patrticipants experienced similar problems with this location inriualvi
crime scene. It is possible that this disorientation may have been causdavibynatie
design of this portion of the VE. On the other hand, there is also a possibility that these
subjects experienced spatial visualization difficulty, specificakyability to mentally
rotate visual images as suggested by Waller (2000).

Another area where some participants became confused or disoriented was in
node 6A. This node contained an object movie of a knife positioned vertically on a
turntable which enabled participants to rotate the knife 360 degrees, to obsadesall s
of the weapon. Six participants became confused when they viewed the knife object
movie. Clarification had to be given to explain the purpose of the knife object movie and
how to rotate it. The researcher believes that because the knife was mountatiywert
the object movie instead of its original horizontal position on the bathroom counter as
observed in node 6B, some participants became confused. Subjects 57 (male, 41 — 45
years old, field dependent), 61 (male, 26 — 30 years of age, field independent), and 64
(male, 36 — 40 years old, field independent) asked if it was the same knife thatvthey s
on the bathroom counter. Subject 16 (male, 26 — 30 years old, field dependent) just
stared at the knife until explanation was given as to what it was and how to rotate it.
Summary

Overall, these findings support the view of variations in navigational behaviors
and experiences in a virtual environment as individualistic and related pyintaaril
individual differences and preferences of users. No generalizable patteansggation

behaviors were observed for the police officers who participated in the study.
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Research Question 2:

Is There a Difference in the Way Field Dependent and Field Indepemrat Police

Officers Navigate the Virtual Crime Scene?

Navigational Behaviors

The level of significance for this study was sgb at.05. Possible trends were

defined as .0% p > .05. For allt-tests, Levenes test for homogeneity of variances was

performed to determine whether pooled or unpooled variance should be used. An

independent samplégest with equal variances assumed based on a non-significant

Levene’s Test was used to measure the difference in means of each navigatine var

between the cognitive style dimensions of field dependence and field independence.

Navigational variables tested were:

The total time in the treatment,

Time spent in each node or scene,

The sequence or order in which the nodes were navigated,

The changes in perspective (number of times the subject scrolled up or
down and zoomed in or out),

The total number of mouse/cursor movements (direction, speed,
continuous or panning vs. jJumping movements),

The number of returns (the number of times a subject revisited or
navigated the same node), and

The total number of nodes visited.

There were no significant differences in the navigational behaviors of tte fiel

dependent and field independent groups regarding the total number of mouse clicks,

panning, left, right, or perspective changing movements up, down, zooming in, and
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zooming out. There was no significant difference in the number of nodes accessed or
revisited more than three times.

However, significant differences were found between the cognitive styl@gr
in time spent exploring node 5 (kitchen) and node 6E (bathroom-fingerprint processing
movie). Trends were also found for the time spent in nodes 4A (DNA collection movie)
and for 6C (bathroom - dry blood collection movie). In node 5 (the kitchen scene), field
dependent subjects spent a greater time exploring than the field independent asbjects
shown in Table 12t & 2.157;df = 28;p = .040). The researcher observed that field
dependent subjects tended to jump back and forth between node 5 (the kitchen), node 2A
(bloody foot print in the entry) and node 6A (the knife object movie). It is proposed that
this movement was related to the field dependent cognitive style dimension. cResear
literature supports the global nature of field dependents in their quest to understand
relationships. They tend to gather information from multiple sources before #keyam
decision. In this study the field dependents, while in node 5, tended to focus on the
kitchen knife holder on the counter top and on the victim’s shoes. It appears that the field
dependents may have been looking for a possible relationship between the viubies's s
and the bloody foot print in the entry; and/or between the missing knife from the kitchen
and the knife found in the bathroom. The extended time in the kitchen node (node 5)
produced by shifting back and forth from node to node in these instances appeared to be
for comparison purposes, which would be consistent with the field dependent tendency to

seek relationships.
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Table 12

Node 5 Exploration Time in Seconds by Cognitive Style

Cognitive Style Sig.
Group M SD N df t (2-tailed)
Field Dependent 251.47 140.239 15 28 2.157 .040
Field Independent 159.90 87.533 15

Field independent subjects, on the other hand, spent a significantly greater amount
of time in node 6E (bathroom-fingerprint processing movie) than field depentents (
-2.188;df = 28;p = .037). Table 13 show the statistical details for the node 6E
exploration time by cognitive style group.
Table 13

Node 6E Exploration Time in Seconds by Cognitive Style Group

Cognitive Style Sig.
Group M SD N df t (2-tailed)
Field Dependent 179.07 96.411 15 28 -2.188 .037
Field Independent  233.53 743 15

Trends that fell short of statistical significance but that were stonggh to
merit further investigation were also found in favor of field independentsdiagahe
time they spent in nodes 4A (DNA collection movie) and 6C (bathroom - dry blood
collection movie). Statistical data for these trends are shown in Table 14. AAode
field independents spent a greater time in this node than field dependent stibjects (

-1.909;df =28;p = .067). Similarly, in node 6C, field independents spent more time
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exploring this node than their field dependent counterpartsl(907;df = 28;p = .067).

A possible reason the field independent subjects spent more time in nodes 4A, 6C,
and 6E may be related to the content of these nodes. All three were movie nodes that
presented complex procedures. Each of these nodes contained very detail-ogpnted st
by-step instructions on the evidence collection process. Literature haedgpbat field
independent individuals tend to be very linear, analytical and detail oriented when
processing information. More time may have been spent in these nodes by field
independents in order to fully process the details of the sequences of evidesateonoll
steps.

Table 14

Exploration Time in Seconds by Cognitive Style Group

Cognitive Style Sig
Group M SD N df t (2-tailed)
Node 4A

Field Dependent 90.47 37.667 15 28 -1.909 .067
Field Independent  113.40 27.312 15 15

Node 6C

Field Dependent 76.00 51.356 15 28 -1.907 .067
Field Independent  105.07 29.090 15

Participants’ Comments Patterns
Qualitative data obtained through content analysis of observation notes,

interviews, and Camtasia audio files and verified by peer review revealetdgaweral
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threads evolving from comments made by participants during or afteeipsrience

with the virtual crime scene. Transcripts of the Camtasia files and tlagaleses
observation notes were analyzed, and the following comment threads surfaced from the
gualitative data: (1) task clarification; (2) navigational questions or comnsm@nt

orienting questions or comments; (4) confusion or disorientation; (5) small tadcy®
observations; and (7) analysis of evidence.

In thetask clarification categoryparticipants generally asked questions or made
statements regarding the exploration and drawing tasks. They also askeangltoue
constraints in performing these task$avigational questions or commeiksalt with
how to move through the virtual environment or take closer looks at evidentiary items.
Orienting questions or comments/olved around what direction were they looking at or
where specific rooms or items were located in relation to the particigeosgison within
the virtual environmentStatements of confusion, frustration, or disorientagienerally
involved navigational issues or questions about evidentiary items. Incidemsibtalk
involved participants attempting to engage the researcher in conversdittrighe
residence, furnishings, who the victim was, and who created the virtual crime scene.
Acute observationsonsisted of participants pointing out discrepancies contained in the
VE, such as different colored flowers hanging on the front door, or why the scene
contained both wet and dry blood evidence in different roohmslysis of evidence
commentgonsisted of participants describing evidentiary items, how they relateel to t
scene, and explanation as to what may have occurred based on the evidence observed. A
comparison of frequency of the comment threads by field dependent and field

independent participants is shown in Figure 6.
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Total Comments by Field Dependent and
Field Independent Officers

M Field Dependent Totals

M Field Independent Totals

Figure 6. Frequency of comment types by field dependent and field independent
officers.

As shown in Figure 6, field dependent officers tended to make more navigational
and orienting questions or statements than field independent officers. This appears
indicate field dependents experienced greater navigation difficultielsl dependent
officers also indicated they were confused or disoriented more frequeenlyield
independent officers. This disorientation was also supported by a decreask ialkma
and acute observations made by field dependent participants. Field dependerdsanay h
spent less time talking because they were more pre-occupied with tryingdatedahie
virtual crime scene. Field dependents also tended to talk more about the evidgnce t
observed and how it related to the scene. They tended to analyze the evidenderin grea
detail and provide possible explanations as to how the crime occurred based on the
evidence they observed. This may relate to the tendency of field dependeniks to see

relationships in what they see and experience.
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Research Question 3:
Is There a Difference in Configurational Knowledge Proficiency Betwen Field
Independent and Field Dependent Officers?
Accuracy, Quality, and Completeness of Learning Product
In this study no significant statistical differences were found in the achuir

configurational or survey knowledge proficiency between field independent and field
dependent officers after experiencing the virtual crime scene. Theicegtyie
dimension of field dependence and field independence used in this study did not appear
to have a significant impact on what the participants learned from the virtusdreneint
as evidenced by their crime scene sketch si)rsqores. Crime scene sketrore for
each participant was created by adding each of the three expertsete€s on each of
the three assessment items (floor plan accuracy, quality and location of ieviddetail,
and overall completeness of the crime scene sketch). Statistical data toralyisis are
shown in Table 15. This result indicated that despite individual differences in
navigational behaviors and disorientation, both field dependent and field independent
participants were able to acquire from the virtual environment the configul&ionay
knowledge needed for successful completion of the crime scene sketch task.

Table 15

Crime Scene Sketéfscore by Cognitive Style Group

Cognitive Style Sig
Group M SD N df t (2-tailed)
Field Dependent 27.80 11.583 15 28 -1.083 .288
Field Independent 32.07 9.932 15
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Qualitative Nature of the Learning Product

While quantitative learning performance differences were not observed hetwee
crime scene sketches of field dependent and field independent police officatatigeal
differences in the nature of their sketches were observed. These defefirthe theory
base of this dimension of cognitive style. Witkin (1967) proposed that cognitive
development was related to physical identity and stated that:

Persons with an articulated cognitive style are likely to givelence of an

articulated body concept and a developed sense of separate idenfity....

articulated cognitive style, an articulated body concept, and & sfrnseparate

‘identity’ are all taken as indicators of developed differentiation. (p. 235)

When viewing the sketches of the participants with the articulation-of-body
concept in mind, cognitive style differences were observed. Articulatedar fie
independent participants tended to be more detailed in their sketching. Theptedtém
draw the victim's body and appendages proportionally and accurate visuallythatier
as stick figures. Field independents also in several cases drew long haifemdtee
victim and cushions on the chairs and couch, suggesting an attempt to reproduce what

they had observed in the visual field. An example of a field independent sketch is shown

in Figure 7.
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Figure 7. Crime scene sketch drawn by a field independent participant.

In Figure 7, the victim’s body was drawn with fingers, hair, nose, eyes, a shirt
pants and shoes. Faucets and knobs were drawn on the sinks and bathtub. Chairs were
drawn with arms and cushions rather than rectangles. The knife in the bathroom was
drawn with a handle and in the approximate location in which it appeared in the virtual

crime scene. In contrast, Figure 8 depicts a crime scene sketch draviieldy

dependent participant.
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Figure 8. Crime scene sketch drawn by a field dependent participant.

In Figure 8, the victim was drawn as a stick figure. Objects such as tdides,
and evidentiary items were depicted simply as oval or rectangular shapegerat at
was made to reproduce the actual visual details presented in the virtual cnetetlsee

learner was satisfied with simple geometric representations showicenpent only.

137



Disorientation

Analysis of the crime scene sketches drawn by the 30 participants in this study
showed that 15 participants exhibited indications of disorientation. Eleven of the 15
participants drew the bathroom on the wrong side of the hallway. Two participants
omitted the bathroom altogether from their drawing. To understand why the bathroom
was left out of these drawings, review of observation notes and Camtasia filesstor
two subjects was conducted. It was found that both of these subjects jumped from node 2
(front entry), node 5 (the kitchen), and node 6 (the bathroom) numerous times without
panning left or right. They appeared lost, confused or disoriented as they tried to find
their way through the crime scene. Both participants completely misssdthotspots
located in the bathroom. This may explain why the bathroom was omitted embraly f
their sketches.

Two participants appeared to have gotten disoriented in node 4 (the living room).
Participants could access the living room (node 4) from the dining room (node 3) or from
the kitchen (node 5). When participants clicked on the node 4 hotspot they were
transported into the living room looking back in the direction they had been (kitchen or
dining room). From the vantage point in node 4, participants could rotate their view 360
degrees. Their sketches portrayed the kitchen, breakfast nook with the victiyy'subdd
the living room in reverse order of the actual floor plan. The living room node was
similar to the bathroom node in portraying a view of the scene.

As previously stated, 11 participants in this study became disoriented when they
moved to the bathroom (node 6) from either the entry (node 2) or the kitchen (node 5).

Node 6 transported subjects to the far end of the hallway and had them facing the
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direction they were previously at. This required participants to mentaditerthteir

mental image of the scene 180 degrees. From this viewpoint, the bathroom was on the
right as one faced east. Those who were not able to perform this mental rotatroa beca
disoriented. This may indicate an unnecessary complication introduced by a&ggeskn
the navigation design of the virtual crime scene. The disorientation problem was furthe
revealed in the crime scene drawings of the confused subjects. Figure 9 impleeta

a sketch from a disoriented field dependent subject.
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Figure 9. Crime scene sketch by a disoriented participant.
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Figure 9 depicts a typical sketch drawn by a participant who experienced
disorientation. On closer examination of the 15 sketches that displayed disorienfation, 1
or 80 percent were drawn by field dependent subjects. Only three of the 15 were drawn
by field independent participants. The majority of field dependents (12 out of 15)
experienced disorientation and appeared to have had more difficulty assrihei
complex visual information from the desktop virtual crime scene environment. This
disorientation or confusion was also supported by the Camtasia transcripts of the
comments made by field dependent officers. Conversely, field independentsdgpear
have the ability to separate and extract the visual information contained in eat¢herode
accurately reassemble it in their drawings of the crime scene.

In examining disorientation depicted in the crime scene sketches and gender, it
was found that 13 participants were male and 2 were female. However, the small number
of females in the study (= 4) because of the gendered nature of the policing occupation
made this count meaningless. Disorientation affected participants frdmeallage
groups. Four (26.6%) of these participants were between 21-35 years old; seven or
(46.6%) were between 36 and 45 years old; and four (26.6%) were between 46 and 51 or
more years old. Disorientation was also found in each of the three law enforcement
experience groups. Four disoriented participants (26.6%) had between 1 to 10 years of
prior law enforcement experience. Seven (46.6%) were between 11 and 20 yeiars of pr
law enforcement experience and four (26.6%) had between 21 to 30 or more years of
prior law enforcement experience. These findings suggest that disorientaten i
virtual crime scene was more strongly related to field dependentfidéghendent

cognitive style than to other learner characteristics included in this study.
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Research Question 4:
Is There a Difference in the Way Individuals with Differing Prior
Experience or Knowledge Navigate a Virtual Crime Scene?

In examining prior knowledge or experience, there are several factors to conside
which can contribute to the collective knowledge an individual has acquired. Individual
differences in age, education level, computer experience, years of laneaeméoitc
experience, and investigative experiences all contribute to one’s prior knowledge. Dat
on these variables were gathered and examined quantitatively. Multiple groups of la
enforcement experience, age, and education levels were each collapsecteto t
separate groups for analysis. The seven levels of law enforcement ecgegadmered
from the participant surveys were collapsed into group 1 (officers with 1 to i9gfea
experience); group 2 (officers with 11 to 20 years law enforcement expekiand
group 3 (officers with 21 or more years of law enforcement experience). Vdre age
categories on the survey were collapsed into group 1 (officers withaggag from 21
to 35); group 2 (officers with ages ranging from 36 to 45); and group 3 (officers with
ages ranging from 46 to 51 or more). The six surveyed education levels were dollapse
into group 1 (officers with high school or some college); group 2 (officers with an
Associate or Baccalaureate degree); and group 3 (officers with ersmastigher
degree).

One-way analyses of variance (ANOVAS) with test of homogeneity ofnaia
were used to compare means of groups on the study’s dependent variables for the
independent variables of law enforcement experience, age, and education level.

Independent samplédests were used to compare group means on the dependent variable
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for the independent variable of detective experience and computer experieccaf Ea
these variables had only two groups of YES and NO.
Years of Prior Experience

Prior knowledge defined as years of law enforcement experience and howtit mig
influence navigational patterns in a virtual environment was analyzed with one-way
ANOVAs to compare group means on each navigational and time dependent variable.
Years of law enforcement experience of the sample was collapsed intddienigl
three experience groups:

1. Officers with 1 — 10 years law enforcement experience 12),

2. Officers with 11 — 20 years of experience<14), and

3. Officers with 21 — 30 or more years of experiente @).

A one-way ANOVA was used to compare the means of each of the dependent
variables across the three experience groups. The level of significamsetvedp = .05
and possible trends were set atsOp > .05. No significant differences in navigational
behaviors were found based on years of law enforcement experience.

However, when the time (in seconds) spent in each node was examined by one-
way ANOVAs, three significant differences and one trend were found. ANOVA
revealed significant differences in the amount of time the most experierfioensof21 —

30 or more years of law enforcement experience) spent exploring threecspedéds
(node 5-kitchen scene, node 5B-bloody palm print on kitchen countertop and node 6F-
bathroom still photograph). Statistical data for these one-way ANOVAsharen in

Table 16.
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Table 16

Prior Law Enforcement Experience and Node Exploration Time in Seconds

Between
Years of L.E. Levene’s Sig. for Groups
Experience N M SD Statistic df Levene’s F p

Node 4B (Photo of victim’s injuries)
1-10 years 12 23.33 28.211 22.455 2,27 .000 2.690"
11 -20years 14 28.57 19.740

21 -30+years 4 112.50 197.309

Node 5 (Kitchen)
1-10years 12 144.00 80.599 1.723 2,27 .198 4.971°
11 -20years 14 219.79 130.888

21 -30+years 4 339.50 103.17/8

Node 5B (Bloody palm print on kitchen counter)
1-10years 12 23.33 27.231 .358 2,27 .703 3.362°
11 -20years 14 28.64 16.653

21 -30+years 4 56.00 21.103

Node 6F (Bathroom still photo)
1-10years 12 2592 16.076 23.074 2,27 .000 5.032°
11 -20years 14 28.36 16.355

21 - 30+ years4 112.25 142.605

.086

.015

.050

.014

S Statistically Significant g < .05
T Trend at .0% p > .05
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In node 5 (kitchen), the ANOVA showed a significant difference among the
experience groups in time spent explorikg=(4.971;df = 2, 27;p = .015). The test of
homogeneity of variances was not significdréene statistie 1.723;df = 2, 27;p =
.198). Post hoc Tukey tests using harmonic means for unequal groups identified a
significant difference between officers with 21 — 30 or more years of lfawcement
experience and those with 1 — 10 years of experignee({13), with the more
experienced officers exploring longer. No significant differences veersdfbetween
officers with 1 — 10 years and the 11 — 20 years of law enforcement expepieaps p
=.205) or between the 11 — 20 and the 21 — 30 or more year of experience groups (
152).

A similar difference in favor of the most experienced officers was found in node
5B (bloody palm print on kitchen countertop)£ 3.362;df = 2, 27;p = .050). The test
of homogeneity of variances was not significdrgvene statistic .358;df = 2, 27;p =
.703). Post hoc Tukey tests using harmonic means for unequal groups identified a
significant difference in exploration time between the 21 — 30 or more year groupeand t
1 — 10 year experience groyp=< .041), but not between the 21 — 30 or more year group
and the 11 — 20 years of experience grqup (091) or between the 11 — 20 year group
and the 1 — 10 year group £ .814).

Police officers with 21 — 30 or more years experience spent a greatéan tiode
6F (bathroom scene) than both less-experienced gréup$.032;df = 2, 27;p = .014).

The test of homogeneity of variances was significaevéne statistic 23.074df = 2,
27;p =.000). Post hoc Tukey tests using harmonic means for unequal groups identified

significant time differences in favor of more experienced officersnifgignt time
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differences were found between the 21 — 30 or more years and the 1 — 10 years
experience groupp & .016) and between the 21 — 30 year group and the 11 — 20 year
group p =.017), but not between the 1 — 10 year and the 11 — 20 year gocu£9@).

A trend was also found in favor of the more experienced officers (21 — 30 or more
years of experience) on node 4B (an embedded photograph of the victim’s injuries). The
more experienced officers spent much more time in node 4B (photo of victim’s ipjuries
than the other two experience groups=(2.690;df = 2, 27;p = .086). The test of
homogeneity of variances was also significhmtvene statistic 22.455df = 2, 27;p =
.000). Post hoc Tukey tests using harmonic means for unequal groups revealed a trend
in the exploration time between the more experienced officers (21 — 30 or mm®fyea
experience) and the 1 — 10 years experience group (p = .086), but no significant
differences were found between the 1 — 10 years of experience and the 11 F 20 yea
experience groups (p = .980) or the 11 — 20 years experience and the 21 — 30 or more
years experience group (p =.103).

Because of the small number of the most experienced offiterd)in this
sample, caution must be used in interpreting the results. Additional reseaigl usi
larger sample should be conducted. In this study, the more experienced officedstéend
take significantly more time to examine the evidentiary details of thiedttdhe bloody
palm print on the kitchen countertop, the bathroom, and the victim’s injuries than the
other two experience groups. Key items of evidence were located within thesegra
nodes. Itis possible that the older officers’ greater level of experienchava
influenced their attention to details and time taken to analyze the evidenamednh

these nodes.
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Age

One-way ANOVASs did not reveal any significant differences in navigational
behavior among the three age groups. However, in regards to time spent in each node,
ANOVA:s identified significant differences on node 5 (kitchen scene) and node 6E
(fingerprint collection movie) and a trend on node 6F (bathroom still photo). Statistical
data for these ANOVAs are shown in Table 17.
Table 17

Age and Node Exploration Time in Seconds

Between
Levene’s Saj Groups
Age N M SD Statistic df Levene’s F p
Node 5 (Kitchen)
21-35years 12 15192 70.365 2.225 2,27 .128 7.970° .002
36 —-45years 12 186.25 128.863
46 —51+years 6 350.83 93.187
Node 6E (Fingerprint collection movie)
21 -35years 12 233.58 793  44.628 2,27 .000 44.628° .031
36 —45years 12 164.75 103.488
46 —51+years 6 234.83 2.787
Node 6F (Bathroom still photo)
21-35years 12 29.75 14.277 8.605 2,27 .001 2.650" .089

36 —45years 12 25.00 18.911

46 — 51+ years6 83.33 119.234

S Significant ap > .05
TTrend at 0% p > .05
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Older officers (46 — 51 or more years old) spent significantly more time exgplor
node 5 (kitchen) than the youngest group (21 — 35 years old) or the middle group (36 — 45
years old). The F ratio for this ANOVA test was significant beyond the v@bdbosen
for this study F = 7.970;df = 2, 27;p = .002). Post hoc Tukey tests using harmonic
means for unequal groups identified significant time score differencesdretvoth the
46 — 51 or more year olds and the 21 — 35 year plds@02) and between the 46 — 51 or
more year olds and the 36 — 45 year ofuls (009), but not between the 21 — 35 and the
36 — 45 year oldp(= .715).

The older police officers (46 — 51 or more year of age) also spent a sigtiyfica
greater amount of time in node 6E (fingerprint collection movie) than the 36 — 45 year
old officers, but not significantly more time than the youngest group (21 — 35 yejr olds
The test of homogeneity of variances was significaaevéne statistic 44.628 df =2,

27;p =.000). One-way ANOVA revealed significant differences between gréups (
3.956;df = 2;p =.031). Post hoc Tukey tests using harmonic means for unequal groups
identified significant time differences between the 21 — 35 year old offindrtha 36 —

45 year old officersg= .043), but not between the 21 — 35 year old and the 46 — 51 or
more year oldsp(=.999). No significant difference was found between 46 — 51 or more
year olds and the 36 — 45 year olds=(.125).

A trend favoring the older officers (46 — 51 or more years old) was found in the
exploration time of node 6F (bathroom still photo). Older officers spent more time in
node 6F (bathroom still) than the other two age grobpsZ.650;df = 2, 27;p = .089).

The test of homogeneity of variances was also signifitawegne statistic 8.605;df =

2,27;p=.001). Post hoc Tukey tests using harmonic means for unequal groups
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revealed a trend in the exploration time between the older officers (46 — 51 or lauwe ye
of age) and the middle age group (36 — 45 years old) (p = .093), but no significant
differences were found between the older officers (46 -51 or more yedr)ean
youngest officers (21 — 35 years old) (p = .131) or between the youngest officer8%
years old) and the middle age group (36 — 45 years of age) (p = .974).

The observed age group differences may be related to years of experience
However, because of the small number of older offiaersg) in this study, caution
must be used in interpreting the statistical data. Further researghadanger sample is
needed to validate these findings.
Education Level

Education level was eliminated as a variable for analysis in this studydeethe
sample was too homogeneous to make an ANOVA analysis meaningful.
Detective Experience

Eighteen or 60% of the participants in this study had detective expewbrlee
12 or 40% did not. Independent samples t-tests were conducted to see if detective
experience had an influence on navigational behaviors, time spent in each node, the
number of nodes accessed, the number of nodes revisited, and crime scene sketch
Y¥scores. No significant differences were found for any of these variabVesdet
officers who had or did not have detective experience.
Computer Experience

The data revealed that this sample was fairly homogeneous in regards to
computer experience in word processing, Internet use, computer programmingreogeri

and self assessed computer skill level. Computer gaming experience wagy the onl
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variable on which the participants differed. Therefore it was the only computer
experience variable examined for this study.

Independent samples t-tests were performed to assess the significamge of a
differences found on the navigational variables between officers with and wsgdtut
reported computer gaming experience. Levene’s Test for Equalityrain¢as was
performed to determine whether equal variance between groups was@assuroe
assumed. The level of significance for the t-tests was pet @5, while possible trends
were identified at .0% p > .05. No significant differences between the groups were
found for the navigational variables. Only one trend approaching significance was found
regarding the time spent in node 4A (Movie clip on blood stains collected from victim’s
shirt). Participants with prior computer gaming experience spent @gtieag¢ watching
this video clip. Table 18 shows statistical data on time spent in node 4A by computer
gaming experience.

Table 18

Computer Gaming Experience

Computer Levene’s Test for
Gaming Equality of Variance Sig.
Experience N M SD F Sig. t df  (2-tailed)

Time spent in
Node 4A (Movie clip on blood stains)

Yes 18 112.67 24.864 4.800 .037 2.029 16.398 .059*

No 12 85.83 41.074

* Equal variance not assumed (Pooled variances used)
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Research Question 5:
Is There a Difference in Configural Knowledge Acquisition From a Vitual Crime
Scene Among Individuals with Differing Experience?
Years of Prior Experience
This study found a significant difference in crime scene sketchres in favor of
officers with 20 or fewer years of law enforcement experience. Table 1@lesovi
descriptive data on participants’ years of experience groups and meas\. scor

Table 19

Years of Prior Experience and Mean Crime Scene Sk&chres

Prior Experience N M
2Score
1-10 years 12 30.33
11 - 20 years 14 33.14
21 — 30+ years 4 17.50

One-way ANOVA revealed the significant difference between expergnocgs.

The overallF ratio for this test was significant beyond the .05 level chosen for this study

(F =3.922;,df = 2, 27;p = .032). Post hoc Tukey tests using harmonic means for unequal

groups identified significant score differences between the 11 — 20 year &1d-89

or more years of experience grogp=.025). A trend was found between the 1 — 10 year

experience group and the 21 — 30 or more years of experience grou@dQ).

However, no significant difference was found between the 1 — 10 and the 11 — 20 year

experience groups (p = .752).
Due to the small numben & 4) of the most experienced officers, caution should
be used in interpreting the results of this ANOVA test. Further rdseansg a larger

sample is needed.
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Age

One-way ANOVASs did not reveal any significant differences in crimaesce
sketchXscores by age group.
Detective Experience and Computer Gaming Experience

Independent samples t-tests were run to compare the crime scenesketels
for officers with and without detective experience, and also with and without computer
gaming experience. There were no significant differences in scoresdrapeor
detective experience. However, there were significant differenceisna scene sketch
¥scores in favor of those with prior computer gaming experience. Table 20 shows the
statistical data for crime scene skeldtores by prior computer gaming experience.
Table 20

Crime Scene SketcIscores for Officers with and without Computer Gaming Experience

Levene’s Test for

Equality of Variance Sig.
N M SD F Sig. t df (2-tailed)
Computer Gaming
Experience
Yes 18 33.94 8.285 2.804 105 2755 28  .010*
No 12 23.92 11.697

* Equal variances assumed
A closer analysis of computer gaming experience revealed that offitbriv-
20 and 1 - 10 years of law enforcement experience tended to have more prior computer
gaming experience, while officers with 21 — 30 or more years law enfonteme
experience had no prior gaming experience. This difference is understandhble i

officers with 1 — 20 years of law enforcement experience consisted of inds/oa
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were exposed to computers at a very early age — called digital natifAesrisky (2001)

— while the officers with 21 — 30 or more years experience were exposed to cemputer
and computer games later in life — Prensky’s (2001) digital immigrantde Za

presents prior gaming experience by law enforcement experience group.

Table 21

Computer Gaming Experience by Years of Law Enforcement Experience

Years of Law Enforcement Experience

Gaming Experience N 1-10 11- 20 21-30+
Yes 18 9 9
No 12 2 6 4

Table 21 may help to explain why officers with 11 — 20 years of law enforcement
scored better on the crime scene sketches than the more experienced atfic2ds~ws0
or more year experience but not significantly better than the leastexqeti(1 — 10
years) law enforcement officer group. The familiarity with and abihitgd well in the
virtual crime scene by the younger officers with gaming experiencgevhaps related
to the fact that desktop VEs are closely related to computer games.

Research Question 6:
Is There a Difference in How Male and Female Police Officers Navigate
a Virtual Crime Scene Environment?

Independent samples t-tests were performed to assess the significamge of a
differences found between genders on the navigational variables. While the number of
female participants was very limited due to the gendered nature of the policing

occupation, the inferential t-tests were added to the descriptive data gdaaatery
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step. Levene’s Test for Equality of Variances was performed to datemhiether equal
variance between groups was assumed or not assumed for each t-test. The level of
significance was set at=.05. Possible trends were set ats09> .05.

In this study, 14 significant navigational and time differences, as wellas
possible trends were found between males and females. In general, fentEesora
navigational moves left, right, up, and down. Females changed their perspectives more
often than males by zooming in and out. Females also spent significantly greater
exploring specific nodes within the virtual crime scene than their malearparts.
Possible trends in favor of females were found in the time spent exploring twacspecif
nodes (4A, the collection of blood samples from the victim’s shirt movie, and node 6B, a
still photograph of the knife). Table 22 presents the significant and trend navadjat

and time differences between genders.

Table 22

Gender Differences in Navigation Behaviors and Exploration Times

Levene’s Test for
Equality of Variance .Sig
N M SD F Sig. t df (2-tailed)

Total number of
mouse clicks

Male 26 218.19 85.166 215  .646 -3.811 28 °.001*
Female 4 395.00 95.906

Total cursor
movements left

Male 26 22196 103.540 .428 .518 -3.180 28 ° .004*

Female 4 402.75 123.373
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Table 22 (continuedpender Differences in Navigation Behaviors and Exploration Times

Levene’s Test for

Equality of Variance .Sig
N M SD F Sig. df (2-tailed)
Total cursor
movements right
Male 26 211.42 89.246 1.221 .279 -3.618 28 S001*
Female 4 393.25 122.851
Total cursor
movements up
Male 26 172.04 80.732 2.409 132 -2.720 28  S011*
Female 4 297.50 120.467
Total cursor
movements down
Male 26 162.04 75.370 2.197 .149 -2.519 28 S018*
Female 4 270.50 112.530
Total zoom in
movements
Male 26 20.12 17.079 .028 .868 -2.392 28  S.024*
Female 4 4225 18.428
Total zoom out
movements
Male 26 12.38 12.336 .383 541 -2.534 28 S.017*
Female 4 28.75 9.032
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Table 22 (continuedpender Differences in Navigation Behaviors and Exploration Times

Levene’s Test for
Equality of Variance .Sig
N M SD F Sig. t df (2-tailed)

Total time on VR Task
(in seconds)

Male 26 1517.38 593.037 .833 .369 -2.946 28 S.006*
Female 4 2490.00 771.692

Node 2 time

in seconds
Male 26 199.81 111.282 1.073 .309 -2.908 28 S007*
Female 4 387.75 178.815

Node 4 time

in seconds
Male 26 173.38 83.183 1.327 .259 -3.225 28 S003*
Female 4 327.25 126.526

Node 4A time

in seconds
Male 26 97.27 29.346 3.181 .085 -1.989 28 T.057*
Female 4 132.25 53.169

Node 4D time

in seconds
Male 26 37.12 4.719 2.345 137 -2.659 28 S.013*

Female 4 100.25 61.147
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Table 22 (continuedpender Differences in Navigation Behaviors and Exploration Times

Levene’s Test for

Equality of Variance .Sig
N M SD F Sig. t df (2-tailed)
Node 5B time
in seconds
Male 26 25.50 19.399 457 505 -3.133 28  5.004*

Female 4 60.50 30.028

Node 6B time

in seconds
Male 26 17.85 12.376 1.090 .305 -1.870 28 T.072*
Female 4 31.00 18.019

Node 6C time

In seconds
Male 26 87.15 45.990 9.876 .004 -2.806 25.152 S010**
Female 4 112.50 1.000

Node 6E time

in seconds
Male 26 202.04 77.161 3.699 .065 -2.111 25.036 045**

Female 4 234.00 .816

* Equal variances assumed

** Equal variances not assumed
S Significant ap < .05

T Trend at .0% p > .05
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Research Question 7:
Is There a Difference in Configurational Knowledge Acquisition
Between Male and Female Officers?

The scores given by each rater on the accuracy of the crime sketch floor plan,
location and quantity of evidentiary details, and the completeness of the cenee s
sketch for each participant was totaled to provide a &)racpre. An Independent
samples t-test was conducted to determine whether there was a sigdifieaence
between genders on the crime scene skefcbre. Equal variance was assumed based
on a Levene’s test. No significant gender differencestores on the crime scene sketch
was found (= -1.482;df = 28;p = .149). This finding indicates that both males and
females were equally able to acquire the survey or configurational knevheggled to
complete the crime scene sketch task regardless of differences in navigatibesior
behaviors used.

Research Question 8:

Is There a Difference in the Way Law Enforcement Officers Interact wh the
Virtual Crime Scene and a Real World Crime Scene?

To answer this question, data captured by observation of participant navigational
behaviors and review of each of the participants’ comments as recordedGantkesia
software were analyzed. Using these data sources, three prinmeshwertual/real
world comparison emerged.

Virtual Crime Scene as Replication of Physical Reality

Participants reported the virtual crime scene to be very realistimaextallent
tool for training in crime scene investigation. For example subject 58 (mald>41
years old, field dependent) stated, “It's very realistic. You could maneueeigtnthe
house like you were walking through it. The hotspots were cool. They help point out

details. It was easy to use and easy to understand.” Subject 58 also said “Ths pfctur
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the victim and wounds were very realistic. It was like walking through three@cene.
The clarity was very good, just like a real crime scene.”

Subject 5 (male, 46-50 years old, field dependent) advised:

| thought it was a good learning tool, with videos of how and why.ry Ve

interesting, you could move it around and look at everything. It ga@ense of

being there, moving through the house by moving up and down and zooming in
and out. 1 liked it. It was like a video game, you're in contrad @&an move
where you want to, look at what you want to, to spend as much tinsuasant

to in rooms, rather than watching a movie.

Subject 56 (male, 36-40 years old, field dependent) said “It was very good. It
would be useful training for crime scenes. It forces you to focus on detadsketch,
those items that are important.” As subject 71(male, 46-50 years old, field dependent
toured the virtual crime scene he stated:

I'm telling you now, | could have looked at pictures all day and noenebered

the crime scene as well as | am right now! A directiomedva would have

helped; something to show north, south, east and west...That is an outstanding

teaching tool! I'm blown away! I'm overly impressed. Thahow crime scene
investigation should be taught until something better comes along.

As this subject moved through the crime scene he pointed out several items of
evidence and attempted to reconstruct what he thought had occurred based on the
evidence he observed.

Subject 25 (male, 51+ years old, field dependent) was actively engaged in the
exploration of the virtual crime scene. He critiqued the crime scene amgbtstketo
explain the significance of evidentiary items. Similarly, subject 49 (&r3a-35 years
old, field independent) also noted important pieces of evidence and their location. She

also attempted to formulate a scenario as to what may have occurred ducngnée

Subject 18 (male, 36-40 years old, field independent) liked the virtual crime scene but
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said he had trouble estimating distance of the body from the furniture and warded to s
more of the house to get a better idea of the floor plan.
Number of Scene Walk-Throughs

Another aspect concerning whether there is a difference in how participants
interacted with the virtual crime scene and a real scene was the numiak-tiinoughs
or passes that participants made while exploring the virtual scene. Thehesdaased
on past experience as a detective and criminal investigations commassdarsaeved
that officers and detectives investigating real crime scenes typicake at least three
passes or walk-throughs of a real crime scene. The first pass is to ndeyaia an
overview of the scene. The second pass is generally slower and more méthodica
Evidence is photographed, measured, sketched, processed, logged and collected. The
third pass is to ensure the investigator has not missed anything. It is lyemgratk
tour of the scene. This walk-through pattern is typical in physical realitgabivorld,
crime scene investigations.

In this study a complete pass or walk-through was operationally defined as the
number of times participants viewed the five major nodes in the virtual crime.stée
major nodes were:

e Node # 2 (front entry/foyer)
e Node # 3 (dining room)

e Node # 4 (living room)

e Node # 5 (kitchen)

¢ Node # 6 (bathroom).
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Moving through each of these major nodes allowed participants to maneuver
through the entire crime scene one time. Camtasia software was used t® eagtur
participant’s movements and comments as they maneuvered through the virtual crime
scene. For example, while exploring the virtual crime scene, subject 65 (féhale
years old, field independent) said, “I was wanting to go through the whole houselbefore
started looking at specifics.”

The times and sequence of each participant’s navigational movements were
logged in an Excel spreadsheet for analysis. In this study, the number of cqrapbes
through the virtual crime scene varied among participants. The majorityticfgants
(23 or 77 percent) made two to three complete passes through the virtual crime scene
environment, while five or 17 percent of the participants made four or more passes. Only
two or 6 percent of the officers traveled through the virtual crime scene only Botte.
of these individuals were field independent. Table 23 shows the number of passes by
field dependent/field independent participants.

Table 23

Number of Passes through the Virtual Crime Scene by Cognitive Style Group

Passes Field Field Total
Dependent  Independent

1 0 2 2
2 6 6 12
3 7 4 11
4 1 2 3
5 1 1 2
Total 15 15 30
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The data on the number of walk-throughs of the virtual crime scene show that the
majority of officers (77%) behaved similarly to the way they have been trainetktaat
with real crime scenes. Navigation behaviors and participant comments tended to
support the idea that officers engaged the virtual crime scene exploratitamlgita the
way they would a real crime scene. Training in the virtual environment may sopport
reinforce investigative behaviors developed through real world training. Alterdyative
real-world training behaviors may transfer to the virtual environmentitHerease,
similarity of behaviors in the real and the virtual environment appears to ocdatifor
field dependents and field independents.
Note-Taking
An unexpected finding related to differences in officer interactions with the
virtual crime scene as opposed to a real-world scene was in their note takisg habi
Police officers are trained throughout their careers to observe and recaadt$hanid
details of their investigations in their field notes. When interviewing suspeatigesses,
and victims, officers generally take notes to document what was said. ltutysis
was assumed that the officers exploring the virtual crime scene would sithiertake
notes or automatically take them without asking. However, this study found that only 16
or 53 percent of the participants requested to take notes while 14 or 47 percent did not
make such request. Of the 16 subjects who asked to take notes, only 13 of them actually
took notes, meaning a total of 17 or 57 percent of the participants did not take notes.
This contradiction between the officers’ training and real-world behavior aind the
behavior in the virtual crime scene prompted further investigation. Questioning of fiv

note-takers and five non-note-takers found that those who took notes did it because of
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previous training. They said they always take notes when investigatmgscriThey

used their notes to refresh their memories, to document the facts and detadsehccur
Participant 54 (male, 26-30 years old, field independent) said he normally takes notes
because of his training and to assist his memory. Participant 56 (male, 8&r4fdy

field dependent) also indicated he took notes because of his training. He wanted to note
some of the important things that he wanted to remember later. Participant 57 (41-50
year old, field dependent, male) said he was trained to take notes in the policeyacadem
in the field training officer program, and by senior officers before heassigned to

patrol on his own. He said he took notes “(1) to refresh my memory if the need arise for
a later date and (2) to help me draw a more complete diagram.” Participardl&34in

45 year old, field dependent) said he took notes “for memory, to be able to go back and
refer to them.” This participant added:

| was under the impression that the crime scene was probably gobe at least

an entire house or good sized area and | thought for memory purposkapyqu

to be able to go back and remember what was where and througizehand

location of it. | thought it was going to be a benefit to have notes.

This same participant said it is common for him to take notes when looking at
crime scenes and that he needs them for memory purposes. He assertethénerntay
reconstruct the scene for court or use them to testify in court. Furthermstatdtethat
note taking “has been part of [my] training from day one and not only on crime scenes,
but...if you're out on a call of some kind or interviewing somebody, taking notes you
know, so that you can go back and refer to them later.”

When the five non-note takers were questioned, they indicated that they did not

know they could take notes or that taking notes never crossed their minds. Some
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indicated that they thought they were to memorize the scene. Two indicated this was a
new experience for them. They treated it like a video game or an exercise.

Participant 7 (male, 36-40 year old, field independent) said he did not understand
the extent of what he was to do. He thought the virtual scene was “more of a show and
tell kind of thing. Had [I] realized [I] would be drawing a sketch, [I] would have taken
notes.” He advised that he thought the task was rote memorization where he would have
to remember details of the crime, not the layout of the residence.

Participant 74 (male, 36-40 year old, field independent) advised that he was not
aware he could take notes. He didn’t see a need in taking notes at the time. Note taking
didn’t occur to him. Participant 9 (male, 26-30 year old, field independent) said, “Oh,
most of the time whenever I'm doing stuff, especially with computersptess it with
a picture in my head and | do that a lot when I'm in real crime scenes as Welkaid
he was viewing the virtual crime scene from a patrol officer’'s perseaether than
from an investigator. He said “I tend to take snap shots of things in my head to associate
where everything is.”

Participant 7 (male, 36-40 year old, field independent) advised he was not aware
he could take notes. He said he “normally does not take notes when he is working on the
computer.” He thought it was just an exercise and did not understand he was able to take
notes. Participant 75 (male, 31-35 year old, field independent) said, “I was probably just
focused on making sure | got the diagram correct.” He also indicated he theated t
virtual crime scene more like a video game. He said, “I just knew it waseatissxand

that’s how | treated it.”
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Participant 53 (male, 46-50 year old, field independent) stated:

For me, doing it on the computer that way was just such a new experience, | really

wasn’t sure what | was getting into and | had never seen thag¢ ladisre...It

took me the longest time just to figure out my way around the howdeen | got

to the end of the hallway, | thought | was going to click on the winalogdvkeep

moving farther whether on another angle or not. It took me a wehikealize that

| had turned around and | was looking back again and | was doingsmkend

forth moving before | realized that | was just moving back and forth.

This same participant also advised that:

| kind of came in here feeling like | was sort of a game shomtestant, even

though there was nothing to win from it, but it was going to be an unusual

experience, a unigue experience and it was going to be see if maybe sdimshow

can be implemented in the future and so | — | know that the pfquaper was off

to the side, | knew | was to draw a map on it later, but agairthtught of taking

notes on it never crossed my mind.

The comments from the note-takers and non-note-takers provided insight into
how realistic the virtual crime scene was to them, and how prior experiemaenorgt
may influence their behavior. Note-takers viewed the virtual environmentliaticea
They took notes as they would during an investigation in the real-world. Their comments
indicated that they relied on their previous training and work habits. Notes wenetbak
help them capture details of the crime scene accurately and to support oiraid the
memories.

Conversely, non-note-takers did not appear to view the virtual crime scene as real.
It was seen as a new technology which was unfamiliar to them. Some saw it as an
exercise or computer game rather than a learning tool. It is possible tleabsthrase
participants were distracted by the virtual presentation’s bells and eshistby

navigational issues. During this distraction or disorientation, they appear to have

forgotten prior training and experience.
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Some indicated they were unclear of the task and were unaware they could take
notes. This suggests that when distraction or disorientation occurs in a virtual
environment, learners need immediate help to overcome the impediment. Adequate
navigational training with clear, concise instructions, and continued support or guidanc

may need to be provided throughout the exploration of the virtual environment.
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CHAPTER V

Conclusions, Discussion, and Recommendations
Summary of the Study

There has been an increased focus on using technology to assist in the education
of learners. Recent advances in virtual reality (VR) technology have opersiabthie
the development of new non-traditional instructional methods, which have shown
promise in preparing people for the work place and improving their job performance.
Despite a growing body of literature supporting the success and aceeptasrtual
reality technology, relatively little is currently known about the individudéed#hces of
users as they maneuver and learn within virtual environments. Waller (2000gdsser
that “Computer-simulated environments hold promise for training people about real-
world spaces. However little research has examined the role of usetetistias and
abilities in determining the effectiveness of these virtual environme&'s)Yor training
spatial knowledge” (p. 3). Ausburn and Ausburn (2003) argued that past research tended
to “focus on comparing instructional treatments and designs as main effeetsman
on examining interactions between treatments and specific types ofdme).

This study addressed the lack of information about learner characteristics an
VEs. It used a research design that compared the behaviors of learhetifanent

individual characteristics. The study examined the navigational behaviorsvahadfi
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configurational/survey knowledge acquisition of individuals with different cogmiti
styles, gender, and prior experiences as they explored a desktop virhebscene
environment. A mixed method research model combining quasi-experimentatjtesshni
and qualitative observations and questions was used in this study to examine two groups
of law enforcement officers from a mid-sized police department in noréneast
Oklahoma. The participants were divided into two cognitive style groups (field
dependent/ field independent) and were exposed to the same desktop VR treatment of a
crime scene, to see how they interacted with and learned from the technalogy.
extreme-group design was used to assign subjects to the two cognitive style gseaps ba
on theirGroup Embedded Figures TE&EFT) scores. Gender, years of law
enforcement experience, and levels of computer experience were seléddport
subjects. Navigational behaviors in the virtual environment were recordedtthroug
observation and Camtasia 6.0 screen capture software for quantitative andwalitat
analysis of differences. Configurational or survey knowledge acquisition easuned
by having subjects draw a crime scene sketch from memory, after they hléteaim
interacting with the VR treatment. The sketches were assessednddethg by three
crime scene experts, and quantitative measures of inter-judge itgliakile calculated.
Conclusions and Discussion

Several conclusions can be drawn from the findings of this study. Conclusions
supported by the data include the following:
1. Navigational Behavior in a Desktop VE Is Individualistic Rather Than

Occupational
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Navigational behaviors in the virtual crime scene were found to be highly
individualistic. Participants’ navigational behaviors for this study weterséned from
direct observations by the researcher, analysis of the observatioariatysis of the
Camtasia video file for each participant, and analysis of quantitatt/gaalitative data.
No general navigational patterns or systematic “occupational” navigatitamnrsatvere
found. There was no evidence of any patterns that were “typical” of policersffik®
two participants’ navigational behaviors in the virtual crime scene werdyeahke.
Movement through the virtual environment was related more to individual or personal
preference differences than to the policing occupation. Navigational behewaos not
influenced by cognitive style (field dependent/field independent), age, prior law
enforcement experience, detective experience, education level, or compeateeree in
this study.

2. ldentification of Instructional Design Flaws in Virtual Environments Is
Critical to Successful Navigation

Design flaws in the virtual crime scene used in this study caused sevegatioaal
problems. Data used to identify design flaws and their effects on leaameesfrom
direct observation by the researcher, analysis of the observation logisoéleach
participant’s Camtasia video file, and content analysis of participantsirstats and
comments during and after navigating the virtual crime scene. Darkenlzart ($996)
discussed disorientation in wayfinding. They found when individuals are not given an
adequate source of directional cues, disorientation can occur that inhibits lyotiding
performance and the acquisition of spatial knowledge. Disorientation alsosafpea

inhibit learning in technology-based environments. Graff (2003) asserted that:
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The lack of ability to orient oneself within a web-based environment may cause a
individual to experience disorientation. The more disoriented the user becomes, the
more they must focus on navigation and less on processing the information content,

which reduces the amount of learning that can take place. (p. 408)

VE design flaws may create navigational issues which can distract, epafigs

disorient learners. Participant disorientation was linked to the followindesign flaws
in this study:

¢ A navigational hot spot to the bathroom was positioned at the beginning of the
hallway near the kitchen. When subjects clicked on this hot spot, it transported
them to the opposite end of the hall facing the location on which they had clicked.
This confused and disoriented half of the participants.

e A similar flaw was found in the hot spot leading to the living room. It was
located in the doorway between the dining room and breakfast nook. When
participants clicked on this hotspot, they were transported through the breakfast
nook and into the living room facing the direction they had been (dining room).
This disoriented several participants. They thought they were moving from the
dining room to the breakfast nook, not to the living room. Although each hotspot
was tagged to display the location it would take learners to when the mouse
hovered over the hotspot, very few of the participants used this navigational
feature.

e An object movie of the suspected murder weapon (knife) was mounted vertically

on a rotating device to allow for a 360 degree observation. This object movie was
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linked to a panoramic view of the bathroom. The object movie of the knife
confused several participants because it did not depict the knife in its original
horizontal position on the bathroom counter top. This raises cautions about how
to position and orient movable objects embedded in virtual environments.

e Discrepancies in the virtual environment such as different flowers in twesce
and out of place furniture or objects may have distracted and confuseddearner
Designers must ensure continuity between panoramic scenes.
Disorientation comments from participants in this study suggested sev&rad de
considerations that may reduce the effects of disorientation on navigation. First,
navigational hot spots should be positioned in a linear manner in each room that a
participant may move through. When one clicks on a hot spot, it should transport
them to the location of the hot spot, not to another area. This may enhance the
sense of walking through the VE. Second, if an object movie is embedded within
a panoramic scene, guidance and instructions should be given immediately to
reduce any disorienting effect that may be encountered. Third, when shooting
photos for panoramic scenes and photos or videos to be embedded into the
panorama, designers should be careful not to move items from one scene to
another. This will provide continuity of the virtual representation and reduce
distraction and disorientation for users.

3. Tendency for Disorientation in a VE is Related to Cognitive Style
Field dependent participants in this study experienced greater nanajati
difficulties than field independents. They were more susceptible to distraston a

disorientation caused by flaws in the navigational design of the VE. While this
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differential reaction to the spatial characteristics of a VE should be notedthyctional
designers, it should also be noted that individual differences in visual field @iboul
and navigational disorientation did not have detrimental effect on learning perfermanc
outcome.
4. Cognitive Style Differences are More Influential on the LearnindProcess than on
the Learning Outcome in the Virtual Environment

Data used to identify cognitive style differences in VE navigation and exiplora
and in learning outcome came from direct observation by the researchesisaoftlie
observation logs, analysis of the Camtasia video files, analysis of queatiata and
analysis of crime scene drawings for each participant. Diffeseimcthe amount of time
spent in specific VE nodes appeared to be linked to cognitive style differience
information processing. Cognitive style differences were observed in the scene
drawings, but were primarily stylistic rather than substantive. Theremeesggnificant
differences in crime scene skefscores, indicating that field dependents and field
independents both learned effectively from the VE despite differences in théhegys
explored the virtual crime scene.
5. Prior Domain Knowledge and Experience May Not Significantly Affect Leaning
in VEs

Older participants with the most prior law enforcement experience (21 — 30 or
more years) spent more time exploring and processing a few specificinddewirtual
crime scene. Data used to identify age and prior experience differeasebtained
from direct observation by the researcher, analysis of observation logmalgsis of

guantitative data. It is possible that the older officers’ greater leyelmfexperience
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may have influenced their attention to details and time taken to analyzedbacavi
contained in those nodes. Several studies have supported relationships between prior
domain knowledge and performance with various media formats. For example,d,awles
Schrader, and Mayall (2007) asserted that “One of the most prominent vaboiaibles
terms of number of studies, as well as findings indicating a significanendé on
navigation, is prior knowledge” (p. 292). Similarly, Lawless and Kulikowich (1998)
concluded that “One consistent finding supported by the literature examinirtgotradi
texts is that the more domain knowledge one has, the better one can emplogstateg
competently process related text” (p. 53). Ford and Chen (2000) found greater
experience in an area correlated with higher performance in the samealy célated

area. Lazonder, Bremans, and Wopereis (2000) argued that “Domain expdrdisess
search performance. Those with high domain knowledge tend to take less time
completing search tasks and produce a greater number of correct solutions” (p. 576).
Echoing this finding, Roy and Chi (2003) asserted that search skills improve witkrgrea
domain knowledge.

Findings of this study indicate the situation may be different in virtual
environments. Contrary to most research literature on prior experience, the olde
participants in this study with more law enforcement and detective expeiied not do
as well on the crime scene sketch task as the younger less-experiereed. offi this
study age, with the exception of being associated with spending a greatet ariitime
in a few nodes of the VE, greater prior law enforcement experience, andgtaotive

experience did not appear to influence navigation behaviors or to enhance the acquisition
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of configurational knowledge. Thus, variables other than prior domain experience or
knowledge appear to be more important in performance in virtual environments.
6. Computer Gaming Experience Influences Performance in VEs

Younger officers with 20 or fewer years of law enforcement experiencedt¢émde
have more computer gaming experience and did better on the crime scene sketch ta
There are two possible reasons why those with computer gaming experienagedispl
superior performance on the crime scene sketch task. First, those with commingr ga
experience may have been more comfortable with the technology and famhiar wit
similar programs. The familiarity with and ability to do well in the virrane scene by
the younger officers with more gaming experience was perhapdradatee fact that
desktop VEs are closely related to computer games. Isdale, Fencott, kizibglg
(2002) asserted that “Computer games are a closer media relative of Vinthaiftie
line between a VE and a highly interactive computer game may be sirdiffgrance in
interface devices” (p. 521). Schroeder (1997) noted similarities between kiaseek
computer games and desktop VR systems. Calvert (2002) argued that “When a person
directly experiences a media form and is able to control it, there is a-one-to
correspondence between what is done and what happens. This increased sense of
personal involvement and presence in the VE game may also increase player
identification with characters, their perceptions of the vividness of events, and thei
perceptions of self-efficacy” (p. 665). Second, individuals with prior computer gaming
experience may have a better understanding of how to search and discovetua a vir
environment than their non-gaming counterparts. Those with computer gaming

experience have a better understanding of the “Virtual World Concept” dekbsibe
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Ausburn and Ausburn (2010). Computer gamers are familiar with exploring vastoare
levels of a computer game to gather information, tools, points, or clues. Those with prior
gaming experience understood that they were not just viewing a graphierdaties of

a scene, but were actually standing in the center of and interactindgnavithitual
environment. As a result of their prior gaming experience, they realizedxthere

large amount of informational items located 3&fbund them. It is also possible that

they realized the individual nodes or “spheres of reality” (Ausburn & Ausbotij e

stand alone virtual environments or linked to other nodes which made up a larger virtual
world or universe. Being able to comprehend this virtual world concept allowed those
with computer gaming experience to know how to move through and between these
nodes searching for the information they needed.

Despite superior crime scene sketch scores by individuals with prior computer
gaming experience, one problem surfaced in this study regarding computeg gam
experience and the transfer of knowledge from a real world environmentviottia
environment. Many of those with computer gaming experience tended tth&eatual
crime scene like a game rather than a real scene. They became saimutiiviglaying
the game” that they failed to take notes to document their observations. Thistailure
document the crime scene was contrary to the way they had been trained and wontrary
the way they would have reacted to a real world crime scene.

The findings of this study support a relationship between VEs and computer
games. In VEs, unlike other media forms, prior technology experience (i.putsym
gaming) may be more important than prior domain knowledge to successful learning

performance unless learners are carefully prepared through pre-immigeasning.
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Successful training may be able to overcome the detrimental effectsafetivéhelming
technology that can be problematic for non-gamers in virtual environments. In other
words, pre-immersion training may help to level the technology playing fielddandn-
gamers and return prior domain knowledge to the prominent place it has typically had in
the literature on learning performance.
7. There Are Gender Differences in Navigational Behaviors in VEs

Males and females navigated differently in this study’s virtual crirapesdout
there were no differences in learning outcomes. Data used to obtain genderadifferen
were derived from direct observation by the researcher, analysis of tiogopatt
observation logs, and analysis of quantitative data. Females made siggifioauret
navigational moves and spent much more time exploring the virtual crime scene
environment, but had no difference in learning outcomes based on crime scene sketch
Yscores. While findings related to gender in this study must be tentative theesmall
number of females in the sample of police officers, differences in navigatidrealibes
in this study do support previous research literature regarding diféey&etween men
and women as they interact with virtual reality technologies (Ausburn, Martens
Washington, et al., 2009; Hunt & Waller, 1999; Jansen-Osmann, Schmid, & Heil, 2007;
Lawton, 1994; Waller, Hunt, & Knapp, 1998a, 1998b). Much of the VR research that
explores the effects of gender indicates that females have more tiffienigating than
males and may be more susceptible to disorientation in virtual environments and also
tend to score lower on tests of spatial ability and mental rotation as meagagakb-

and-pencil tests (Ardito, Costabile, & Lanzilotti, 2006; Ausburn & Ausburn, 2010;
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Ausburn, Martens, Washington, et al., 2009; Lawton, 1994; Waller, Hunt, & Knapp,
1998a).

In this study, women made significantly more navigational moves and spent a
greater amount of time exploring the virtual environment than their male coutgerpar
This finding supports previous research that concluded gender differences in navigationa
behaviors were due to females becoming disoriented, overwhelmed, or lost in space
(Ausburn, Martens, Washington, et al., 2009; Hunt & Waller, 1999; Jansen-Osmann,
Schmid, & Heil, 2007; Lawton, 1994; Waller, Knapp, & Hunt, 1998a, 1998b). Contrary
to most VR research, however, this study found no significant differencesmmig
outcomes (i.e., crime scene skeldtores) between men and women. The fact that
despite navigational differences, no differences in learning outcomes occurcadaadi
that both men and women were able to learn and benefit from their interaction with the
virtual crime scene environment.

A possible reason why men and women in this study scored similarly on the crime
scene sketch task may be related to exploration time. It appears that afpavtiocigpants
to explore as long as they wanted may have helped females overcome antyamaliga
difficulties they might have encountered. Once they were able to re-tihreenselves
within the virtual environment, they were able to return to various nodes for closer
inspection of the scenic details. Similarly, Ausburn and Ausburn (2008a) repotted tha
when “...students could take as much time as they wished to learn to operate the VR and
to explore its contents; issues of overload [disorientation] may have disappadrthe
supplantation-concreteness benefits of VR may have become more important” (p. 57).

This raises questions in the researcher’'s mind regarding exploratioartdmeavigation
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in VEs. Were the females truly lost and disoriented by the VE or were thely ineirey
more thorough in their exploration of the VE? More research in this area is needed
8. A Sense of “Presence” Can be Achieved in a Desktop VE
An unexpected finding surfaced during the course of this research that addresses
major issue in VE research. Evidence was found that participants felteaodens
“presence” as they interacted with the virtual crime scene used inutis sA great deal
of research is currently being conducted on the concept of “presence” in virtua
environments. Researchers are still not sure how or why the sense of presence
achieved by learners as they interact with VR/VEs. Ausburn and Ausburn (2016 argu
“The most compelling and complex foundation for VR/VE effectiveness — and the most
extensively studied — is a theoretical construct generally referredpoegence,” a
phenomenon that seems to occur when many attributes of virtual reality cothetoge
effectively” (p. 2).
Presence, which is a shortened version of the term ‘telepresence,” has been
defined as:
A psychological state or subjective perception in which even thoutglompall of
an individual's current experience is generated by and/or filthredgh human-
made technology, part or all of the individual's perception failadourately
acknowledge the role of the technology in the experience. Excepe imost
extreme cases, the individual can indicate correctly that /hesing the
technology, but asome leveland tosome degreeher/his perceptions overlook
that knowledge and objects, events, entities, and environments arequobaeif
the technology was not involved in the experience. (International tgdoie
Presence Research, 2000)
According to Ausburn, Marten, Dotterer and Calhoun (2009) and Di Blas and

Poggi (2007), it is “presence,” or ability to give learners a feeling they aetwallybeen

somewhere rather than just seeing it, that gives virtual reallipodmgy its power. Data
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used to determine participants’ sense of presence in this study was obitaimeliréct
observation by the researcher, analysis of each participant’s Camtasidileidend
analysis of qualitative data from participant statements and comments chdiafjex
their interaction with the virtual environment.

For VEs to be effective as instructional technologies, learners need likdee
they are really “there” in the environment and not merely an observereviuohia sense
of presence is very important for effective learning in a virtual environrretttis study
participants were given a role to play as they interacted with the virtoad scene.
Participants were advised that they were officers assigned $b thescrime scene
technician, who introduced the VE in a preliminary video clip, with his invegiigat
The tasks they were to complete werexplore the scenandgather as much
information as possiblan order todraw a detailed crime scene sketdburing and after
their interaction with the virtual crime scene, several participadtsated voluntarily
how realistic the crime scene was. They felt like they were reag thFor example,
one officer stated, “It's very realistic. You could maneuver through the hikesgl
were walking through it. The hotspots were cool. They help point out detailss It wa
easy to use and easy to understand.” This same officer also said “ThespéEtines
victim and wounds were very realistic. It was like walking through theecsicene. The
clarity was very good, just like a real crime scene.”

Another officer advised:

| thought it was a good learning tool, with videos of how and why.ry Ve

interesting, you could move it around and look at everything. It ga@ense of

being there, moving through the house by moving up and down and zooming in
and out. 1 liked it. It was like a video game, you're in contrad @&an move

where you want to, look at what you want to, to spend as much tinsuasant
to in rooms, rather than watching a movie.
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Participants were able talk through the house and examine the evidence with
the aid of the navigational interface (mouse). They tended to make sevsed pas
through the virtual scene similar to the way they would interact withl @nigee scene.
Some took notes because that was what they do at real crime scenes arbw wees/
had been trained. They reported that they wanted the notes to help refresh tlwiesmem
and to help recall details they observed. This study also found that younger less-
experienced officers tended to have prior computer gaming experience amdbsttee
on their crime scene sketches. Those with computer gaming experienceibae fiath
assuming the role of a character in the computer game and are also morenpraxfic
comfortable with navigating within virtual worlds. This may have helped thenafeel
sense of presence in the VE. The high fidelity, photo-realistic qualihedfR
treatment may have also added to participants’ sense of presence.

9. Real World Training Can Transfer to Desktop VE

The gqualitative data in this study also indicated that prior training andiexpe
may be re-enforced and transferred to the virtual environment. The skills deviglope
the virtual environment may also transfer to the real world. Evidence of tiséeiraf
knowledge and skills surfaced in this study primarily from participant behaviorsesf not
taking and the number of crime scene walk-throughs. In addition, police oftaxlits)
to recall evidentiary details and relative positions of evidentiary itemsfénaed to their
crime scene sketch of the virtual environment.

Note taking. In this study, 43% of the participants took detailed notes as they
explored and investigated the virtual crime scene, while 57% of the participants did not

take notes. The data indicated that the ability to transfer real world knoveledgkills
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to the virtual environment may be related to how learners perceive the VEiEip@ats

in this study who took detailed notes tended to view the virtual crime scene as a real
crime scene. Participants indicated in their statements that thedtteatVE like a real
crime scene and that they took notes because they have always taken ndtesaerea
scenes. Furthermore, they explained that note taking had become a habit Ihegause t
had been trained to take notes throughout their careers. Participants adviseg tiss the
the field notes to accurately capture facts and details about the crinearsoeder to
refresh their memories, draw crime scene diagrams, write their pefiogts or to help
them when testifying in court.

Even though the non-note-takers commented on how real the virtual crime scene
was, they tended to view the VE as a game rather than a real crime scemneof Ahfe
non-note-takers commented that the VE was a new experience or they did not know what
to expect. This new technology experience may have distracted these indiamhals
prevented them from transferring previous note-taking knowledge to the VE. A# of t
non-note-takers commented that they normally take notes at real crime, fcemeshis
instance, taking notes never crossed their minds.

In this study, those who viewed the VE as a real scene interacted witharlgimi
to the way they would interact with a real world crime scene. Those who vieveed it a
game or a new and unfamiliar experience appeared to be enamored with the tgchnolog
and forgot to rely on their previous note-taking training. The evidence in this study
indicates learners may need more preparation time (pre-immersiondjaanid a clearer

understanding of what to expect and what to do once they enter the VE. Sufficient pre-
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immersion training and clear instruction may help facilitate the transfeal world
knowledge to the virtual training environment.

Crime scene walk-throughs The data in this study indicated that the majority
of participants tended to walk through the virtual crime scene simitathetway they
would interact with a real world scene. The majority of participants in tiy shade
two to three passes through the virtual crime scene as they conductenvérstigations.
This was consistent with how most police officers have been trained. The irsBavpa
typically at a moderate speed and appeared to be used to orient oneself to the
environment. The second pass was generally slower. Participants tookrteeint
examined the rooms and evidence more closely. The third walk-through tended to be
quicker and appeared to be an effort to make sure they had not missed anything during
their first two passes. The crime scene walk-through behaviors demahbiydte
participants in this study provided evidence of a transfer of prior experieddeaming
to the virtual environment.

Crime scene sketch skills.Having participants draw a sketch of the virtual crime
scene allowed participants to practice skills learned in the real worldbement. Police
officers in this study were able to hone their investigative, observation, ymamer
drawing skills as they investigated the virtual homicide crime scends &&ileloped in
real world applications were able to transfer to the virtual crime seanarg
environment. The virtual environment was able to help re-enforce participaots’ pri
crime scene investigation training. These participants were able toeattipinecessary
information from the virtual crime scene to successfully complete the saeree sketch

task used in this study. Observations made in the virtual environment were teahtsferr
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the real world crime scene sketch in this study. This suggests that akilie c
transferred from the real world to the virtual environment and from the virtual
environment back to the real world.
10. Pre-Immersion Training and Preparation are Important to Successfu
Navigation and Learning in VEs

Data on pre-immersion training and preparation was gleaned from analysis of
gualitative data, direct observation by the researcher, and analysis of gatbaod’'s
Camtasia video file. Participants were exposed to a non-treatmertreidtial
environment (house scene) before entering the virtual crime scene. Theagstreiced
to explore the non-treatment VE for as long as they wanted in order to fazsiliari
themselves and become comfortable with the navigational interface tools, hpasgdots
movement within the virtual environment. The majority of participants spent oaly a f
minutes in the practice VE before indicating they were ready for theavotime scene.
Shortly after they entered the treatment VR (virtual crime scert®¢c#me apparent
many of these participants needed additional time to practice. Mostganteneeded
additional instruction and guidance regarding how to navigate. Many needed further
clarification on the tasks they were to perform. These findings supporiseénti@s of
Ausburn and Ausburn (2010) that detailed and extensive training is necessary before
learners enter a desktop VE to facilitate learning. Figure 10, dtestAusburn and

Ausburn’s pre-immersion training model for testing in future research.
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Figure 10.Ausburn training model for learner pre-immersion in CTE desktop virtual
environments. Copyright 2009, Floyd B. Ausburn.
11. Learners with Different Characteristics Can Learn from a Desktop \E

This study examined individual learner characteristics and how they may
influence navigation behavior and acquisition of configurational or survey knowledge in
a desktop VE. Individual characteristics consisted of field dependence/field
independence cognitive style dimension, gender, and prior knowledge or experience.

Prior experience encompassed participant’s number of years in law eménoitce
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detective experience, age, education level, computer experience and prior computer
gaming experience. Despite some definite gender differences in nawigahavior, all
participants in this study regardless of their individual characteriggos able to explore
and learn from the desktop VE. They were able to search for and gather the informat
needed to successfully complete the crime scene sketch task from memorindifgs f
of this study indicate that when given sufficient pre-immersion trainingpetmn time,
and instruction, all types of learners can learn from a well designed VE

Implications for Occupational and Career Education

Desktop virtual reality technology is capable of helping learners emgagghly
interactive and complex learning opportunities. This technology makes it pdassible
transport learners to realistic workplace environments to practice@kdisvelop new
skills and knowledge in their field of study. The virtual workplace is at learners’
fingertips; all they need to do is click the mouse and enter.

Numerous career fields could benefit from this relatively inexpensive, versat
and effective educational tool. Customized VR lessons could be developed to expose
learners and industry professionals to a wide array of career experieticeg wacing
them in harm’s way. This technology allows learners to practice newakiisne
previously learned skills. Furthermore, findings from this study indicatéetaners
with a variety of characteristics can learn and benefit from weldedivirtual
environments.

Implications for Law Enforcement Education
Law enforcement education and training has used VR in the form of driving and

shooting simulators for several years. Most of these simulators are bulky and too
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expensive for many police departments. However, with recent advances in desktop VR
technology that combine greater fidelity and presence with lower costpolae
departments could add this technology to their educational arsenal.

The findings from this study indicate that regardless of an individual’'s cognitive
style, gender, or prior experience each participant was able to learn &anttial crime
scene environment. Officers in this study became immersed in the virtualsceme.

Many achieved a sense of presence or the feeling that they weydhesdl. Similar
virtual environments could be designed to allow police officers to practire the
investigative skills, patrol tactics, interviewing skills, or develop skdr responding to
terrorist threats and weapons of mass destruction. One’s imaginatiomorgythe
limitation to the types of desktop VEs that could be developed to aid in training
individuals for the law enforcement profession.

Recommendations
Recommendations for Further Research

Additional research is needed regarding how individual learner characseristic
may influence navigation behaviors and learning in virtual environments. This study
examined only one dimension of cognitive style. Additional research on other cognitive
style dimensions would help advance knowledge as to the role cognitive skills and
characteristics play in interactions with VR/VEs.

More gender research with larger samples is needed to verify the fiodithgs
study. Additional research will help provide a better understanding as to how and why

females navigate differently and take more time in VEs. It may help tceaggestions
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about whether females who interact with VEs are really disorientedrmyifare being
more thorough than males.

Future research needs to examine what is already known about VR/VEsrin or
to develop sound research-based guidelines for designing more effective virtua
environments. From this research several operational and design elenfentdsinat
appear to affect VE performance. These are discussed below as tentative
recommendations for practice. All these recommendations merit furtharatesefore
they can become established instruction design and implementation guidelviesidbr
environments.

Recommendations for Practice

Pre-immersion Training. Learners need adequate time to learn how to operate
and maneuver within a virtual environment. It is recommended that a practice VE be
used before learners are immersed in the treatment VE. Learnérs safificient
amount of time to practice and become comfortable with the navigational ieterfac
devices. Once they become proficient with navigating and operating the VE, thieg wi
better prepared to focus on the learning task. If they are distractedmemisd within
the VE or have difficulty navigating, the level of learning may suffer. Thenpmgersion
training model proposed by Ausburn and Ausburn (2010) (see Figure 10) may provide
guidance in developing successful preparation of learners for VE experiefigs. T
model is recommended as a starting place for VE designers in planningnpeesion
training.

Task Clarification. Clear and specific instructions should be given to learners

before they become immersed in a virtual environment. Additional taskadfiofi may
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be necessary if learners become distracted or overwhelmed with the coynpfl éxé

VE. Once a learner has entered the virtual world, it is imperative thatogyexactly

what it is that they are supposed to do to avoid confusion and lack of engagement. Itis
recommended that VE designers give learners clear goals and purposeglaeing

them in a VE.

Navigational Aids and VE Design. Navigational aids in the form of verbal
guidance or information, signage, arrows, a compass, maps, diagrams,eor writt
instructions assist learners as they maneuver inside a virtual environmergatidaeil
aids to avoid disorientation or a feeling of “lost in space” can reduce dngration,
and anxiety which can impede learning. It is recommended that VE desigeetsasel
apply navigational aids with care and field-trial navigational intesfasepart of the VE
production process.

To reduce disorientation for some learners, it is recommended that VE designers
should consider embedding numerous navigational hotspots to create multiple routes of
sequential exploration pathways. This would enhance the sense and flowkohgwal
through” the virtual scenic display. Embedded hotspots should depict the views that
learners would expect to find at a particular location. When learners in thischtikeyl
on some hotspots, they were transported unexpectedly to different locations. This
confused, disoriented, and frustrated many of the participants. Disooaritdgrferes
with an individual’s ability to learn. By reducing the effects of disorieoaarning

outcomes can be enhanced.
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Conclusion

In summary, the data in this study suggests that the way one maneuvers through
the VE may not be as important as what one is able to learn from their iotersith
the virtual environment. When learners are able to take their time, minesraswn
pace and become comfortable with the navigational interface device, they caebecom
deeply engaged in the exploration of the virtual environment. When learners pdreeive t
virtual environment as real and achieve a sense of “presence” they appeardndatie
and interact with the virtual environment. They move where and when they want to as
they examine the complex graphic details more thoroughly. There wasavitiat
learners were able to transfer their prior knowledge and skills from theodd to the
desktop virtual environment. Evidence was also present which suggested that learners
were able to transfer the new knowledge gained from the desktop virtual envirdament
real world applications.

When the participants’ learning or configurational/survey knowledge of was
examined and assessed, the most exciting conclusion from this researchdsuiifhee
data suggested that learners with a variety of different individual chistictkewere able
to learn from the desktop environment when provided with sufficient pre-immersion
training, preparation, and time. The data indicated that it really did narmaditether
the learner was field dependent/independent, male/female, young or oldspdsses
master degree or a high school diploma. It did not matter whether the leadngrior
computer experience or was a novice. It did not matter whether the learner hadecomput
gaming experience or no computer gaming experience, a seasoned veteran la

enforcement officer or inexperienced law enforcement officer. Regardfeeach
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learner’s individual characteristics, they were all able to learn and b&psifithe VE.
Each of the participants in this study were able to maneuver through thearéh $or
and locate complex evidentiary details and then recall from memory thé lafythe
virtual environment, numerous evidentiary items, their position and location wathin t
VE.

Information revealed in this study suggests that VR has strong potential for
professional training and human resource development. Furthermore, thatresearc

should continue to discover the full possibilities of this potential.
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APPENDIX A

PARTICIPANT OBSERVATION LOG

Sub

Node

MouseClick

Pan

Right

Left

Up

Down

Zoomln

ZoomOut

Totals:
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Subject I.D. Number

APPENDIX B

Crime Scene Sketch Likert:
Rate the following questions regarding the subject’s crime scene sketgthesi
following Likert scale and rubric:

A. The floor plan accuracy of the subject’s crime scene sketch:

1. | Extremely poor | Incomplete sketch of floor plan (1-2 rooms).

2. | Below Average | Somewhat complete floor plan (3-4 rooms).

3. | Average Basic floor plan accuracy (5-6 rooms).

4. | Above Average | Depicted overall floor plan (6 rooms & hallway)
5. | Excellent Complete and detailed floor plan with furniture.
B. The quantity and location of evidentiary details:

1. | Extremely poor | 0-3 items of evidence in right location.

2. | Below Average | 4-6 items of evidence in right location.

3. | Average 7-10 items of evidence in right location.

4. | Above Average | 11-15 items of evidence in right location.

5. | Excellent 16 or more items of evidence in right location-included

furniture.

C. The overall completeness of the subject’s crime scene sketch:

Extremely poor

Incomplete floor plan / lacked evidentiary detalil

Below Average

Incomplete floor plan /minimal evidentiary detail

Average

Complete floor plan / minimal evidentiary detalil

Above Average

Complete floor plan / moderate evidentiary detail

al B W

Excellent
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APPENDIX C

The Influence of Field Dependence/Independence, Gender and Prior Expesiences
Navigational Behavior and Configurational Knowledge Acquisition in a Desktop Virtual
Reality Environment

DATA FORM
Collector’'s name
Subject Number:

1. Gender:
2. Age Range:
3. Years of Law Enforcement Experience:
4. Education Level:
5. Computer Use:
Word Processing
Browsing Internet
Playing Computer Games
Computer Programming
6. Level of Computer Experience:
7. GEFT Score:
8. Total time spent on learning task/computer programminutes seconds
9. Time spent in each node:
Node 1 —Intro Video min. sec.
Node 2 (Foyer) min. sec.
2A)  Foot Print 1 min. sec.
2B) Foot Print 2 min. sec.
Node 3 (Dining room) min. sec.
Node 4 (Living room): min. sec.
4 A:  Victim evidence movie min. sec.
4 B: Victim angle 1 min. sec.
4 C: Victim angle 2 min. sec.
4 D: Victim angle 3 min. sec.
Node 5 (Kitchen) min. sec.
5A:  Wet blood collection movie min. sec.
5B:  Palm on counter min. sec.
Node 6 (Bath room) min. sec.
6A: Knife-object movie min. sec.
6B:  Knife-still min. sec.
6C:.  Dry blood collection-movie min. sec.
6D:  Dry blood in sink-still min. sec.
6E:  Fingerprint collection movie min. sec.
6F: Bath room-still min. sec.
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10.

APPENDIX C (continued)

Number of nodes revisited more than twice

11.

Sequence of nodes visited:

12.
13.
14.
15.
16.
17.
18.
19.

Total cursor movements left:
Total cursor movements right:
Total cursor movements up:

Total cursor movements down:

Total number of zoom in movements:
Total number of zoom out movements:
Total number of mouse clicks:

Total number of pan movements:

20.
21.
22.
23.

Total time drawing crime scene sketch: minsec.

Likert score on crime scene sketch floor plan accuracy:
Likert score on quantity of evidentiary detail:

Likert score on completeness of sketch:
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APPENDIX D

The Influence of Field Dependence/Independence, Gender and Prior Experience on
Navigational Behavior and Configurational Knowledge Acquisition in a Desktop Virtual

Reality Environment

PARTICIPANT SURVEY FORM

Collector’'s name

Subject Number:
1.

2.

Gender: Male: Female

Age Range (Circle the most appropriate range):

20-25 26-30 31-35 36-40 41-45 46-50 51 and older
Years of law enforcement experience: (Circle one)

1-5 6-10 11-15 16-20 21-25 26-30 31 or more
Highest level of education attained: (Circle one)

High School Some College Associate Baccalaureate Masters Doctorate
| use the computer for: (Circle all that apply)

a. Word processing for work/school.

b. Browsing the Internet for research or fun

c. Playing computer games

d. Computer programming

My experience with computers would best be described as: (Circle one)
a. None

b. Novice/Beginner

c. Moderate/Average

d. Advanced/Very experienced
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| gﬁOKEN ARROW  POLICE DEPARTMENT

Where opportunity lives

| INTEROFFICE MEMO

To: | Sworn Officers
From: Chief T. Wuestewald

CC: Sworn Personnel
Date: | September 22, 2009

Re: | Research Project

In the fall, our own Paul Kroutter, will be conducting research for his dissertation at OSU. This
research will examine how individual learner characteristics influence navigation and leatning in
virtual reality environments. The findings generated from this study may help researchers to
predict performance in such a learning environment or aliow them to adjust the environment to
accommodate differences among learners. This research may benefit the department as we
incorporate more high tech training programs.

[nitially, Paul needs 75 sworn officers from this department to volunteer to assist with this
research. Those who participate will be asked to take a short pen and paper test which will take
approximately 20-30 minutes. Approximately one to two weeks after taking the written exam,
30 officers will be selected and assigned to one of two groups for further research.

In this s;;emnd phase of the research, the 30 officers will be scheduled to explore a new desktop
virtual reality crime scene curriculum and complete a short written task. The crime scene
exploration and writing task will take approximately one hour of your time.

1 wouldé like to encourage you to volunteer and help Paul in this research study. Should you
choose to help. you will be permitted to take part in this study while on duty. No overtime will
be authorized for this project. :
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The Influence of Field Dependence/independence, Gender and Prior Experience on Navigational
Behavior and Configurational Knowledge Acquisition in a Deskiop Virtual Reality Environment

Participant Consent Information Sheet

This research is being conducted by OSU Doctoral Candidate Paul Kroutter to study the influence
of information processing (cognitive) style, gender and prior experience on navigation and
learning in a desktop virtual reality (VR) crime scene environment.

Specifically, this research will compare the navigational behaviors and leaming effects of two
different cognitive groups as they maneuver through a desktop VR crime scene program. After
studying the VR crime scene, participants will be asked to complete a written exercise to see how
well the presentation helped them learn about the scene.

By agreeing to participate in this research, you will be accepting and agreeing to the following:

You understand that your participation in this research is completely voluntary, that there are no
special incentives for your participation, that there are no negative consequences for declining
participation, and that you are free to withdraw your consent and participation at any time.

You understand that the purpose of this research is to help researchers to learn more about the
influence of cognitive style, gender and prior experience upon knowledge acquisition and
navigational behaviors in virtual environments.

You understand and agree to the following conditions regarding your voluntary participation in this
research:

e Your participation will involve completing a short (approximately 20-30 minute) pen and
paper assessment of your cognitive style dimension.

e Your participation may also involve viewing a computer presentation followed by the
completion of a written learning activity which will take approximately one hour of your
time.

« Information you provide will be coded with a personal number assigned to you and will be
treated with complete confidentiality. The Principal Investigator will be the only one
having access to the list with your name and code number. Once all data has been
gathered and code numbers have been verified for accuracy, the list will be shredded.

e Information you provide will be secured at all times by the Principal Investigator.

« The data yielded from this research will be used solely for research and instructional
improvement.

e Any data from this research used in preparation and publication of professional literature
and reports will be anonymous and reported only in aggregate and/or in codes. No
specific reference to your name or personal identity will be made at any time.

e Al records of this research will be kept solely by the Principal Investigator and will be
maintained under locked security.

You understand that if you have questions or concerns, you may contact the Principal
Investigator, Paul Kroutter by phone at (918) 451-8399 or by email at paul. kroutter@okstate.edu.
If you have questions about your rights as a research volunteer, you may contact Dr. Shelia
Kennison. IRB Chair, 219 Cordell North, Stillwater, OK 74078, 405-744-1676 or irb@okstate.edu.

By removing this Consent Information Sheet and completing the Group Embedded Figures Test
(GEFT) administered by the researcher, you understand you are agreeing to voluntarily
participate in this research and to have the data you provide included in the study’s data analysis
and its reporting in the Principal Investigator's doctoral dissertation and in published professional
research articles.
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11. Learners with different characteristics can learn from desktop VEs.
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