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CHAPTER |
INTRODUCTION
Repeated measures situations occur when, for a group of subjects, a response is
measured repeatedly under different circumstances. The repeated maetsuiis f
usually time and is called the within subject factor. If subjects are divitedroups
according to another factor, such as treatment, this is called the betweeh feichpe.
Each subject is observed at only one level of a between subject factor. Whenfeesti
main and interaction effects in a repeated measures design, traditionabtmiveests
are typically not valid under violations of normality or under violations of homogeneous
covariance structures. When the data violates normality, two options havesémerg
either transform the data into a form that more closely resembles thelmbsinbution
or use a distribution free procedure. One of the first to discuss transformatisns w
Bartlett (1936, 1947) who proposed a square root transformation and a logarithmic
transformation. Rank transformations were popularized by Conover and Iman (1981) as
an alternative way to analyze the data that combines these two options. Whemgnaly
repeated measures data, since the response variable is measured refieatedly,
covariance structure is typically non-homogeneous.
The covariance structure of a repeated measures design can be simple as in
variance components design where all variances are equal and all covamaagces z
very complicated, as in the unstructured design where all variances arelamebakh

covariances are different. In analyzing repeated measures, rankimaetsbns can be an



alternative to the standard tests performed on the raw data. Rank transformat®sns
initially proposed as an alternative when dealing with data that violatedalityror
homogeneity of variances. An alternative to utilizing the common rank tramsfahe
aligned rank procedure. The aligned rank transform minimizes the eff@dlatfons of
assumptions such as normality and homogeneous covariance matrices, but doé&srnot suf
some of the same problems of the rank transform, such as introducing interactions whe
they are not present or removing interactions when they are present. Themaesss
as to how the covariance structure may affect the aligned rank transform peocééur
analyzing repeated measures.

Three specific covariance structures will be investigated, varianmpanents
(VC), compound symmetry (CS) and first-order autoregressive (AR(1)vdnance
components covariance structure, all variances are assumed to be equal and all

covariances are 0. 8x 3 example of the variance components structure would be:
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In a compound symmetric covariance structure, the variances are againdassume
to be equal as are all the covariances. The variances of the compound symmetric
covariance structure are composed of the addition of two variance pieeesls;’. One
of these pieces is then used for all the covariarg&sA 3x 3 example of this

covariance structure would be:
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Finally, a first-order autoregressive covariance structure hastgplwative piece
for all off-diagonal entries callggdwhich is the correlation between adjacent
observations on the same subject. If the entry is adjacent to the diagonal, then the
covariance is found by multiplying the variancepbyf the entry is two spaces away
from the diagonal, then the covariance is found by multiplying the variar;o:?e Bgr an
entry that is three spaces away from the diagonal, the covariance is foomudtipiying
the variance by&s. For an entry that is four spaces away from the diagonal, multiply the

variance by*, and so on. A8x 3 example of this covariance structure would be:
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This paper will investigate the rank transform test and two approaches to th
aligned rank transform test in analyzing data from a repeated medsaigs. Error
distributions that are normal and non-normal will be investigated as williaocar
structures with and without homogeneity of variances. The objectives of this paggr a
to find how the alignment for the aligned rank transform affects the repeatsdresa
model, 2) to find the variance of the aligned observations, 3) to find the asymptotic
distribution of the aligned rank transform test in a factorial setting, and farerthe
standard test, rank transform test, and two approaches to the aligned rank transform tes

in analyzing a repeated measures design with the use of Monte Carlo simulations



CHAPTER I
BACKGROUND AND LITERATURE REVIEW
As was stated previously, repeated measures situations occur when, for a group of
subjects, a response is measured repeatedly under different circumaténeedesting
for main and interaction effects in a repeated measures design, traditivaalate F-
tests are typically not valid under violations of normality or under violations of
homogeneous covariance structures. Homogeneity of variances is an assumptios t
variances of the groups being tested are equal. This can further be exalcertiet
group sizes are unequal. Typically, with such violations, Type | error ratdsedaflated
(Keselman et al., 1996). The data also violate the assumption of independence gnce the

is typically correlation among the repeated measures observations.

Sphericity

Sphericity, also referred to as the Huynh-Feldt condition, is an assumption
concerning the structure of the covariance matrix and is often compared to the
assumption of homogeneity of variance for ANOVA. Sphericity occurs when the
variance of the difference between the estimated means for any pair of groups
treatments is the same as for any other pair. If a covariance setigies this condition,
it is referred to as a Type H matrix. One way to test for sphericity ietd ge

covariance matrix is compound symmetric. If the matrix is compound symjadir



covariances for measurements within the same subject are equal anadlesare
equal. While compound symmetry has been shown to be a sufficient condition for using
the traditional analysis of variance (ANOVA) on repeated measures datapita
necessary condition. Compound symmetry is a more restrictive form of sgyhéiie a
repeated measures factor with only two levels, the sphericity assumpsiorays met
since there is, in effect, only one covariance. For a repeated measwewithcthree or
more levels, a test for sphericity must be done. For between-group ANG&fA,is an
assumption of independence of the groups. However, repeated measures can introduce
covariation between these groups, and so a test for sphericity must be conducted. If the
variances of the differences between repeated measures levels are naregomlst
determine the significance of the violation of sphericity. One way to tesetlegity of
the departure is to use Mauchley’s test, which tests the hypothesis thaidheasof
the differences between repeated measures levels are equal (Maadbly If
Mauchley’s test is significant, we conclude that there are significHatetices among
the variances of differences between repeated measures levels andtgheant met.
While Mauchley’s test can be useful for determining the violation of the condition of
sphericity, it can have low power for experiments with small samples. Tlitg tbi
detect departures from the null hypothesis that the covariance masfiesahe Huynh-
Feldt condition is not very good unless the experiments have a large number of
replications (Kuehl, 2000).

If sphericity is violated, there are two approaches one can take in order ttyreme
the violation. One approach is to use a test that does not assume sphericity is present,

such as the multivariate analysis of variance or MANOVA. However, in general



MANOVA is a less powerful test than repeated measures ANOVA anddspmbably

not be used (Baguley, 2004). Baguley suggests that if the sample sizegergrizater
than the sum of 10 and the number of repeated measuresgasdegs than 0.7, wheee

is the degree to which sphericity has been violated, then MANOVA may be more
powerful and could be a preferred test. Further discussiomith three common ways

to measure it will be discussed next. The other approach is to use a corredten to t
degrees of freedom for the standard ANOVA tests. Three such correctidhe are
Geisser-Greenhouse F-test, the Greenhouse-Geisser correction (Greankodsésser,
1959) and the Huynh-Feldt correction (Huynh and Feldt, 1976). In the Geisser-
Greenhouse F-test, the numerator degrees of freedom are set to 1 and the denominator
degrees of freedom are semntthe total number of subjects). This is a very conservative
approach. The other two corrections adjust the degrees of freedom in the standard

ANOVA test to produce a more accurate observed significance valu&rébahouse-

: : ~ : 1 :
Geisser correction, usually denotedsasvaries betweelqK—1 and 1, wher& is the

number of repeated measures. The clasé to 1, the more homogeneous the variances

of the differences and hence the closer the data are to being spherical. Bothetsorum

whereS

1 2
and denominator degrees of freedom are multiplied by [tr(C°SO] 5
(K=Dtr[(C'SO)]

is the pooled sample covariance mat@ixs a normalized matrix d€-1 orthogonal
contrasts. The assumption of sphericity is satisfi@nd only if theK-1 contrasts are
independent and equally variable. (Keselman e2@01). When repeated measures

designs have a between-subject grouping varididecdvariance matrices of the



treatment differences must be the same or homogsrfeoall levels of the grouping
factor. This is referred to as multisample sphgri¢dKeselman, et al., 2001).

Huynh and Feldt (1976) reported that when 0.75, the test is too conservative
and Collier, et al. (1967) showed that this camrbe with £ as high as 0.90. Huynh and
Feldt (1976) proposed a correctiondpdenoted?, to make it less conservative. As in
the Greenhouse-Geisser correction, both the nuoreaati denominator degrees of

(N=J+1)(K-1é-2

freedom are multiplied bye- =
(K=D[N-J-(K-1)¢]

, whereN is the total number of

subjects,] is the number of treatments or between-subjetvfacand is the number of
levels of the repeated measures or within-subgetbfs (Keselman, et al., 2001).
However, Maxwell and Delaney (1990) report tleatctually overestimates sphericity.
Stevens (1992) recommends taking an average ofthetHuynh-Feldt and Greenhouse-
Geisser measures and adjusting the degrees obfreby this averaged value. Girden
(1992) recommends that wherr 0.75, the degrees of freedom should be corrected
using &. If £<0.75 or if nothing is known about sphericity Hf then the conservative

£ should be used to adjust the degrees of freedom.

Normality

Normality is an assumption that the data come feomormal distribution. If the
normality assumption is violated, one solutionoisransform the data prior to the
analysis. Common transformations include logaritiemthe square root function.
Another solution is to use a procedure that igithistion free. This solution often
involves methods that are based on the ranks afdtee If the assumption of normality is

violated, one of the most frequently recommendéztratives is the nonparametric
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Friedman rank test (Harwell and Serlin, 1994). Tdrk transformation procedure,
proposed by Conover and Iman (1981), combines ttneseplacing the data with ranks
and then applying parametric tests to the ranksjsdiscussed in more detail in this

chapter.

Nonparametric tests

Nonparametric tests are based on some of the assnenptions on which
parametric tests are based, but they do not asayagicular population probability
distribution and thus are valid for data from ampplation. Wilcox (1998) notes that
even arbitrarily small departures from normality casult in lower power for the
parametric methods versus the nonparametric methasy nonparametric tests apply
some kind of rank transformation to the data, sagheplacing the data with their ranks,
and then use the usual parametric procedure omatike instead of the data.

The Wilcoxon Signed Rank test is used to test wdrediparticular sample came
from a population with a specified mean or mediifferences between bivariate data
(or in one sample, the individual observations)rarked from 1 tm and the resulting
test statistic has an approximate standard norisildition. The Mann-Whitney test,
which is also called the Wilcoxon Rank Sum ted#tesatwo independent samples from
two populations and tests if the populations hayegémeans. Observations are ranked
from 1 toN, the sum of the two sample sizes. The test statssthen conducted using the
ranks. If there are no ties aml< 50, lower quantiles of the exact distribution of thet
statistic can be found in tables (Conover, 353héfe are a large number of ties in the

ranks, the test statistic is an approximately saashehormal distribution. The Kruskal-



Wallis test extends the Mann-Whitney testkiodependent samples frdapopulations.
While the exact distribution of the Kruskal-Waldian be found, it is often difficult to
work with and therefore an approximate chi-squalisttibution withk-1 degrees of
freedom is used when conducting hypothesis tests.

The Friedman rank test uses observations fsonutually independerit-variate
random variables from a randomized complete bladigh, wherd is the number of
blocks. Ranks are assigned to observations sepavatein each block with ranks
ranging from 1 tk. The exact distribution of the test statisticifgicllt to find and so an
approximate chi-squared distribution witfi degrees of freedom is used. However, this
approximation may sometimes be poor and thus angddest statistic is used that has an
approximate--distribution withk-1 and p-1)(k-1) degrees of freedom. The Quade test
extends Friedman'’s test by taking the range foothservations in each block and then
ranking the ranges. The block rank is then mud#gbby the difference between the rank
of the observation in each block and the averagle wathin blocks. The distribution of
the resulting test statistic is again difficultfied, but it can be approximated by Bn

distribution withk-1 and b-1)(k-1) degrees of freedom, just like the Friedman test

Rank Transformations

Rank transformation procedures were proposed attennative when dealing
with violations of normality and sphericity. Onechuransformation was to rank all the
observations without regard to group or measureuaedhese ranked scores instead of
the original data when using the typical analy$igasiance (Conover and Iman, 1981).

Two reasons for the popularity of the rank transfation statistic are that it is relatively



simple and it is accessible in most statisticakpges since the traditionistatistic is
calculated based on the rank transformation obtlggnal observations. For single
sample repeated measures designs, the ANBY&st was robust to violations of
normality when performed on ranks (Zimmerman anchdo, 1993) and to violations of
sphericity (Agresti and Pendergast, 1986).

However, the rank transformation procedure may fpagblems in factorial
experiments. While theoretical results suggesttti@tank transformation procedure
provides asymptotically valid tests for analyzingperiments when additive effects are
present (Iman, et al., 1984), a problem may odanteractions are present. The rank
transformation procedure may introduce interactibias were not present in the original
data or it may remove interactions that were prieigetime original data (Higgins and
Tashtoush, 1994). Akritas (1990) showed that th& teansform procedure is not valid
for most of the common hypotheses in two-way cidassifications and nested
classifications primarily because of the nonlineature of the rank transform. Akritas
(1991) also showed that the rank transform proaedan destroy the equicorrelation
between error terms and/or the assumption of expwariance matrices, which renders
the rank transform procedure invalid for most gitues. Akritas (1991) notes that the
rank transform procedure for repeated measure kesigh general covariance matrices
could be used in some cases where the equicoarlassumption is destroyed. Higgins
and Tashtoush (1994) suggest that there is ndigasion for generally applying the rank
transform procedure in factorial experiments witteraction, but there may be special

cases where it is appropriate.
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Also, there have been conflicting simulation stesdiencerning the performance
of the rank transform for interactions in a two-wayout. Iman (1974) and Conover and
Iman (1976) showed that the rank transform statmtrformed well in detecting
interactions when there were small sample sizesaradl main effects. Iman (1974)
studied a factorial design and Conover and Imai@ @)L studied a x 3 factorial design
with 5 replications. In both studies, it was comlgd that the rank transform statistic was
powerful and robust. However, simulations by Blairal. (1987) showed that the Type |
error rates in the tests for interaction effectsenenacceptably large if either the main
effects or the sample sizes are large. They alewesth that the interaction and main
effect relationships were not expected to be maiathafter the rank transformation was
applied. Thompson (1991) suggested the need tg tedasymptotic properties of the
rank transform procedure for interactions. Thompstoowed that, for a balanced two-
way classification, the limiting distribution ofdlrank transform statistic multiplied by
its degrees of freedom wagZadistribution if and only if either there is onlyie main
effect or if there are exactly two levels of bothimeffects. If this is not the case, there
exist values for the main effects where the expketdue of the test statistic under the
null hypothesis approaches infinity as the samigle iscreases. Thus, the rank transform

procedure becomes liberal with type | error ratendor large sample sizes.

Aligned Rank Transformation
Aligned rank transformation procedures were pojzearby Higgins and
Tashtoush (1994) as a way to ‘correct’ the ranksfearm. They suggest aligning the data

first by removing the effect of any ‘nuisance’ paters and then ranking the aligned
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data. To align the data for a repeated measuréggese would subtract two
parameters, the repeated measures main effecharstibject effect and then add in the

overall mean. Mathematically, for a repeated messsdesign, the aligned data would be,
AB;, :ij__Y._Y+_Y (1)

where\?ij. is the mean for th¥" subject, given thé" treatment, and averaged across the

repeated measure¥, is the marginal mean for th& repeated measure over all subjects

and treatments, and is the grand mean. Higgins and Tashtoush alsothatenother

alignment could be used for repeated measuresahitthis the naive alignment. This
alignment is the same as the alignment for thevig-completely random design. Data

used under this alignment would be,

Aajk:ij_Y__Y.__YWLZ*_X (2)
whereY, is the marginal mean for tfi8 treatment over all subjects and repeated
measures)_(_j_ is the marginal mean for tHi8 subject over all treatments and repeated
measuresY, is the marginal mean for thé repeated measure over all subjects and

treatments, and’_ is the grand mean. After either alignment, thasfarmed data are

then ranked as in the rank transform procedurentéetsperger (1984) also suggests that
this alignment could be accomplished by obtainggjduals from a linear model by
regressing the original data on a set of dummy sdlgi&t represent the subject effect and
a set of contrast codes that represent the repeatadures main effect.

Since the aligned rank transform test is basedheR-distribution, it is not
distribution free. Higgins and Tashtoush (1994)atoded that it appeared to be a robust

procedure with respect to the error distributiod aritical values can be adequately

12



approximated by those of tikedistribution. They also say that the test “has ynafirthe
desirable power properties of the common nonpangnests. Moreover, the tests do not
have the same potential for giving misleading rissat the ordinary rank transform tests
when applied to multifactor experiments with intgran.” Beasley (2000) notes that test
statistics for the rank transform procedure mamthe expected Type | error rate when a
slight repeated measure main effect was presentetter, by not removing the repeated
measure main effect through alignment, tests fi@raction may demonstrate lower
power when a strong repeated measures main effpotsent. However, many properties
of the original data transmit to ranks includingenegeneity of variance (Zimmerman
and Zumbo, 1993) and non-sphericity (Harwell andilgel994). Thus, corrections to

the degrees of freedom can be performed if ther@wee matrix is non-spherical or
heterogeneous. Mansouri and Chang (1995) showeébthaost light- or heavy-tailed
distributions, such as the uniform, exponentiaytide exponential and lognormal, the
aligned rank transform was a more robust testssiathan the rank transform and was a
powerful test. They also showed that the clas$idaist had a severe loss of power for
asymmetric or heavy-tailed distributions. However,a Cauchy distribution, the rank
transform performed considerably better than tigmatl rank transform since the Type |
error rate was less inflated. Similarly, Higgingldrashtoush (1994) showed that for
light-tailed, symmetric distributions, the classiEatest had a slight power advantage
over the aligned rank transform with results gelhelass than 0.10. However, for heavy-
tailed distributions or skewed distributions, thigrsed rank transform was superior and
that the power advantages could be substantidi, regults often in the 0.15 to 0.30

range.
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CHAPTER Il
LINEAR MODEL AND ASYMPTOTIC DISTRIBUTION FOR ALIGNED RANKS
To perform the alignment on our repeated measiesigia for the aligned rank
transform, the linear model must be defined. Thedr model for a repeated measures

design is the following:
Yijk:ﬂ+0‘i+dja)+ﬁ<+(0‘ﬂ)ik+§x (3)

where:

I = treatment levels (1 ®

| = subjects (1 tg)

k = repeated measures (1rjo
4 = overall mean

a, = treatment effect (whole plot effect)

d;s =random effect of subjegin treatment (whole plot error)
. = repeated measukeeffect (subplot effect)

apf, = treatment by repeated measukenteraction

g = random error (subplot error)

Transforming this into matrix notation, we have:
Y=Xf+Zu+e (4)

where:

X =tsr* (1 +t+r+tr) design matrix consisting of 0’'s and 1's

p = (@ +t+r+1tr)* 1 matrix of fixed effects consisting qf ,«;, S, af,
Z =tsr* stdesign matrix consisting of 0's and 1's

u =st* 1 matrix of random effects) ~ MVN(O, G) consisting ofd;,
e=tsr* 1 matrix of random errorg ~ MVN(0, R) consisting ofe;,

R = block diagonal matrix with diagonal elemer®s

2 = covariance matrix for the repeated measuressff

14



Alignment

Using the above matrix definition &fin equation (4) we know that ¥(= X g
and Varl) = ZGZ' + R. In a repeated measures design, both design emXiandZ,
can be written as partitioned matrices that caddsmed using Kroenecker products. In
this caseX = [1, ®14® 1| ,®L®1[1®1® |, |,®1®|,] andZ=[I,®I ;&1 ].

We can also define each piece of the alignmenguaion (1) using matrices:

- 1 T |
Yy =[ 1 ®1; @I, % ,Yij.:{li ®1, ®EJK}*Y ,Y_.k:{i—Ji(@TJj@Ik}*Y,and

- |1 1 1
! J

Y =[-3,®-J, ®EJk}*Y.Assuming' =1, ..1J=1,..,sandk=1, ..., 1, we see

the following for the alignment from equation (1):

Y=Y Y+ Y

v fosd e o3 b bt o b

{h@ls@a - r)}v —Ent@glJ 00 - r)}v (5)

Substituting in our matrix definition of from equation (4), we can write the following:
Alignment(Y)

1
s

={|t®|s®(| ,-%J r)}*(><ﬁ+2u+e)-L}Jtca 3.8 Ir-?lJr)}*(Xﬁ'+Zu+e)

15



Theorem 1. For a repeated measures desigs; X# + Zu+e, with t levels of treatment,
s subjects per treatment, andepeated measurements per subject, the alignimeviti$,

Alignment(Y) = X" *g+0+e = X* f+¢

. 1 1
where X tsr X (d+t+r+tr) :[Otsrxllotsrxtlotsrxr | (I t _E‘Jt)® ls® (I r _r‘] r)} and

e*tsr“:{lt@IS@(l ,-%J r)}e —L—lJt@)glJS@(l ?]J r)}*e

Proof: Looking at each piece of separately, we find:

Alignment(Xp)

_|1,81.@0 r-%J ) *(x/f)—[;lJt@

1

15 001, 4 J}*(X/ﬁ
S r

=1, ®1 .®( ,-EJ B 8l o A o o M o I | s A [ el
r

—EJ@}JS@Ur-—lJr)}*[lt®1s®1r| 1, ®1,®1L[|1®1L® I |1, ®1I |*p
S r

={L®L®or| L ®LE0,[1® L@(L-%Jr)ut@m(u%Jr)}*/f

{L®L®QI%~E®%®QI 18 10 (1 1) 1€ l@(h%a,)}*ﬂ

1

1 .
:|:Otsrx1|0tsrxt|0tsrxr | (lt_t‘]t)® 1s® (I r_r_‘-J r)} *ﬂ = X *ﬂ (6)

AlignmentZu)

{It@u@a g r)}*au)—ﬁa ©3,8( -3 r)}*au)

r

16



:|:|t®|s®(| r_%‘] r)j|*ﬂ t® s®' r]z‘u _|:t5 t®é s®q r_é- r)j|-|[ t® s® r]u

:[lt I s®or]*u _[%‘] t ®1-‘] s®orj|* u= [Otsrxts]* u= Otsrx:l (7)
S
Alignment()
=[It®ls®a -3 r)}e —EJI®§JS®(I ) o}*e ¢ (®)

Thus, Alignment{) = X * g+0+¢e = X * g+¢e . This completes the proof.

Previously, we defined Varj asZGZ’' +R. This can also be defined using matrices as,
Var(Y) = [It ®l ® (3 rJFZ)} , wheres” is the variance of they; terms and¥

appears as a block diagonal elemeriRdRemember that’ is the covariance matrix for

the repeated measures effects. Calculating theanaiofY after alignment, we see that:

Theorem 2: For a repeated measures desigr; X# + Zu +e, with t levels of treatment,

s subjects per treatment, andepeated measurements per subject, the varianhe of
alignment ofY is, Var(Alignmenty))

1 1

{lt@s@a r-:J )FEE( - :Jr)}—{t\]t(@s\]s@(l - r]J 3 (- rlap } 9)

Proof: Recall that when performing a linear transfoiorabn a random vectdf, such
as multiplying the vector by a matrix like we dat the alignment, the variance is then

pre-multiplied by that same matrix and post mukiglby the transpose of that matrix.

17



For our alignment, since our alignment matrix isigyetric, we will pre and post

multiply the variance matrb{lt ®l . ®(c r+2)] by

|:|t®|s®(| r_%‘] r)j|_[t1‘j t®§‘j s®( r_?:"] r)}

which was previously defined in equation (5).

So, Var(Alignmenty))

={|t®|s®(| ,-:J ,)}*ﬂ & ®(cF r+2)]*{|t®| S - :\] r)}

—FJI(@}JS@)(Ir-—lJ,)}*[thDl (®(cd  +2) [}Jt®—133®( | - —1J,)}
t S r t S r

-[181,80,-3 )03, + D 1ere0 - )|

1

—{1; o110, -%J )* (o, +2)}* {IJt ®—51JS &(1,- —rlJ ) }

t s
={|t®|s®(| ,-:J %0 +2)}*{|t®|s®(| - rlJ ,)}

—FJt ®5Js®(lr-—13r)*(0+z)}* [—1« o1 Y r)}
t S r t S r

1 1

-ner,e0, -0 ) Ry |- et e - 3 2 ) |

This completes the proof.

This alignment can simplify under specific covadarstructures. For example, if
the covariance structure is that of variance corepts) theiX = 5’1 . Substituting this

into our previous alignment, we find, Var(Alignmgry)

oot 3yl e 30 [HEedet: dorar s 3|
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[|®|®(| 3 } []J®]J®( ?J}

ﬂl o1,00,-5)-{b.8 80, ?Jr)J}- (10)

If the covariance is compound symmetric, thBr o7 (pJ, +(1- p)I,) and

Var(Alignment())
S| 1e1Le0 B ) ala a3 )|

—_%Jt®§\]s®(l 4 V* o[, +@-p)l, * - ]J }

=ofp{lt®ls®a 3000 )}
+of(1—p)[lt®ls®a r-%J Sk ;31 r)}
—atzp{tl\]t(@i\]s@(lr-:J,)*[J,]*(Ir-rl\],)}
_o2(1- p){ 3, ®1J ®q, -—J L ]*(Ir-?]J,)}
= tzp[|t®|s®0r]+0't2(1—p){l oy I | :J r)}—ofp[%l t®§J ) }
o?(1- p){ 3, ®1J e, : )}
=of(1—p)[lt®l 1,5 r)}—of(l—p)[fa 3,00, - r)}

=of(1—p){|t®|s®q r-:\] r)}—[]a t®33 B r-l] )}} (11)
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Unfortunately, it can be difficult to write the canvance as a Kroenecker product for
more complicated covariance structures and thusaenient formula for the alignment
cannot be found using Kroenecker products. For saehriance structuref, we simply
use the general form of the alignment from equat@mwhich was:

Var(Alignment())

Lo e -Sy - }
t S r r

{lt@g@q r-:J YrEr(I - rlJr)}—[
Now we will look at the asymptotic distribution tbfe aligned rank transform

statistic. First, we will look at the asymptotioperties of the rank transform statistic.

Thompson (1991) studied the asymptotic propertieseorank transform statistic for

interactions in a balanced two-way classificatiém.order to attain an appreciation for

Thompson’s work, it will be covered with considdeadbetail in this chapter.

Asymptotic Distribution
Thompson, in a 1991 article froBiometrika defines the model for the two-way

layout with interaction as
xijn:9+ai+ﬂj+(aﬂ)ij +gijn (12)

where:
i = main effect 1 levels (1 i
| = main effect 2 levels (1 td)
n = replication (1 td\)
6 = overall mean
o, = main effeci

B; = main effecf
aff; = main effect by main effecf interaction
& = random error

ijn

20



Thompson also defines”_ (X)= F(x-0 —a, - ,5,-) as the distribution

function ofX;j, under the null hypothesis of no interaction eftzutl
1
H(x) = —2 2 F (x) as the average distribution function. For a fixatliei’ of i and
[

a fixed valuej' of j, defineH(X;,.)=H,,.. For the rank transform statistic, R,

denote the rank of;, among allJN observations and let the Wilcoxon scoreahe=

Rin/(IJN + 1). Thompson defines

and states that the statistic

_ Q
(13 -1 -J +1)D

is the classical normal theory test for interactioth the Wilcoxon scored rankain,
substituted in place of the observations. Notiee for T to eventually be @°
distribution, the terms being summedJmimust be independent.

Thompson set out to determine when the asympdattdbution ofT, under the

null hypothesis, would not bg(z ) /(13 =1 —J +1). To do this, Thompson stated

1J-1-J+1
and proved two lemmas. We will also need to dedioime terms. Legs, = N x E( H, ),

a=(a,,..a, ), p=(t,,....st, ) andlet" be anlJ x 1J matrix whose rows and

columns are indexed by the ordered pairg énd ¢, s) wherei,r =1, 2, ...l andj, s=

1,2, ...,.0. The (,j) and ¢, 9)" element of " is
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coufn, - B R - EE S R0

Also let }/(Zi’j) be the i, j)™ diagonal element df. Since 0 < vaH);) < «, then
0<Yines <®
Lemma 1 (Thompson):Under the null hypothesig\l ’%(a — u) converges in

distribution toN  (0,I"); in particular,N *(a; — ;) converges in distribution to
Vi

N (0,1).

We are only concerned with the univariate caseTdrmnpson notes that the
univariate result for the proof follows by applyiigeorem 3.3 (See Appendix A) from
Thompson and Ammann (1989) to the linear ranksttes; with Wilcoxon scores and
then simplifying the expression for the variance.

Lemma 2 (Thompson):Under the null hypothesi§) converges in probability to

the nonnegative, finite constant

1 1 2 1
=5~ T ZX{E(H)} = XX var(H)

Thompson notes that the proof is almost identiwahé proof of Theorem 5.3 of
Thompson and Ammann (1989). See Appendix A forstatement of this theorem.

Thompson then noted that, under the null hypothesi® interactions]

converges in distribution t%(zuqful) /(13 =1 -J +1) by Lemma 1 and Lemma 2.
From this statement, it is assumed that Thompsoriasing that the normal-based
Analysis of Variance methodology holds Wiﬂ?.serving as the response variable gnd

serving as Treatment Sum of Squares.
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Thompson then stated and proved the following Tér@or
Theorem 3 (Thompson):Under the null hypothesis of no interaction as
N — oo, lim E(T) is finite if and only if

() E(H, - Haj)does not depend grfor all 1<i,a<!l and K j <J
(i) E(Hu —H, )does not depend arfor all 1<i <l and K j h <J

Partial Proof from Thompson:
Since Thompson is using an analog to ANOVA forttdst statisticl, we know
thatD andQ are independent. It follows from Lemma 2 and Elyitstheorem that

lim E(T) is finite if and only if,Lim E(Q) is finite. Define anld x 1J matrixA as

N—o

having elements

5(i,r)5(j,s)—|15(j,s)—J15(i,r)+Ij

whered(i,r) = 1ifi =r and O ifi #r. Then Q is the quadratic fornl%lka' Aa. Becausé\
does not depend dand because the elementd @onverge to finite values, &() is

. ) .1,
finite and ’L,an E(Q = tr(Al) + ,Uinwﬁe Ae wheree = (e1 €,) and

Lre
e = E(q)- ThenLim E(Q) is finite if and only ife'Ae = O(N) . Note that

A it
e'Ae=3 > (e A T e)’= a@NnN

is equivalent to

1 1 1 z
e -~e-—e+-—e=QqN
i Cye-Tetyes AN
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for all i andj. Theorem 3.3 of Thompson and Ammann (1989) andnh&rh.5.5.A of

Serfling (1980) imply thahm —0 Where,u =N x E( H ) and Yii is the
Zip)
square root of thd,({)" diagonal element of the covariance maftiwhere thei( j),

(r, )™ element of" is

COV{ ij ézjlzl‘,l I:ij (Xuv)7 Hrs_l:\l-]vi:luzl‘tl Frs (x uv)}'

Because 0 Vi <® and Vi does not depend dw bothe; andu; converge to the

same limit adN increases. Therefore,

1 1 1 . .
e -—6-—e+-—elSO(N’)
J 1 J -
if and only if
1 1 1. :
——u ——u. +—u ISO(N?),
K ] K lﬂ,, 13 K.
which is equivalent to
1 1 1
vi——Vv, ——v,+—v =0
J I 1J
for alli andj wherey, = E(H, ).

We can show this last equivalency using a contiipesrgument. Assume

1 1 1

Vi - TV, -V, v =C # 0. Then
J I 1J
1 1 1

(y”—jﬂl —Tﬂ +Gﬂ)—CNandthus
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lim (g, - iﬂi. - lﬂ,j + _1ﬂ) = oo Which is notO(N?). Therefore,

N> J I 1J

To obtain the results in (i), that iE.(H”. - H, )does not depend grfor all

1£i,a£|and]sjg.],subtractv,_iv _EV_JFiV — o from
aj a. . .
J I 1J
1 1 1 This ai _i hich d
Vi— TV, -V, t—V = 0. IS glvesvij —Vy = (Vi. _Va.) which does not

EN | 1J
depend orn. The result for (ii),E(Hij - H, ) does not depend orfor all
1<i<I| and X j h <J , is obtained similarly. This completes Thomps@rsof. Note

that Thompson only proved one direction of the they that is that i1Lim E(T) is finite

then E(H, — H,;) does not depend grfor alli<i,a<| and kK j <J.
When Lim E(T) is not finite, then Thompson noted tAalvas not asymptotically

chi-squared and becomes very liberal for large $esnfhompson also noted that the
rank transform should not be used to detect intienag if (i) and (ii) of Theorem 3 can
not be shown to hold.

Thompson noted that Theorem 3 holds if there ig one main effect, that is
whenF; = F; or F; = F;. Thompson also noted that if both main effects vpeesent,
Theorem 3 holds only if there are two levels ofteamin effect and states the following:

Corollary 4 (Thompson): When both main effects are present, conditionan@

(i) are satisfied for all values of andp; if and only ifl =J = 2.
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Proof (Thompson): Assume that =J = 2. Conditions (i) and (ii) are equivalent
to

E(H,-H,)-E(H,- H,)=0.

By expandingH(x) as a sum, changing variables in the integrals$,camcelling

terms, this can be shown to be equivalent to

[{F(x+2a+2B8)+ F(x— 20— 28} f (x)dx

—[{F(x+2a -2B8)+ F(x-2a + 28 ) f (x)dx= 0. (13)
To show that equation (13) always holds, we naaé th

[{F(x+ &)+ F(x-25)} f(x) dxis aconstant function ifiby showing that its
partial derivative with respect tois j{ f(x+0)- f(x- 6)} f(x)dx=0.

Since the score function is nondifferentiable ity@countable number of points within
the domain of the probability density function,ngsiLeibniz’'s Formula, the partial
derivatives in the above equation can pass thrtlugimtegral. Therefore, the integrals in
eqguation (13) are constant with respeat tamdp and therefore their difference is 0.

Hence, conditions (i) and (ii) hold. ConversefyJi> 3, a counter example to the

condition thatE(Hlj — sz) does not depend ¢ns generated for symmetric

distributions by lettingu =- ap, f1=-pandp;=0for3< j <J. Then
E(H,-H,)=E(H,-H,)= E(H_,—- H)).

Counterexamples for > 3 and for nonsymmetric distributions are handledlaihy.

This concludes Thompson’s proof of Corollary 4.

Thompson proved that when only one main effectpvasent, or if each main

effect had only two levels if both main effects e@resent, the asymptotic distribution
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2

of the rank transform statisti¢, was | /(13 -1-J+1) by Lemma 1 and Lemma

2. Lemma 1 stated that thg were normally distributed. Lemma 2 stated that the
denominator off, (IJ — I — J + 1)Dconverges in probability to a constant. Thompson
assumes that treg.’s are also independent, so the square of theinmahvalues, and
thereforeT, has a chi-square distribution. Conover and Ini&76¢) use a similar test
statistic with the ranked values and state thatakestatistic has an asymptotic chi-
squared distribution, but they do not specificaligte that their ranked values are

independent.

One goal is to determine if the aligned rank tramsfallows for more than two
levels of each main effect when both effects aes@nmt. Using a similar alignment as that

in equation (1), but removing the subject, usirgititervals foi andj that were defined

by Thompson, and defining(u’ as the aligned value of observati we see the

following for the alignment:
xi? =X — X._ >_(.j + 7(

=9+6¥i +ﬂj +(a13)ij +8ijn
10
_j§(0+ai +ﬁj +(6¥ﬁ)ij +‘%)

IS0+t f +@p) +5)

+|12i<e+ai VB +(af), +5 )

=1 j=1

=0+a, +ﬂj +(6¥ﬂ)ij +é&,
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1. 1o 1o
—0—3204 —,BJ- _jé(aﬂ)ij _jg‘c’;j.

i=

—<9—ai —il-gﬁj _Iliz;:(aﬂ)ij _Ilggj.

| J

+e+%§ai+l—1jil(ﬂj) U;;( ap), +_1.le21‘9

This can simplify under the conditions of Thompson
a_ :zai :O’ ﬁ :Zﬂj = O' (aﬂ)| :Z(aﬂ)ij :O and(aﬂ),j :Z(aﬂ)ij :O' Under
these conditions, the alignment becomes:

Xi;:0+ai +IBj +(aﬂ)ij T &

~0-0-p,-0- jie
0 -a -0-0- fie
1 o3
+6’+O+O+O+ﬁ225
10 1o 1 o2
:(aﬂ)ij+gijn _jg;lgij. lelgi] +ﬁ§1§lgﬂ.

Under the null hypothesis of no interactiong){ = 0O, this further simplifies to:

J 1
T &
I

\ 1
X =¢ —2 &
JZ .

1] J 1

o+ Ly

i=1 IJ Illz

i J

Thompson defines the distributionXf, under the null hypothesis as

F (X) = F(x—=0—«a — B). After alignment, we see the distribution Xf under the
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null hypothesis isF, (xX')=F(x) whereX = X —0-a —pand
E(F, (X)) = E(F(X)) =0

Using this alignment, we can recreate the workleimpson. First, we define

e =Eg)= > R). where R; in is the aligned rank of;. Note that we do

IJN 1-

not need to redefind(x), which was the average distribution functionceime have
only changed the notation of our random variablXtoTherefore, we also do not need

to redefine,uij or v, in terms of the alignment since both are defiredgH(Xx).

Although we do not need to redefibgx), we will denoteH ()g*j ) as Hi} . By replacing

our definitions in the proof of Theorem 3, we cdain the results of the Theorem for
the aligned rank transform.

We will redefine the following using the alignedka, R”Tn :

a, =R /(1IN + 1),

ij

1 o g 1 1. 1 ’
— — -—a + —a ’
N ZZ{ 7A TR TS }
1 NI .1 .Y
= a.. - —a. !
IJN — 1J ZZZ( 'in N "'j
and the statistic
= Q*
(13 -1 -J+1)D°

Notice that the definition oaan depends only on the ranked values and the nunfber o

observations. Conover and Iman (1976) showed liesatigned rank yields independent
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observations. Therefore, our aligned ranked vadwestill independent ranked values

and thus tha}n are still independent as defined and utilized by Thompson.

leta = (a, ,....,a, ) andp = (u,,,...,u,, ) Where

. 1.
t; = Nx E(H;") = Nx (HZ;; F. (X)) Let]/(lj) be the square root of

the ¢, j)™ diagonal element of the covariance malfixwhere thei(j), (r, 9™ element of

' is

COV{ *ij I:}]vi:luzl‘,l Fij (X*uv), H I:\L]VZJ;UZI; I:rs (xuv)}

Also let ]/;’jf be the i( j)™ diagonal element df . Since 0 < vakﬂ*ij) <oo, then 0 <

7/*0 sy <o As with Thompson’s work, we will state and prawe® lemmas in order

to show that our test statistic haga distribution.

Lemma 1: Under the null hypothesid) *(a; — ;) converges in distribution
Y )

to N (0,1).
Proof: Apply Theorem 3.3 from Thompson and Ammann (1983he linear

rank statistica;j_ with Wilcoxon scores. The regularity conditionsTdfeorem 3.3 should

still hold since we have only changed the locapjarameters using our alignment. In
particular, the score function, more specificallg tallignment, has a bounded second

derivative and constants that do not depend onN. From Theorem 3.3, we know that

TN T, I S
N *(a; — #;) converges in distribution t§(0,1) if lim —(y, j))2 > 0. Thompson
* N N )
4 (i)
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1 . 1 .
(1991) showed thaim —(y, )* >0. Recall thatH (x ) = — X > F, (X ) and
N J i
Fi(x) = F(X) wherex =X — 60— o, —p. Since;/;'j) is defined using only the
average distribution functiod” (X) and the distribution functionPF” (x7) , the limit

: - : 1 .
should not change with our definition gf . . Thuslim —(y, j))2 > 0. We also
! N—>w N '

, Wheredj, are constants

know that from Hajek (1968?,/;'” - var(ag.)‘ <o@matd, - d

that under the assumptions of Theorem 3.3 do mrteorn orN and d is the average

of thedjn. Sincem ax

ijn

d, - (ﬂ does not depend dw then since]/(*i'j) —> 0,

var(a;_)—> 00 asN— 00. So, with a;_ substituted in fo&y in Theorem 3.2 (see

appendix) of Thompson and Ammann (1989), Theorehin8lds for allN sufficiently

large and thusN *(a; — ;) converges in distribution t4(0,1).
Y )

Lemma 2: Under the null hypothesis of no interacti@n,converges in
probability to the nonnegative, finite constant

.1 1 e 1 :
=3 IJZZ{E(HU)} IJZZvar(H i)

Proof: This follows from Thompson’s proof of Lemma 2 (199hich is almost

identical to the proof of Theorem 5.3 of Thompsad Ammann (1989) by using the
linear rank statistica].}. with Wilcoxon scoresD” can be considered as an ANOVA-type

sum of squares that is based on a different varidialt is scale-similar ©© and any

convergence in probability should be preservedrdtbee ifD, as defined as in
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Thompson (1991), converges in probability to a tamts therD” will also converge in
probability to a constant.

Under the null hypothesis of no interactiofisconverges in distribution to

;((ZIJ_I_J+1) /(13 =1 -3 +1) by Lemma 1 and Lemma 2. Thompson (1991) showed tha

the ranked data converged tggé distribution by Lemma 1 and 2 of Thompson. We

have proved that Lemma 1 and 2 still hold for tihgnad ranks. Therefore, the test

statisticT* for the aligned values converges gf

o [ (13 =1 =J +1). Simulation
studies were run for a double exponential errantefth a compound symmetric
covariance structure with various leveld\bfThe studies showed thatldsncreased (3,

10, 15, 30 and 45), in particular as the numbeaubijects increased, the error rate for the

test of interactions approached the 0.05 level.

Compound Symmetric Covariance Structure — 10000 regditions
Test for Interaction
Treatment and Repeated Measures Main Effects Present
Double Exponential Error Terms
Bolded Values represend observed error rates that are within 2 standdrerrors of

0.05
Number of Total Number of Observed Errof
Subjects Observations Rate
3 37 0.049
10 90 0.042
15 135 0.054
30 270 0.047
45 405 0.048
Table 1
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Theorem 3: Under the null hypothesis of no interactigfm E(T) is finite if

and only if
(i) E(H —H )does not depend grforall 1<i,a <1 and K j <J
ij aj
(i) E(H —H )does notdependdrforall1<i<I| and k< jbh <J
ij ib

Proof: Define anlJ x I3 matrixA as having elements

o(i,r)o(] s)——5(1 s)——5(| r)+|j

whered(i,r) = 1ifi =r and O ifi #r. ThenE(Q") is finite if and only if

e'Ae = O(N) wheree’ = (e

11 1" IJ

“)withe = E(a ). Note that

A P O
€'Ae =X X(e -8 -8+ ;€N =an

is equivalent to

for all i andj. Applying Theorem 3.3 of Thompson and Ammann (3989{;.we see

d d
thata, —N(&,7 ,,) anda, —N(g,,7 ). Applying this result to Lemma

. & 4
1.5.5.A of Serfling (1980), we see tHah —— =0 where

N—>o0

4 (i.5)

s :NxE(Hij*): N x (%Z; ab(x))_NX HEH) and]/(lj)lsthe

square root of the,(j)th diagonal element of the covariance malriwhere thei(j),

(r, 9" element of" is
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1oy . ool el .
cov{ H;;F‘j (X, ) Hey _ﬁzlzl Fo (X, )}.

Because 0 9/*0,,-)< oo, both e”.* and yij* converge to the same limit Blsncreases.

Therefore,g " — ie* 1 e + 1 é is O(N?) if and only if
' J . 1J -
1 1 1 , 1 L :
py ——# ——p; +—p is O(N?), which is equivalent to
J 1 J
1 1 1 . . . .
vi— v, ——v;+—v =0 for all i andj wherevij = E(Hij ) . To obtain (i),
J 1 J -
1 1 1 11 _
subtracty . — —v_ ——v,+—v =0 fromv i T ST e =0. This
SN | 1J J oo

* * 1
gives E(Hij —H )=v; -y, =—(v_—v, ) which does not depend pifor alli andj.
. T

1 1 1 . . : .
Thus, ifv, ——v, ——v, +—v =0, E(H —H ) does notdepend grior alli and
J I 1J ! &

j. To show the other direction, we will first assuthat

1 1 1 . . .
vy ——v ——v; +—v_ = f(])# 0 for some, sayj . If we then subtract

J N]

1 1 1 11 1 .
V= Vo~V +—v =0fomy, ——v, —=v, +—v = f(])#0, wesee

ot T Vot o g

1 1 | _ -
thatv,, — v, _jvi' +3Va. = f(]) # 0. This means thag(H" — H" ) depends
ij aj

| . 11 1 . |
onj for some value df Sincev;, ——v, —=v, +—v_= f(]) # 0 for this value of
7 .

J SN

34



1 1 1 1
j, theny, _3#" —Ty_j +Gﬂ” is notO(N?) for alli andj,

1 ¢ isnotO(N?) foralli andj, and thus (Q") is not

1 .
~e +
I |

e’ — 1 e -
T3S
finite. The result for (ii) is obtained similarlyhis completes the proof.
The goal is to now show that Theorem 3 holds wiwh main effects are
present, even if more than two levels of each raHiect are present.
Corollary 4: When both main effects are present, conditionan@ (ii) of Theorem 3 are

satisfied for all values af; andg; for any number of levelsor .

Proof: Assumd=2,J=3. Conditions (i) and (ii) are equivalent to
E(Hll*_HZI):E(H _sz)_E(H 23)

First we will showE(H,, —H, )-E(H, - H,,)=0.

E(Hll* o sz)_ E(H1; o Hz*z) = E(Hil)_ E( H*21)_ E( H*12)+ H H*zz)

et

BT

S Y LR (X )= Fy(X )= Fy(X )+ F(%)])

a=1 b=1

N

SES{ERG) - BROL) - BEGO) + & R(X))
-0
Similarly, E(H,, —H,,) - E(H,, — H,,) =0 and
E(H,, - H,)- E(H, — H,,) =0. Results fol = 3,J=2 can be obtained in a

similar manner. Therefore, conditions (i) and @ii)Theorem 3 are satisfied when one

main effect has three levels. When there are thireeore levels for each main effect, any
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non-trivial difference oH;’s will have an expected value of zero. We will colesithe

case whem = 3 andJ = 3. For this case, we need to show that
E(H, —H,)=E(H, - H,)=EH,-H)),

E(Hll* — ng) = E(Hl; — H;Z) = K( Hig — H;S), and

E(H,, —H, )=E(H, —H_)=E(H,, — H_).First consider
E(Hlj* — sz*),wherej =1, 2, 3. We know

J

. , 1. . .
E(H, -H, )= E(Gzz{a,(x“)— F.(X )}

a=1 b=1

%ii{E(Fab(gj)) ~ E(F,(%))} =0.ForE(H,  —H, ), where

j=1, 2,3, we see

J

. , 1. . .
E(H, -H, )= E(Gzz{ F(X,) = Fo(X )]

a=1 b=1

| J

ZLZZ{E(F&(X;J.)) — K( Fab()gj))} =0. And for E(sz* — Hsj*),where

I a=1 b=1

j=1, 2,3, we see

E(H, — H.) = E(%gg{pab(x;j) ~F, (%))

1 | J ; .
= SXT{E(R (X)) - E(R,(X,)} =0.
Results for more than three levels of main effeats be proven similarly. Thus, the

conditions of (i) and (ii) of Theorem 3 are sagsfifor any number of levels of the main

effects.
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Lemma 1 stated that the terms were normally distributed and Lemma 2 stated

that the denominator df converges in probability to a constant. Therefbyel.emma 1

2

and 2, the test statisfi¢: for the aligned values convergeskox Xioi-say Where

k_

= . The Analysis of Variance analog from Thompsonpsuts the
(13 -1-J+1)

notion that this hakl —1 —J +1 degrees of freedom. Thug,will converge to this

distribution no matter how many levels there arthefmain effects.

37



CHAPTER IV

SIMULATIONS

A Monte Carlo study of the Type | error rates @oever of four tests for
interaction in @8x 3x 3 completely randomized, balanced repeated measypesiment
was conducted using SAS Version 9.1.3 (SAS InstitGary, NC). Five initial conditions
were tested; no main effects or interactions, ordgtment main effects, only repeated
measures main effects, both treatment and repesadures main effects, and only
interactions. In addition to the initial conditigrisur distributions were used for the error
terms; normal, uniform, F and double exponentilkese error distributions were selected
to represent different values of kurtosis. Kurtasia measure of the level of peakedness
or flatness of data values in the center of thelycf the distribution versus the tails of
the graph when compared to the normal distributstributions with higher kurtosis
have heavier tails or more extreme values, whié&iutions with lower kurtosis have
heavier middles or fewer extreme values. The nodisatibution has a kurtosis of 3, the
uniform distribution has a kurtosis of -1.2, aniBtdbution with parameters 3 and 5 has
a kurtosis of 14, and the double exponential distron has a kurtosis of 3. In addition to
the error distributions and initial conditions,&hlrcovariance structures were used:
variance components (VC), compound symmetric (@&J,a first-order autoregressive
(AR(1)). For the first order autoregressive stroetihree values gf were considered,

0.75, 0.5 and 0.25.
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Four tests were then used to test for interactithestraditional F-test, the rank
transform (RT), the aligned rank transform usingditis and Tashtoush’s (1994) naive
alignment for a completely randomized design, dwedaligned rank transform using

Higgins and Tashtoush’s alignment for a repeatedsores design. Higgins and
Tashtoush’s naive alignmemRY, = ¥, — Y— Y- Y+2* \ will be denoted ART1
and the aligned rank transform for a repeated mmeaglesign,

ARY, = Y, - Y- Y+ ) will be denoted ART2. Higgins and Tashtoush sttt

the naive alignment has power advantages ovetdahdard F-test when whole-plot
variances are smaller, but can lose power as thencas get larger. They also showed
that the aligned rank transform for repeated meashiad larger power than the standard
F-test for heavy tailed distributions. Their sintidas also showed that the naive
alignment and repeated measures alignment has cabip@ower for many distributions
when the whole-plot error variances were small thetrepeated measures alignment
performs better when the error variance get laffeerefore, both methods of Higgins
and Tashtoush were used for comparison since sewor distributions and specific

values of the whole plot standard deviation werdiag to the data.

Simulation Results

A total of 100 cases were considered from theifital conditions, four error
term distributions and five covariance structur@sbinations. Ten thousand repetitions
were generated for each of the 100 cases andhbdour tests were run on each
repetition. Three levels of the treatment maie@ffthree subjects per treatment, and

three repeated measures per subject were useddorepetition. For the variance
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components covariance structure, the variance sssmeed to be 1. For the compound
symmetric covariance structukf, was assumed to be 9 and was assumed to be 4. For
the autoregressive covariance structures, thenaiaras assumed to be 1 and three
values ofp were used, 0.25, 0.5 and 0.75. When treatment eff@ots were present, the
treatment 1 effect was 1, the treatment 2 effect 2yand the treatment 3 effect was 4.
When repeated measures main effects were presengpeated measures 1 effect was 0,
the treatment 2 effect was 1, and the treatmeffe8tavas 1. When interactions were
present, the effects for treatment 1 were 1, &y3reatment 2 were 2, 1, 2 and for
treatment 3 were 3, 2, 1 where the first numbéedigor each treatment is for the
repeated measure 1 effect, the second number ispibated measure 2 effect and the
third number is the repeated measure 3 effect.

For all covariances except the variance comporsnisture, at least one of the
tests for each initial condition and error termtriliition yielded less than ten thousand
results due to the Newton-Raphson algorithm usditidcthe minimum of -2 times the
logarithm of the restricted likelihood function ramnverging. The minimum number of
repetitions that converged was 7640. Tables 2 gir@ugive the simulation results for
each of the 100 cases. Table 2 summarizes thegésubll four error distributions and
all five tests per distribution for the variancergmnents covariance structure. Table 3
summarizes the results for the compound symmaetriartance structure. Summarizing
the results for the autoregressive covariancetstres are Table 4 using= 0.75, Table 5
usingp = 0.5, and Table 6 using= 0.25, where is the correlation between adjacent

observations on the same subject.
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For all four distributions of the error terms, #hBT1 had error rates that were
closer to the desired 5 percent significance leévaah the ART2, with the exception of the
F-distribution with a compound symmetric covariastreicture. While the ART2 was a
powerful test, it had error rates above the de<it6d level, except in the case of the
compound symmetric covariance structure. Howewdhis case, there were only
approximately 7640 repetitions. Therefore, it wasan0.05 test for any of our error
distribution and covariance structure combinatisesit will be excluded from further
discussion. For normal error terms, while the erates were above 5 percent for the
ART1 for all covariance structures, they were kss 6.5 percent. In fact, for all
covariance structures except the autoregressivepwtl. 75, the error rates were less than
or equal to 5.75 percent. For all three autoregresovariance structures, the ART1 had
error rates that were closer to the 5 percent linagl the standaré test or the RT (See
Tables 4, 5 and 6). For the variance componemt£ampound symmetric covariance
structures, the ART1 had error rates that wereelatttan the standafetest or the RT.
However, the error rate for the ART1 was less thraequal to 5.75 percent and was
within 1 percent of the error rates for the othew tests.

For uniform error terms, the ART1 had error raieslar to the standar# test.
However, both tests had error rates higher thagr&ept but less than 8.9 percent. For
sixteen of twenty covariance structures and inéfééct combinations, the error rates
were closer to the 5 percent level for the ARThtfaa the standar# test. The error
rates were slightly higher for the ART1 as oppasetthe RT in all but four
combinations, but the error rates for the ART lhiese situations were within 1 percent

of the RT.
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ForF error terms, the ART1 had rates below 5 percariti® variance
components and compound symmetric covariance stegc{See Tables 2 and 3). The
error rate for the ART1 was closer to the 5 perterdl than the standard F test or the
RT. The error rate for the standd&rdest was around 2 percent, while the RT had error
rates around 4 percent, except when both maintefeere present. In that case, the error
rate for the RT was around 6 percent. For the agtessive covariance structures, the
ART1 had error rates closer to the 5 percent lthas the standard test and the RT in
seven of the twelve error distribution and covar@structure combinations (See Tables
4,5, and 6). In those cases where the ART1 watheatlosest error rate, the RT was the
closest to the 5 percent level, but the ART1 wakiwi0.2 percent of the RT in all but
one case where it was within 0.6 percent.

For double exponential error terms, the error fate¢he ART1 was higher than
the 5 percent level for the variance componentsucance structure, but it was less than
5.8 percent (See Table 2). Both the standard Fatesthe RT had error rates closer to
and below the 5 percent level with the RT beingetdo 5 percent. For the compound
symmetric covariance structure, all three testsdreat rates below the 5 percent level,
with the ART1 having error rates closer to 5 pet@xcept when both main effects were
present (See Table 3). In this case, the RT haranrate of exactly 5 percent. For the
autoregressive covariance structures, the ARTlehad rates that were further from the
5 percent level than the standard F test and ioualtwo cases, the error rates were
further from the 5 percent level than the RT (Sablés 4, 5, and 6). However, all three

tests had error rates between 6.5 and 9 percent.
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Although the standar# test, RT and ART1 were not true 0.05 tests in nany
our error distribution and covariance structure bomations, we would still like to
examine the power of these tests. For normal &rars, the ART1 had power larger
than the RT, but lower than the standarngst for the compound symmetric and variance
components covariance structures (See Tables 3)aRdr all three autoregressive
covariance structures, the ART1 had the lowest paivthe three tests, while the power
for the ART1 for all five covariance structures weithin 11.5 percent of the other two
tests (See Tables 4, 5 and 6). Although the povesrsmaller in these cases, recall that
the ART1 had error rates closer to the 5 percesmt.le

For uniform error terms, the power for the ART1 vaggher than the power of the
RT, while the standarf test had the highest power. In the three casesawhe power
for the ART1 was at least 10 percent greater tharR(T, the error rates of both tests
were within 1 percent of each other. In the other tases, the power for the ART1 was
between 4.4 percent and 6 percent greater thaRThén these cases, the error rates for
the ART1 were within 0.6 percent of the RT. Retfadit the error rates for the stand&rd
test and the ART1 were similar.

ForF error terms, the ART1 had power that was greatar the standard F test,
but less than the RT. Recall that the ART1 hadreates below 5 percent for the
variance components and compound symmetric cox@isinuctures (See Tables 2 and
3). The ART1 also had error rates closer to thersgnt level than the RT or standé&rd
test in seven of the twelve error distribution aogtariance structure combinations for
the autoregressive covariance structures (See §dband 6). Also recall that for all

combinations, the error rate for the ART1 was alésehe 5 percent level than the
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standard F test. The ART1 also had error rategctbsn the 5 percent level in seven of
the twelve error distribution and covariance supetcombinations and was within 0.6
percent of the error rate for the RT when the RS tha closest to the 5 percent level.
For double exponential error terms, the ART1 hahéi power than the standard
F test. The ART1 also had higher power than the ®Ejt for the autoregressive
covariance structure wher0.75. In this case, the power for the ART1 was than 0.6
percent smaller than the RT. Recall that for tham@e components covariance
structure, the error rates for the RT were cloge#te 5 percent level, while the standard
F test had error rates less than the RT and the AR@lerror rates greater than the 5
percent level and greater than the RT. For theregtessive covariance structures, all

three tests had error rates between 6.5 and 9.
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Variance Components Covariance Structure — 10000 petitions

Test for Interaction — Observed Error Rates
Rates within 2 standard errors (0.0044) are denoted in bold

Distribution of Error Terms Normal Uniform F Double
Exponential
No effects
Standard Test 0.0502 0.0522 0.0204 0.0435
Ranked 0.0508 0.0522 0.0381 0.0464
ART1 0.0563 0.0520 0.0424 0.0572
ART2 0.1352 0.1395 0.0929 0.1287
Treatment Main Effects
Standard Test 0.0524 0.0522 0.0204 0.0435
Ranked 0.0515 0.0497 0.0396 0.0469
ART1 0.0575 0.0520 0.0424 0.0572
ART2 0.1343 0.1395 0.0929 0.1287
Repeated Measures Main
Effects
Standard Test 0.0524 0.0522 0.0204 0.0435
Ranked 0.0489 0.0484 0.0397 0.0466
ART1 0.0575 0.0520 0.0424 0.0572
ART2 0.1343 0.1395 0.0929 0.1287
Treatment and RM Main
Effects
Standard Test 0.0524 0.0522 0.0204 0.0435
Ranked 0.0526 0.0524 0.0632 0.0470
ART1 0.0575 0.0520 0.0424 0.0572
ART2 0.1343 0.1395 0.0929 0.1287
Interactions
Standard Test 0.6762 0.5627 0.4162 0.4026
Ranked 0.6318 0.4441 0.6657 0.4365
ART1 0.6731 0.4886 0.5396 0.4515
ART2 0.8473 0.7545 0.6539 0.6247
Table 2

45




Compound Symmetric Covariance Structure — 10000 regtitions

Test for Interaction — Observed Error Rates
* - Less than 10000 repetitions, more than 9995
** _ ess than 10000 repetitions, more than 7640

Rates within 2 standard errors (0.0044, 0.005) are denoted in bold

Distribution of Error Terms  Normal Uniform F Double
Exponential
No effects
Standard Test 0.0523 0.0538 0.0201 0.0436
Ranked 0.0507 0.0473 0.0371 0.0485
ART1 0.0572* 0.0516 0.0433 0.0489*
ART2 0.0662** 0.0623** 0.0434** 0.0605**
Treatment Main Effects
Standard Test 0.0523 0.0538 0.0201 0.0436
Ranked 0.0525 0.0514 0.0410 0.0461*
ART1 0.0572* 0.0516 0.0433 0.0489*
ART2 0.0662** 0.0623** 0.0434** 0.0605**
Repeated Measures Main
Effects
Standard Test 0.0523 0.0538 0.0201 0.0436
Ranked 0.0496 0.0490 0.0421 0.0456
ART1 0.0572* 0.0516 0.0433 0.0489*
ART2 0.0662** 0.0623** 0.0434** 0.0605**
Treatment and RM Main
Effects
Standard Test 0.0523 0.0538 0.0201 0.0436
Ranked 0.0557 0.0523 0.0711 0.0500
ART1 0.0572* 0.0516 0.0433 0.0489*
ART2 0.0662** 0.0623** 0.0434** 0.0605**
Interactions
Standard Test 0.8239 0.7261 0.4948 0.5347
Ranked 0.7729 0.5153 0.7393 0.5053
ART1 0.7925* 0.6347 0.6184 0.5503*
ART2 0.8427** 0.7465** 0.6204** 0.5872**
Table 3
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Autoregressive Covariance Structurep=0.75 — 10000 repetitions

Test for Interaction — Observed Error Rates
* - Less than 10000 repetitions, more than 9970

Rates within 2 standard errors (0.0044) are denoted in bold

Distribution of Error Terms Normal Uniform F Double
Exponential
No effects
Standard Test 0.0815* 0.0807* 0.0372* 0.0657*
Ranked 0.0756* 0.0711~ 0.0600* 0.0661*
ART1 0.0644 0.0791* 0.0606* 0.0804*
ART2 0.1623 0.1688 0.1224 0.1594
Treatment Main Effects
Standard Test 0.0815* 0.0809* 0.0372* 0.0657*
Ranked 0.0840* 0.0949* 0.0658* 0.0765*
ART1 0.0644 0.0791* 0.0606* 0.0804*
ART2 0.1623 0.1688 0.1224 0.1594
Repeated Measures Main
Effects
Standard Test 0.0815* 0.0809* 0.0372* 0.0657
Ranked 0.0770* 0.0691* 0.0548* 0.0677*
ART1 0.0644 0.0791* 0.0606* 0.0804*
ART2 0.1623 0.1688 0.1224 0.1594
Treatment and RM Main
Effects
Standard Test 0.0815* 0.0805* 0.0372* 0.0657*
Ranked 0.0852* 0.0730* 0.1102* 0.0900*
ART1 0.0644 0.0791* 0.0606* 0.0804*
ART2 0.1623 0.1688 0.1224 0.1594
Interactions
Standard Test 0.9115* 0.8671* 0.6149* 0.6616*
Ranked 0.8949* 0.4747* 0.7778* 0.7015*
ART1 0.8872 0.7979* 0.6851* 0.6946*
ART2 0.9666 0.9379 0.8104 0.8198
Table 4
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Autoregressive Covariance Structurep=0.5 — 10000 repetitions

Test for Interaction — Observed Error Rates
* - Less than 10000 repetitions, more than 9970

Rates within 2 standard errors (0.0044) are denoted in bold

Distribution of Error Terms Normal Uniform F Double
Exponential
No effects
Standard Test 0.0788* 0.0820* 0.0288* 0.0667*
Ranked 0.0760 0.0743 0.0543 0.0725
ART1 0.0564 0.0836 0.0550 0.0728
ART2 0.1476 0.1565 0.1125 0.1434
Treatment Main Effects
Standard Test 0.0788* 0.0820* 0.0288* 0.0666*
Ranked 0.0794* 0.0781* 0.0590* 0.0677*
ART1 0.0564 0.0836 0.0550 0.0728
ART2 0.1476 0.1565 0.1125 0.1434
Repeated Measures Main
Effects
Standard Test 0.0788* 0.0818* 0.0288* 0.0667*
Ranked 0.0767* 0.0781* 0.0536* 0.0711*
ART1 0.0564 0.0836 0.0550 0.0728
ART2 0.1476 0.1565 0.1125 0.1434
Treatment and RM Main
Effects
Standard Test 0.0788* 0.0816* 0.0288* 0.0666*
Ranked 0.0815* 0.0808* 0.0968* 0.0762*
ART1 0.0564 0.0836 0.0550 0.0728
ART2 0.1476 0.1565 0.1125 0.1434
Interactions
Standard Test 0.8542* 0.7765* 0.5351* 0.5863*
Ranked 0.8172* 0.5496* 0.7502* 0.6077*
ART1 0.7789 0.7035 0.6374 0.6079
ART2 0.9529 0.9011 0.7549 0.7778
Table 5
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Autoregressive Covariance Structurep=0.25 — 10000 repetitions

Test for Interaction — Observed Error Rates
* - Less than 10000 repetitions, more than 9970
Rates within 2 standard errors (0.0044) are denoted in bold

Distribution of Error Terms Normal Uniform F Double
Exponential
No effects
Standard Test 0.0790* 0.0888* 0.0270* 0.0681*
Ranked 0.0771* 0.0795* 0.0541* 0.0697*
ART1 0.0554 0.0857* 0.0528* 0.0795*
ART2 0.1431 0.1512 0.0939 0.1349
Treatment Main Effects
Standard Test 0.0790* 0.0887* 0.0270* 0.0683*
Ranked 0.0811* 0.0829* 0.0576* 0.0727*
ART1 0.0554 0.0857* 0.0528* 0.0795*
ART2 0.1431 0.1512 0.0939 0.1349
Repeated Measures Main
Effects
Standard Test 0.0790* 0.0890* 0.0270* 0.0683*
Ranked 0.0791* 0.0800* 0.0517* 0.0707*
ART1 0.0554 0.0857* 0.0528* 0.0795*
ART2 0.1431 0.1512 0.0939 0.1349
Treatment and RM Main
Effects
Standard Test 0.0790* 0.0886* 0.0269* 0.0684*
Ranked 0.0800* 0.0808* 0.0893* 0.0736*
ART1 0.0554 0.0857* 0.0528* 0.0795*
ART2 0.1431 0.1512 0.0939 0.1349
Interactions
Standard Test 0.7713* 0.6702* 0.5132* 0.5122*
Ranked 0.7320* 0.5455* 0.7237* 0.5341*
ART1 0.6694 0.6052* 0.6175* 0.5439
ART2 0.9118* 0.8372 0.7297 0.7134*
Table 6
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CHAPTER V

CONCLUSION

The objectives of this paper were 1) to find hoe alignment for the aligned
rank transform affects the repeated measures m@dial find the variance of the aligned
observations, 3) to find the asymptotic distribntaf the aligned rank transform test in a
factorial setting, and 4) compare the standard task transform test, and two
approaches to the aligned rank transform testatyaimg a repeated measures design
through Monte Carlo simulations. Objectives 1,r& 8 were covered in Chapter 3. In
particular, we found that the aligned rank transféest had an asymptotic distribution
that wasy: 113 -1-J+1)-

The results of the Monte Carlo simulation found tha error rates for the ART1
performed closer to the desired 5 percent sigmiiehan the ART2 for all covariance
structures and all error distributions examinethia work, with the exception of one
combination, the compound symmetric covariancecgira and the F-distribution. While
the ART2 was a powerful test, it was not a 0.05adssn all but one case, the error rates
were larger than 0.05. Therefore, it was excludeohffurther discussion. For normal
error distributions, the ART1 had error rates aldsehe 5 percent level than the
standard F test and the RT for the autoregressivariance structures. For the variance

components and compound symmetric covariance stesg;tthe ART1 was within 1
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percent of the 5 percent level, the standard Fetest rate, and the RT error rate. For
uniform error distributions, the ART1 was withirp&rcent of the 5 percent level, the
standard F test error rate, and the RT error catthé variance components and
compound symmetric covariance structures. For tih@egressive covariance structures,
the ART1 had error rates closer to the 5 perces khan the standard F test and was
within 1 percent of the error rates for the RT whiesmRT had error rates closer to the 5
percent level. For the F-distribution, the ART1 leabr rates closer to the 5 percent
level than the standard F test for all five covacmstructures. The ART1 also had error
rates closer to the 5 percent level than the REgbdor five cases in the autoregressive
covariance structures. In these cases, the ARt ’xte was within 0.6 percent of the
RT error rate. For the double exponential distidnjtthe standard F test had error rates
closer to the 5 percent level than the RT or th&@ ARbut all three tests had error rates
between 6.5 and 9 percent.

If the error terms have normal, uniform, or F dlsitions, but the covariance
structure is not known or not spherical, the ARMadd be used to test for interactions.
If the covariance structure is spherical and tiheréerms are normal or uniform, the
standard F test and the RT have slightly lowerrgates than the ART1. For error terms
that have an F distribution with spherical covacestructures, the ART1 should be used
to test for interactions. If the error terms hawdoable exponential distribution and the
covariance structure is unknown or is non-sphertbah the standard F test should be
used to test for interactions. If the covariancecstire is spherical, then the ART1 should

be used to test for interactions. Overall, whetirigdor interactions in a repeated
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measures design, especially in cases where thei@ova structure is not known to be
spherical and the error distributions are not ligiied, the ART1 should be used.
Further studies of the effects of the covariaringcture on tests for interaction in
a repeated measures design could include investigdie results for an unstructured
covariance structure. Since our simulation resutgyest that ART1 performs better than
the ART2, there should be further research inteeffects of the naive alignment on the
model using Kroenecker product definitions anddtfiects of the naive alignment on the

works of Thompson (1991).
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A.1 THEOREMS
The following theorems were referenced in the paperare stated here for
clarification.
All the following are from Thompson and Amman (1989
Let | be the number of block3dthe number of treatments aNdhe number of
replications for a two-way layout.

Theorem 3.1 Let Sy be a linear rank statistic such that

Z Z z d 3 (R) where {dj} are arbitrary regression constants that are not
ijn ijn

i=1 j=1n=1
equal,ay is a rank score d®j,, andRj, is the rank of observatioX,. If the score

function ¢ has a bounded second derivative on (0,1), then

N

E(S, - HS)-X3> 2)'< @ N)YYY( d— &

i=1 j=1n=1 i=1 j=1n=1

and
E(S, )" < ANDY 23 ()
where
=2 33 d, [#(H () dF (%
and
Z, =333 (dy - d) < [[Wx= X,) - E(3JCHCY) dR( X
and
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and

H(X) = (13)*Y 3 F (%)

i=1 j=1
Theorem 3.2:Under the conditions of Theorem 3.1, for ar@ there exists a constant

K. such that

var(S,)> K max(d, - d) entails

mxax‘Pr(SN ~ E(S )< x/var(S))» @ (>¢)< P (3.6)

where® is the cdf of the standard normal distribution. Blssertation remains true if

var(&) is replaced by in (3.6). Also, |f222d2 is a bounded multiple of

i-1 j=ln=1 N

! J I . . . . -
ZZZ(dun —d)?, the asseration remains true iSgYis replaced in (3.6) by, .

i=1 j=1n=1
Theorem 3.3:Let Sy be a linear rank statistic such that the scoretfon ¢ has a

bounded second derivative and the constatitg flo not depend on or N; that is,dj, =

dj (1<n< N, I<i<l, K j<I). If lim iaz > 0, then
N-—>» N N

d d

(Su— EGY)/on — N(0,1) and & —pn)/on — N(O,1).

1
Proof from Thompson: lim — o > 0 implies thate, — <o as N — oo. As shown

N

in (5.6) of Hajek (1968)‘0n -, /Var(sN) < dl. Sincemaxidijn - a|does

not depend on N, then bodh), — o andvar(S ) — o asN — . Hence
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var(S, ) > K max(d, - d ) holds for all N sufficiently large and the desiredult

follows from Theorem 3.2.

Theorem 4.1:1f ¢ is a score function that is not constant a.e. véipect to a measure

induced byF; for some, theng? = lim N 'c?(j)>0 and

@ (S,()- E(S( )/ o, )—> NO,1)
(0) (S, () -, (D)o, ())—>N(0,2)

and  (©ONS, (i )= [#(H,(x)dF(¥

where the limits are taken along a sequence ofdritatternatives.

Theorem 5.3:Under the conditions of Theorem 41, (6, ) —>o.

2
1J-2)¢ ,» J-1 1 . . .
Note: o2 = X) dx— S, (i, wheregis a score function
Op 3 I¢ (X) 12 Z;[m w (1 l)} ¢

N

defined on (0,1) and, (i, j) = ZaM (Ry) » with a, (R;,) being defined as in Theorem 3.1
n=1

Proof from Thompson:

1(J-1)

2
1 J-1 1
D, (6,) = ‘(R)|-—— —————S,( i
W) J [IJ(N—l)Zi:'Z;aM( "”)} J ijL/N(N-l) St D}

1 -
Theorem 4.1 implies tha\/thN(l, J) converges in probability to
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mﬁjﬂm(x»dﬁm(ww( Hy( ) R ¥. Hence,

2
I T, I, ] converges In probapiiity 10
J T T AIN(N=2)

J—_li[wﬁ( H,(X)) dF(X]" . Next, note thap_ > > a’ (R )is a constant and
J = i jon

therefore invariant under the choice of hypothelmis,

[ ! PIPIIE (R, )} converges tel({]—_l)j¢2(x)dx and therefore,

IJ(N=1) 7 i »

1(J -1)
J

D,(6,) a7
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A.2 SAS CODE
The following code was written in SAS version 9.58d was used to run the

simulations described in Chapter 4.

A.2.1 NORMAL ERROR DISTRIBUTIONS, VARIANCE COMPONERNS

COVARIANCE STRUCTURE, NO MAIN EFFECTS

[**** This program will do the basic simulation: Mmal errors
/ and no main effects or interactions */

dm'log;clear;output;clear;'
optionsps=80 Is=120 nodate pagends

libnamemylib 'd:/datasets’

PROC PRINTTO log ="/logs/sim1lnew;
run;

PROC IML ;

Seed®;

[*Number of Treatments*/

trt=3;

[*Number of Subjects*/

subj=3;

/*Number of Repeated Measures*/
repmeass;

[*Number of total observations*/
n=trt*subj*repmeas;

[*Initial setup of data sets*/

replication=,

reps=J(r,replication);

observation=tl:n);
treatment=J(suld,1)@{1,2,3}@J(repmead,l);

61



subject={,2,3}@J(trt*repmeasl,1);
repmeasure=J(trt*sulij,l)@{1,2,3};

[*Value of the common mean*/

mu=0;

[*Matrix that is nx1 with common mean*/
mumatrix=mu*J(nl,1);

[*Treatment Effects*/

alphas={,0,0};

[*Matrix with nx1 treatment effects*/
alphamatrix=J(subj,l)@alphas@J(repmeagl);
[*Subject effects*/

taus={0,0,0};

[*Matrix with nx1 rep measure effects*/
taumatrix=J(trt*repmeas,l) @taus;
[*Interactions*/

alphatau=9,0,0,0,0,0,0,0,0};

[*Matrix with nx1 Interactions*/
alphataumatrix=J(repmeasgl) @alphatau;
[*Covariance matrix - VC right now, sigma2=1*/
Cov=I(3);

/*Block matrix with Cov trt*subj*/
BCov=Block(Cov,Cov,Cov,Cov,Cov,Cov,Cov,Cov,Cov);
[*Choleski Root*/

T=Root(BCov);

[*Initialize X matrix for observations - nx1*/
X=J(NRow(BCov)1,Seed);

X=Rannor(X);

rmerror=J(trt*subjl,1);
rmerror=Rannor(rmerror);
dmatrix=rmerror@J(repmedsl);

[*Matrix with observations*/
Y=T*X + mumatrix + alphamatrix + taumatrix + alplaaimatrix + T*dmatrix;

CreateXdata from X;
appendrom X;
CloseXdata;

CreateNormalData From Y;
appendrom Y;
CloseNormalData;

createDatal var { observation reps subject treatmennegsure Y dmatrix X};

append
CloseDatal;
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[*Replication*/

DO replication =2 to 1000Q
reps=J(ni,replication);

[*Initialize X matrix for observations - nx1*/
X=J(NRow(BCov)1,Seed);

X=Rannor(X);

rmerror=J(trt*subjl,1);
rmerror=Rannor(rmerror);
dmatrix=rmerror@J(repmedsl);

[*Matrix with observations*/

Y=T*X + mumatrix + alphamatrix + taumatrix + alplaimatrix + dmatrix;

edit Xdata;
appendrom X;
CloseXdata;

edit NormalData;
appendrom Y;
CloseNormalData;

edit Datal;

appendvar { observation reps subject treatment repmeagumatrix X};
CloseDatal;

end

Proc Printto print ='/simulations/mixedinfohew;
run;

TITLE 'Regular Datg'
run;

[*Mixed analysis on regular data*/

PROC MIXED DATA=DatalNOINFONOITPRINT;
BY reps;

CLASStreatment subject repmeasure;
odsoutputTests3=Tests;

Modely = treatment|repmeasureutp=predicted;
Randomsubject(treatment)G;

Repeated type=vc sub=subject(treatmentjcorr;

[*Interaction Test*/

DATA Dataz2;

SET Tests;

IF Effect ="TREATMENT' THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
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IF ProbF >0.05ThenReject =0;
ElseReject =1;

[*'Main Effect’ Test*/

DATA Datas;

SET Tests;

IF Effect = TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT" and ProbF 6.05THEN RejectTrt5);

ELSEIF Effect =" TREATMENT' and ProbF <£.05THEN RejectTrt4,
IF Effect ="REPMEASUREand ProbF 8.05THEN RejectRM=;
ELSEIF Effect ='REPMEASUREand ProbF <£f.05THEN RejectRM44

proc printto log ='/logs/sim1;
run;

TITLE 'Ranked Data'
run;

[*Rank the data*/
DATA DataR1;
SETDatal;

PROC SORT DATA=DataR1;
BY reps treatment subject repmeasure;

Proc Rank Out=DataR1Rank;
By reps;

Vary;

RanksRankY;

Proc Sort Data=DataR1Rank;
By reps treatment subject repmeasure;

Proc Printto print ='/simulations/mixedinfo’
run;

/*Analysis on Ranked Data*/

PROC MIXED DATA=DataR1RankNOINFO NOITPRINT;
BY reps;

CLASS treatment subject repmeasure;
odsoutputTests3=TestsRank;

Model RankY = treatment|repmeasure@utp=predictedrank;
Randomsubject(treatment);

Repeated type=vc sub=subject(treatmentjcorr,
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[*Interaction Test*/

DATA DataR2,

SET TestsRank;

IF Effect ="TREATMENT' THEN DELETE;
IF Effect ='"REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1;

/*'Main Effect’ Test*/

DATA DataR3;

SET TestsRank;

IF Effect =" TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT"and ProbF 6.05THEN RejectTrt%);

ELSEIF Effect =" TREATMENT" and ProbF <£.05THEN RejectTrt4,
IF Effect ="REPMEASUREand ProbF 6.05THEN RejectRM=%);
ELSEIF Effect ="REPMEASUREand ProbF <£f.05THEN RejectRM4

proc printto log ="/logs/siml;
run;

[*Align based on Higgins and Tashtoush*/
PROC SORT DATA=Datal;
BY reps treatment subject repmeasure;

TITLE 'Aligned Data - H&T;
run;

/*Get Residuals from the data*/

PROC GLM DATA=DatalNOPRINT;

BY reps;

CLASStreatment subject repmeasure;
Modely = treatment*subject repmeasure;
OUTPUTOUT=DataA2 R=AlignResid;

Proc Printto print =/simulations/residualsiew;
run;

PROC PRINT DATA=dataA2;
run;

Proc Printto log ='/logs/sim1;
run;

PROC SORT;
By reps treatment subject;
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[*Rank residuals*/

PROC RANK OUT=DataA3;
By reps;

Var AlignResid;

ranksARY;

Proc Printto print ='/simulations/mixedinfo’
run;

/*Mixed analysis on Aligned data */

PROC MIXED DATA=DataA3;

BY reps;

CLASStreatment subject repmeasure;
odsoutputTests3=TestsAlign;

Model ARY = treatment|repmeasureutp=predictedalign;
Randomsubject(treatment);

Repeated type=vc sub=subject(treatmentjcorr;

[*Interaction Test*/

DATA DataA4,

SET TestsAlign;

IF Effect ="TREATMENT THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1;

[*Main Effect’ Test*/

DATA DataA5;

SET TestsAlign;

IF Effect = TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT' and ProbF 6.05THEN RejectTrt5);

ELSEIF Effect =" TREATMENT' and ProbF <£.05THEN RejectTrt4,
IF Effect ="REPMEASUREand ProbF 8.05THEN RejectRM=;
ELSEIF Effect ='REPMEASUREand ProbF <£f.05THEN RejectRM44
run;

proc printto log ="/logs/siml;

run;

[*Align based on Residuals*/
PROC SORT DATA=Datal,;
BY reps treatment subject repmeasure;

TITLE 'Aligned Data - Residuals'
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run;

[*Get Residuals from the data*/

PROC GLM DATA=DatalNOPRINT;

BY reps;

CLASStreatment subject repmeasure;
Modely = treatment subject repmeasure;
OUTPUTOUT=DataA22 R=AlignResid2;

Proc Printto print ='/simulations/residualsiew;
run;

PROC PRINT DATA=dataA22;
run;

Proc Printto log ='/logs/sim1;
run;

PROC SORT;
By reps treatment subject;

[*Rank residuals*/

PROC RANK OUT=DataA23;
By reps;

Var AlignResid2;

ranksARY;

Proc Printto print ='/simulations/mixedinfo’
run;

[*Mixed analysis on Aligned data */

PROC MIXED DATA=DataA23;

BY reps;

CLASStreatment subject repmeasure;
odsoutputTests3=TestsAlign2;

Model ARY = treatment|repmeasureutp=predictedalign?2;
Randomsubject(treatment);

Repeated type=vc sub=subject(treatmentjcorr;

[*Interaction Test*/

DATA DataA24,

SET TestsAlign2;

IF Effect ="TREATMENT THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1,
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[*Main Effect’ Test*/

DATA DataA25;

SET TestsAlign2;

IF Effect ="TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT' and ProbF 6.05THEN RejectTrt5);

ELSEIF Effect ='"TREATMENT' and ProbF <9.05THEN RejectTrt;
IF Effect =" REPMEASUREand ProbF 6.05THEN RejectRM%;
ELSEIF Effect ="REPMEASUREand ProbF <£8.05THEN RejectRM4;
run;

proc printto log ="/logs/siml;
run;

Proc Printto print = '/simulations/simoutputiew;
run;

Proc Print Data=Data2;
TITLE 'Original Data - Interaction'
SumReject;

Proc Print Data=Data3;
TITLE 'Original Data - No Interaction'
SumRejectTrt RejectRM;

Proc Print DateeDataR2;
Title 'Fit Statistics for Ranked Daja’
SumReject;

Proc Print DateeDataR3;
Title 'Test Info for Ranked Data'
SumRejectTrt RejectRM;

Proc Print Data=DataA24;
Title 'Fit Statistics for Aligned Data - Residuals’
SumReject;

Proc Print Data=DataA25;
Title 'Test Info for Aligned Data - Residuals'
SumRejectTrt RejectRM;

Proc Print DateeDataA4;

Title 'Fit Statistics for Aligned Data - H&T'
SumReject;
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Proc Print Data=DataAb5;
Title 'Test Info for Aligned Data - H&T"
SumRejectTrt RejectRM;

proc printto ;

DATA mylib.Datal,
SET Datal;

run;

quit;
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A.2.2 NORMAL ERROR DISTRIBUTIONS, COMPOUND SYMMETRI

COVARIANCE STRUCTURE, NO MAIN EFFECTS

[**** This program will do the basic simulation: Mimal errors
/ and no main effects or interactions - CS Covaeafi

dm'log;clear;output;clear;'
optionsps=80 Is=120 nodate pagends

libnamemylib 'd:/datasets’

PROC PRINTTO log ="/logs/sim1CShew;
run;

PROC IML ;

Seed=0;

[*Number of Treatments*/

trt=3;

[*Number of Subjects*/

subj=3;

/*Number of Repeated Measures*/
repmeass;

[*Number of total observations*/
n=trt*subj*repmeas;

[*Initial setup of data sets*/

replication=,

reps=J(r,replication);

observation=tl:n);
treatment=J(subj,1)@{1,2,3}@J(repmead,l);
subject={l,2,3}@J(trt*repmeasl,1);
repmeasure=J(trt*sulijl)@{1,2,3};

[*Value of the common mean*/

mu=0;

[*Matrix that is nx1 with common mean*/
mumatrix=mu*J(nl,1);

[*Treatment Effects*/

alphas={,0,0};

[*Matrix with nx1 treatment effects*/
alphamatrix=J(sulbl,l)@alphas@J(repmeasgl);
/*Subject effects*/

taus={0,0,0};

[*Matrix with nx1 subject effects*/
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taumatrix=J(trt*repmeas,l) @taus;

[*Interactions*/

alphatau=,0,0,0,0,0,0,0,0};

[*Matrix with nx1 Interactions*/
alphataumatrix=J(repmeagl) @alphatau;

[*Covariance matrix - Compound Symmetric - sigmad2sigmal”2=4*/
[* Values of sigma chosen to get a positive dedimiatrix */
Cov={1344,4134,4413};

/*Block matrix with Cov trt*subj*/
BCov=Block(Cov,Cov,Cov,Cov,Cov,Cov,Cov,Cov,Cov);
BCov=(1/13)*BCov;

[*Choleski Root*/

T=Root(BCov);

[*Initialize X matrix for observations - nx1*/
X=J(NRow(BCov)1,Seed);

X=Rannor(X);

rmerror=J(trt*subjl,1);

rmerror=Rannor(rmerror);
dmatrix=rmerror@J(repmedsl);

[*Matrix with observations*/
Y=T*X + mumatrix + alphamatrix + taumatrix + alplaimatrix + dmatrix;

CreateXdataCs from X;
appendrom X;
CloseXdataCs;

CreateNormalDataCS From Y;
appendrom Y;
CloseNormalDataCS;

createDatalCS var { observation reps subject treatmggmneasure Y dmatrix X};
append
CloseDatalCs;

[*Replication*/

DO replication =2 to 1000Q
reps=J(ri,replication);

[*Initialize X matrix for observations - nx1*/
X=J(NRow(BCov)1,Seed);

X=Rannor(X);

rmerror=J(trt*subjl,1);
rmerror=Rannor(rmerror);
dmatrix=rmerror@J(repmedsl);

[*Matrix with observations*/
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Y=T*X + mumatrix + alphamatrix + taumatrix + alplaaimatrix + dmatrix;

edit XdataCs;
appendrom X;
CloseXdataCS;

edit NormalDataCsS;
appendrom Y;
CloseNormalDataCS:;

edit DatalCsS;

appendvar { observation reps subject treatment repmeagwtmatrix X};
CloseDatalCs;

end

Proc printto print ='/simulations/mixedinfoCSiew;
run;

TITLE 'Regular Datg'
run;

[*Mixed analysis on regular data*/

PROC MIXED DATA=DatalCSNOINFO NOITPRINT;
BY reps;

CLASStreatment subject repmeasure;
odsoutputTests3=TestsCS;

Model y = treatment|repmeasureutp=predicted;
Randomsubject(treatment)G;

Repeated type=cs sub=subject(treatmemticorr,

[*Interaction Test*/

DATA Data2Cs;

SET TestsCS;

IF Effect =" TREATMENT' THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1;

[*'Main Effect' Test*/

DATA Data3CS;

SET TestsCS;

IF Effect ="TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT' and ProbF 6.05THEN RejectTrt5);
ELSEIF Effect ="TREATMENT' and ProbF <9.05THEN RejectTrt;
IF Effect =" REPMEASUREand ProbF 6.05THEN RejectRM);
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ELSEIF Effect ="REPMEASURE@and ProbF <9.05THEN RejectRM<,

proc printto log ='/logs/sim1CS’
run;

TITLE 'Ranked Data’
run;

/*Rank the data*/
DATA DataR1CS;
SETDatalCs;

PROC SORT DATA=DataR1CS;
BY reps treatment subject repmeasure;

Proc Rank Out=DataR1RankCS;
By reps;

Vary;

RanksRankY;

Proc Sort Data=DataR1RankCS;
By reps treatment subject repmeasure;

Proc printto print ='/simulations/mixedinfoCS'
run;

/*Analysis on Ranked Data*/

PROC MIXED DATA=DataR1RankCSIOINFO NOITPRINT,
BY reps;

CLASS treatment subject repmeasure;
odsoutputTests3=TestsRankCS;

Model RankY = treatment|repmeasure@utp=predictedrank;
Randomsubiject(treatment);

Repeated type=cs sub=subject(treatmemt)corr;

[*Interaction Test*/

DATA DataR2CS;

SET TestsRankCS;

IF Effect ="TREATMENT' THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1,

[*'Main Effect' Test*/
DATA DataR3CS;
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SET TestsRankCS;

IF Effect =TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT"and ProbF 6.05THEN RejectTrt%);

ELSEIF Effect =" TREATMENT" and ProbF <£.05THEN RejectTrt4,
IF Effect =" REPMEASUREand ProbF §.05THEN RejectRM=;
ELSEIF Effect ="REPMEASUREand ProbF <£f.05THEN RejectRM4

proc printto log ='/logs/sim1CS’
run;

[*Align based on Higgins and Tashtoush*/
PROC SORT DATA=DatalCs;
BY reps treatment subject repmeasure;

TITLE 'Aligned Data - H&T;
run;

/*Get Residuals from the data*/

PROC GLM DATA=DatalCSNOPRINT;
BY reps;

CLASStreatment subject repmeasure;
Modely = treatment*subject repmeasure;
OUTPUTOUT=DataA2CS R=AlignResid;

Proc printto print ='/simulations/residualsC#&ew;
run;

PROC PRINT DATA=dataA2CS;
run;

Proc Printto log ="/logs/sim1CS’
run;

PROC SORT;
By reps treatment subject;

[*Rank residuals*/

PROC RANK OUT=DataA3CS;
By reps;

Var AlignResid;

ranksARY;

Proc printto print ='/simulations/mixedinfoCS'
run;
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/*Mixed analysis on Aligned data */

PROC MIXED DATA=DataA3CS;

BY reps;

CLASStreatment subject repmeasure;
odsoutputTests3=TestsAlignCS,;

Model ARY = treatment|repmeasureutp=predictedalign;
Randomsubject(treatment)G;

Repeated type=cs sub=subject(treatmemtjcorr,

[*Interaction Test*/

DATA DataA4CS;

SET TestsAlignCs;

IF Effect ="TREATMENT  THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1,

[*'Main Effect’ Test*/

DATA DataA5CS;

SET TestsAlignCs;

IF Effect = TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT' and ProbF 6.05THEN RejectTrt5);

ELSEIF Effect =" TREATMENT' and ProbF <£.05THEN RejectTrt4,
IF Effect ="REPMEASUREand ProbF 8.05THEN RejectRM=;
ELSEIF Effect ='REPMEASUREand ProbF <£f.05THEN RejectRM44
run;

proc printto log ='/logs/sim1CS’
run;

[*Align based on Residuals*/
PROC SORT DATA=DatalCs;
BY reps treatment subject repmeasure;

TITLE 'Aligned Data - Residuals'
run;

/*Get Residuals from the data*/

PROC GLM DATA=DatalCSNOPRINT;

BY reps;

CLASStreatment subject repmeasure;
Modely = treatment subject repmeasure;
OUTPUTOUT=DataA22CS R=AlignResid2;

Proc printto print ='/simulations/residualsC#&ew;
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run;

PROC PRINT DATA=dataA22CS,;
run;

Proc Printto log ='/logs/sim1CS’
run;

PROC SORT;
By reps treatment subject;

[*Rank residuals*/

PROC RANK OUT=DataA23CS;
By reps;

Var AlignResid2;

ranksARY;

Proc printto print ='/simulations/mixedinfoCS'
run;

[*Mixed analysis on Aligned data */

PROC MIXED DATA=DataA23CS;

BY reps;

CLASStreatment subject repmeasure;
odsoutputTests3=TestsAlign2CS,;

Model ARY = treatment|repmeasureutp=predictedalign2;
Randomsubject(treatment)G;

Repeated type=cs sub=subject(treatmemticorr,

[*Interaction Test*/

DATA DataA24CS;

SET TestsAlign2CSs;

IF Effect ="TREATMENT  THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1,

[*Main Effect' Test*/

DATA DataA25CS;

SET TestsAlign2CSs;

IF Effect = TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT' and ProbF 6.05THEN RejectTrt5);

ELSEIF Effect =" TREATMENT' and ProbF <£.05THEN RejectTrtZ,
IF Effect ="REPMEASUREand ProbF 8.05THEN RejectRM=;
ELSEIF Effect ='REPMEASUREand ProbF <£f.05THEN RejectRM4
run;
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proc printto log ='/logs/sim1CS’
run;

Proc printto print ='/simulations/simoutputC®ew;
run;

Proc Print Data=Data2CS;
TITLE 'Original Data - Interaction'
SumReject;

Proc Print Data=Data3CS;
TITLE 'Original Data - No Interaction'
SumRejectTrt RejectRM;

Proc Print DateeDataR2CS;
Title 'Fit Statistics for Ranked Daja'
SumReject;

Proc Print DateeDataR3CS;
Title 'Test Info for Ranked Data'
SumRejectTrt RejectRM;

Proc Print Data=DataA24CS;
Title 'Fit Statistics for Aligned Data - Residuals
SumReject;

Proc Print Data=DataA25CS;
Title 'Test Info for Aligned Data - Residuals'
SumRejectTrt RejectRM;

Proc Print Data=DataA4CS;
Title 'Fit Statistics for Aligned Data - H&T'
SumReject;

Proc Print Data=DataA5CS;
Title 'Test Info for Aligned Data - H&T"
SumRejectTrt RejectRM;

proc printto ;
DATA mylib.DatalCs;
SETDatalCs;

run;
quit;
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A.2.3 NORMAL ERROR DISTRIBUTIONS, AUTOREGRESSIVE GARIANCE

STRUCTUREp=0.75, NO MAIN EFFECTS

[**** This program will do the basic simulation: Mimal errors
/ and no main effects or interactions - AR(1) Caace*/

dm'log;clear;output;clear;'
optionsps=80 Is=120 nodate pagends

libnamemylib 'd:/datasets’

PROC PRINTTO log ="/logs/sim1AR'new;
run;

PROC IML ;

Seed=0;

[*Number of Treatments*/

trt=3;

[*Number of Subjects*/

subj=3;

/*Number of Repeated Measures*/
repmeass;

[*Number of total observations*/
n=trt*subj*repmeas;

[*Initial setup of data sets*/

replication=,

reps=J(r,replication);

observation=tl:n);
treatment=J(subj,1)@{1,2,3}@J(repmead,l);
subject={l,2,3}@J(trt*repmeasl,1);
repmeasure=J(trt*sulij 1) @{1,2,3};

[*Value of the common mean*/

mu=0;

[*Matrix that is nx1 with common mean*/
mumatrix=mu*J(nl,1);

[*Treatment Effects*/

alphas={,0,0};

[*Matrix with nx1 treatment effects*/
alphamatrix=J(subl,1l)@alphas@J(repmeasgl);
[*rep measure effects*/

taus={0,0,0};

[*Matrix with nx1 rep measure effects*/
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taumatrix=J(trt*repmeas,l) @taus;

[*Interactions*/

alphatau=,0,0,0,0,0,0,0,0};

[*Matrix with nx1 Interactions*/
alphataumatrix=J(repmeagl) @alphatau;
[*Covariance matrix - AR(1) - sigma”2=1, rho = 075
Cov={10.750.56250.7510.75 0.56250.751};
/*Block matrix with Cov trt*subj*/
BCov=Block(Cov,Cov,Cov,Cov,Cov,Cov,Cov,Cov,Cov);
BCov2=IQ)@Cov;

/*Choleski Root*/

T=Root(BCov);

[*Initialize X matrix for observations - nx1*/
X=J(NRow(BCov)1,Seed);

X=Rannor(X);

rmerror=J(trt*subjl,1);

rmerror=Rannor(rmerror);
dmatrix=rmerror@J(repmedsl);

[*Matrix with observations*/
Y=T*X + mumatrix + alphamatrix + taumatrix + alplaaimatrix + T*dmatrix;

CreateXdataAR from X;
appendrom X;
CloseXdataAR,;

CreateNormalDataAR From Y;
appendrom Y;
CloseNormalDataAR;

createDatalAR var { observation reps subject treatmeptrreasure Y dmatrix X};
append
CloseDatalAR,;

[*Replication*/

DO replication =2 to 1000Q
reps=J(ni,replication);

[*Initialize X matrix for observations - nx1*/
X=J(NRow(BCov)1,Seed);

X=Rannor(X);

rmerror=J(trt*subjl,1);
rmerror=Rannor(rmerror);
dmatrix=rmerror@J(repmedsl);

[*Matrix with observations*/

Y=T*X + mumatrix + alphamatrix + taumatrix + alplaimatrix + dmatrix;
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edit XdataAR;
appendrom X;
CloseXdataAR;

edit NormalDataAR;
appendrom Y;
CloseNormalDataAR;

edit DatalAR,;

appendvar { observation reps subject treatment repmeagumatrix X};
CloseDatalAR;

end

Proc printto print ='/simulations/mixedinfoARhew;
run;

TITLE 'Regular Data'
run;

[*Mixed analysis on regular data*/

PROC MIXED DATA=DatalARNOINFONOITPRINT;
BY reps;

CLASS treatment subject repmeasure;
odsoutputTests3=TestsAR;

Modely = treatment|repmeasureutp=predicted;
Randomsubject(treatment)G;

Repeated type=ar(l) sub=subject(treatmentycorr,

[*Interaction Test*/

DATA Data2AR;

SET TestsAR,;

IF Effect ="TREATMENT' THEN DELETE;
IF Effect ='"REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1;

[*Main Effect' Test*/

DATA Data3AR;

SET TestsAR,;

IF Effect =" TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT" and ProbF 6.05THEN RejectTrt%);

ELSEIF Effect =" TREATMENT" and ProbF <£.05THEN RejectTrt4,
IF Effect =" REPMEASUREand ProbF §.05THEN RejectRM=;
ELSEIF Effect ="REPMEASUREand ProbF <£f.05THEN RejectRM4,
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proc printto log ='/logs/simlAR/
run;

TITLE 'Ranked Data'
run;

/*Rank the data*/
DATA DataR1AR;
SETDatalAR;

PROC SORT DATA=DataR1AR;
BY reps treatment subject repmeasure;

Proc Rank Out=DataR1RankAR;
By reps;

Var,

RanksRankY;

Proc Sort Date=DataR1RankAR;
By reps treatment subject repmeasure;

Proc printto print ='/simulations/mixedinfoAR'
run;

/*Analysis on Ranked Data*/

PROC MIXED DATA=DataR1RankARNOINFO NOITPRINT;
BY reps;

CLASStreatment subject repmeasure;
odsoutputTests3=TestsRankAR,;

Model RankY = treatment|repmeasureutp=predictedrank;
Randomsubject(treatment)@;

Repeated type=ar(l) sub=subject(treatmentycorr;

[*Interaction Test*/

DATA DataR2AR;

SET TestsRankAR,;

IF Effect =" TREATMENT' THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1;

/[*'Main Effect' Test*/

DATA DataR3AR;
SET TestsRankAR;
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IF Effect = TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT" and ProbF 6.05THEN RejectTrt5);

ELSEIF Effect =" TREATMENT' and ProbF <£.05THEN RejectTrtZ,
IF Effect ="REPMEASUREand ProbF 8.05THEN RejectRM=;
ELSEIF Effect ='REPMEASUREand ProbF <£f.05THEN RejectRM44

proc printto log = '/logs/sim1AR/
run;

[*Align based on Higgins and Tashtoush*/
PROC SORT DATA=DatalAR;
BY reps treatment subject repmeasure;

TITLE 'Aligned Data - H&T;
run;

[*Get Residuals from the data*/

PROC GLM DATA=DatalARNOPRINT;
BY reps;

CLASS treatment subject repmeasure;
Modely = treatment*subject repmeasure;
OUTPUTOUT=DataA2AR R=AlignResid;

Proc printto print ='/simulations/residualsARiew;
run;

PROC PRINT DATA=dataA2AR;
run;

Proc Printto log = '/logs/sim1AR/
run;

PROC SORT;
By reps treatment subject;

[*Rank residuals*/

PROC RANK OUT=DataA3AR;
By reps;

Var AlignResid;

ranksARY:;

Proc printto print ='/simulations/mixedinfoAR'
run;

[*Mixed analysis on Aligned data */
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PROC MIXED DATA=DataA3AR,;

BY reps;

CLASS treatment subject repmeasure;
odsoutputTests3=TestsAlignAR,;

Model ARY = treatment|repmeasureutp=predictedalign;
Randomsubject(treatment)G;

Repeated type=ar(l) sub=subject(treatmentycorr,

[*Interaction Test*/

DATA DataA4AR;

SET TestsAlignAR;

IF Effect = TREATMENT THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1,

[*Main Effect’ Test*/

DATA DataA5AR,;

SET TestsAlignAR;

IF Effect = TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT"and ProbF 6.05THEN RejectTrt%);

ELSEIF Effect =" TREATMENT" and ProbF <£.05THEN RejectTrt4,
IF Effect ="REPMEASUREand ProbF 6.05THEN RejectRM=%);
ELSEIF Effect ="REPMEASUREand ProbF <£f.05THEN RejectRM4
run;

proc printto log = '/logs/sim1AR/
run;

[*Align based on Residuals*/
PROC SORT DATA=DatalAR;
BY reps treatment subject repmeasure;

TITLE 'Aligned Data - Residuals'
run;

[*Get Residuals from the data*/

PROC GLM DATA=DatalARNOPRINT;
BY reps;

CLASS treatment subject repmeasure;
Modely = treatment subject repmeasure;
OUTPUTOUT=DataA22AR R=AlignResid2;

Proc printto print ='/simulations/residualsARiew;
run;
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PROC PRINT DATA=dataA22AR;
run;

Proc Printto log = '/logs/sim1AR/
run;

PROC SORT;
By reps treatment subject;

[*Rank residuals*/

PROC RANK OUT=DataA23AR;
By reps;

Var AlignResid2;

ranksARY:;

Proc printto print ='/simulations/mixedinfoAR'
run;

[*Mixed analysis on Aligned data */

PROC MIXED DATA=DataA23AR,;

BY reps;

CLASS treatment subject repmeasure;
odsoutputTests3=TestsAlign2AR,;

Model ARY = treatment|repmeasureutp=predictedalign2;
Repeated type=ar(l) sub=subject(treatmentycorr;

[*Interaction Test*/

DATA DataA24AR;

SET TestsAlign2AR;

IF Effect ="TREATMENT  THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1;

[*Main Effect’ Test*/

DATA DataA25AR;

SET TestsAlign2AR;

IF Effect ="TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT" and ProbF 6.05THEN RejectTrt5);

ELSEIF Effect ="TREATMENT' and ProbF <9.05THEN RejectTrt;
IF Effect =" REPMEASUREand ProbF 6.05THEN RejectRM%;
ELSEIF Effect ="REPMEASUREand ProbF <£8.05THEN RejectRM4,
run;

proc printto log ='/logs/simlAR/
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run;

Proc printto print ='/simulations/simoutputARiew;
run;

Proc Print Data=Data2AR;
TITLE 'Original Data - Interaction'
SumReject;

Proc Print Data=Data3AR;
TITLE 'Original Data - No Interaction'
SumRejectTrt RejectRM;

Proc Print DateeDataR2AR;
Title 'Fit Statistics for Ranked Daja'
SumReject;

Proc Print DateeDataR3AR;
Title 'Test Info for Ranked Data'
SumRejectTrt RejectRM;

Proc Print Data=DataA24AR;
Title 'Fit Statistics for Aligned Data - Residuals
SumReject;

Proc Print Data=DataA25AR;
Title 'Test Info for Aligned Data - Residuals'
SumRejectTrt RejectRM;

Proc Print Data=DataA4AR,;
Title 'Fit Statistics for Aligned Data - H&T'
SumReject;

Proc Print Data=DataA5AR;
Title 'Test Info for Aligned Data - H&T"
SumRejectTrt RejectRM;

proc printto ;
DATA mylib.DatalAR;
SETDatalAR,;

run;
quit;
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A.2.4 NORMAL ERROR DISTRIBUTIONS, AUTOREGRESSIVE GARIANCE

STRUCTUREp=0.5, NO MAIN EFFECTS

[**** This program will do the basic simulation: Mimal errors
/ and no main effects or interactions - AR2(1) Gace*/

dm'log;clear;output;clear;'
optionsps=80 Is=120 nodate pagends

libnamemylib 'd:/datasets’

PROC PRINTTO log ="/logs/sim1AR2new;
run;

PROC IML ;

Seed=0;

[*Number of Treatments*/

trt=3;

[*Number of Subjects*/

subj=3;

/*Number of Repeated Measures*/
repmeass;

[*Number of total observations*/
n=trt*subj*repmeas;

[*Initial setup of data sets*/

replication=,

reps=J(r,replication);

observation=tl:n);
treatment=J(subj,1)@{1,2,3}@J(repmead,l);
subject={l,2,3}@J(trt*repmeasl,1);
repmeasure=J(trt*sulij 1) @{1,2,3};

[*Value of the common mean*/

mu=0;

[*Matrix that is nx1 with common mean*/
mumatrix=mu*J(nl,1);

[*Treatment Effects*/

alphas={,0,0};

[*Matrix with nx1 treatment effects*/
alphamatrix=J(subl,1l)@alphas@J(repmeasgl);
[*rep measure effects*/

taus={0,0,0};

[*Matrix with nx1 rep measure effects*/
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taumatrix=J(trt*repmeas,l) @taus;

[*Interactions*/

alphatau=,0,0,0,0,0,0,0,0};

[*Matrix with nx1 Interactions*/
alphataumatrix=J(repmeagl) @alphatau;
[*Covariance matrix - AR2(1) - sigma”2=1, rho =7
Cov={10.50.250.510.5,0.250.51};

/*Block matrix with Cov trt*subj*/
BCov=Block(Cov,Cov,Cov,Cov,Cov,Cov,Cov,Cov,CoV);
[*Choleski Root*/

T=Root(BCov);

[*Initialize X matrix for observations - nx1*/
X=J(NRow(BCov)1,Seed);

X=Rannor(X);

rmerror=J(trt*subjl,1);

rmerror=Rannor(rmerror);
dmatrix=rmerror@J(repmedsl);

[*Matrix with observations*/
Y=T*X + mumatrix + alphamatrix + taumatrix + alplaimatrix + T*dmatrix;

CreateXdataAR2 from X;
appendrom X;
CloseXdataAR2;

CreateNormalDataAR2 From Y;
appendrom Y;
CloseNormalDataAR2;

createDatalAR2 var { observation reps subject treatmepteasure Y dmatrix X};
append
CloseDatalAR2;

[*Replication*/

DO replication =2 to 1000Q
reps=J(rl,replication);

[*Initialize X matrix for observations - nx1*/
X=J(NRow(BCov)1,Seed);

X=Rannor(X);

rmerror=J(trt*subjl,1);
rmerror=Rannor(rmerror);
dmatrix=rmerror@J(repmedsl);

[*Matrix with observations*/

Y=T*X + mumatrix + alphamatrix + taumatrix + alplaaimatrix + dmatrix;
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edit XdataAR2,;
appendrom X;
CloseXdataARZ2;

edit NormalDataAR2;
appendrom Y;
CloseNormalDataAR2;

editDatalAR2;

appendvar { observation reps subject treatment repmeaguwtmatrix X};
CloseDatalAR2;

end

Proc printto print ='/simulations/mixedinfoAR2\ew;
run;

TITLE 'Regular Data'
run;

[*Mixed analysis on regular data*/

PROC MIXED DATA=DatalAR2NOINFO NOITPRINT;
BY reps;

CLASS treatment subject repmeasure;
odsoutputTests3=TestsAR2,;

Modely = treatment|repmeasureutp=predicted;
Randomsubject(treatment)G;

Repeated type=ar(l) sub=subject(treatmentycorr,

[*Interaction Test*/

DATA Data2AR2;

SET TestsAR2;

IF Effect ="TREATMENT' THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1,

[*Main Effect’ Test*/

DATA Data3AR2;

SET TestsARZ,;

IF Effect =" TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT" and ProbF 6.05THEN RejectTrt%);

ELSEIF Effect =" TREATMENT" and ProbF <£.05THEN RejectTrt4,
IF Effect =" REPMEASUREand ProbF §.05THEN RejectRM=;
ELSEIF Effect ="REPMEASUREand ProbF <£f.05THEN RejectRM4

proc printto log ='/logs/sim1AR2'
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run;

TITLE 'Ranked Data’
run;

/*Rank the data*/
DATA DataR1AR2;
SETDatalAR2;

PROC SORT DATA=DataR1AR2;
BY reps treatment subject repmeasure;

Proc Rank Out=DataR1RankAR?2;
By reps;

Vary;

RanksRankY;

Proc Sort Data=DataR1RankAR?2;
By reps treatment subject repmeasure;

Proc printto print ='/simulations/mixedinfoAR2'
run;

/*Analysis on Ranked Data*/

PROC MIXED DATA=DataR1RankARXNOINFO NOITPRINT;
BY reps;

CLASStreatment subject repmeasure;
odsoutputTests3=TestsRankAR2;

Model RankY = treatment|repmeasureutp=predictedrank;
Randomsubject(treatment)@;

Repeated type=ar(l) sub=subject(treatmentycorr;

[*Interaction Test*/

DATA DataR2AR?Z;

SET TestsRankAR2;

IF Effect =" TREATMENT' THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1;

/[*'Main Effect' Test*/

DATA DataR3AR2;
SET TestsRankAR2;
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IF Effect = TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT" and ProbF 6.05THEN RejectTrt5);

ELSEIF Effect =" TREATMENT' and ProbF <£.05THEN RejectTrt4,
IF Effect ="REPMEASUREand ProbF 8.05THEN RejectRM=;
ELSEIF Effect ='REPMEASUREand ProbF <£f.05THEN RejectRM44

proc printto log ='/logs/sim1AR2'
run;

[*Align based on Higgins and Tashtoush*/
PROC SORT DATA=DatalAR2;
BY reps treatment subject repmeasure;

TITLE 'Aligned Data - H&T;
run;

[*Get Residuals from the data*/

PROC GLM DATA=DatalAR2NOPRINT,
BY reps;

CLASS treatment subject repmeasure;
Modely = treatment*subject repmeasure;
OUTPUTOUT=DataA2AR2 R=AlignResid;

Proc printto print ='/simulations/residualsARRew;
run;

PROC PRINT DATA=dataA2AR2;
run;

Proc Printto log ='/logs/sim1AR2'
run;

PROC SORT;
By reps treatment subject;

[*Rank residuals*/

PROC RANK OUT=DataA3AR2;
By reps;

Var AlignResid;

ranksAR2Y;

Proc printto print ='/simulations/mixedinfoAR2'
run;
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/*Mixed analysis on Aligned data */

PROC MIXED DATA=DataA3AR2;

BY reps;

CLASStreatment subject repmeasure;
odsoutputTests3=TestsAlignAR2;

Model AR2Y = treatment|repmeasureutp=predictedalign;
Randomsubject(treatment)@;

Repeated type=ar(l) sub=subject(treatmentycorr

[*Interaction Test*/

DATA DataA4AR?2;

SET TestsAlignAR2;

IF Effect ="TREATMENT  THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1,

[*'Main Effect’ Test*/

DATA DataA5AR2;

SET TestsAlignAR2;

IF Effect = TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT' and ProbF 6.05THEN RejectTrt5);

ELSEIF Effect =" TREATMENT' and ProbF <£.05THEN RejectTrt4,
IF Effect ="REPMEASUREand ProbF 8.05THEN RejectRM=;
ELSEIF Effect ='REPMEASUREand ProbF <£f.05THEN RejectRM44
run;

proc printto log ="/logs/sim1AR2'
run;

[*Align based on Residuals*/
PROC SORT DATA=DatalAR?2;
BY reps treatment subject repmeasure;

TITLE 'Aligned Data - Residuals'
run;

/*Get Residuals from the data*/

PROC GLM DATA=DatalAR2NOPRINT,
BY reps;

CLASStreatment subject repmeasure;
Modely = treatment subject repmeasure;
OUTPUTOUT=DataA22AR2 R=AlignResid2;

Proc printto print ='/simulations/residualsARRew;
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run;

PROC PRINT DATA=dataA22AR2;
run;

Proc Printto log ='/logs/sim1AR2'
run;

PROC SORT;
By reps treatment subject;

[*Rank residuals*/

PROC RANK OUT=DataA23AR2;
By reps;

Var AlignResid2;

ranksAR2Y;

Proc printto print ='/simulations/mixedinfoAR2'
run;

[*Mixed analysis on Aligned data */

PROC MIXED DATA=DataA23AR2;

BY reps;

CLASS treatment subject repmeasure;
odsoutputTests3=TestsAlign2AR2;

Model AR2Y = treatment|repmeasureutp=predictedalign2;
Repeated type=ar(l) sub=subject(treatmentycorr;

[*Interaction Test*/

DATA DataA24AR2;

SET TestsAlign2AR2;

IF Effect ="TREATMENT  THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1,

[*Main Effect’ Test*/

DATA DataA25ARZ2;

SET TestsAlign2AR2;

IF Effect = TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT' and ProbF 6.05THEN RejectTrt5);

ELSEIF Effect =" TREATMENT' and ProbF <£.05THEN RejectTrtZ,
IF Effect ="REPMEASUREand ProbF 8.05THEN RejectRM=;
ELSEIF Effect ='REPMEASUREand ProbF <£f.05THEN RejectRM4
run;
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proc printto log ='/logs/sim1AR2'
run;

Proc printto print ='/simulations/simoutputAR2iew;
run;

Proc Print Data=Data2AR2;
TITLE 'Original Data - Interaction'
SumReject;

Proc Print Data=Data3ARZ2;
TITLE 'Original Data - No Interaction'
SumRejectTrt RejectRM;

Proc Print DateeDataR2AR2;
Title 'Fit Statistics for Ranked Daja'
SumReject;

Proc Print DateeDataR3AR2;
Title 'Test Info for Ranked Data'
SumRejectTrt RejectRM;

Proc Print Data=DataA24AR2;
Title 'Fit Statistics for Aligned Data - Residuals
SumReject;

Proc Print Data=DataA25AR2;
Title 'Test Info for Aligned Data - Residuals'
SumRejectTrt RejectRM;

Proc Print Data=DataA4AR2;
Title 'Fit Statistics for Aligned Data - H&T'
SumReject;

Proc Print Data=DataA5AR2;
Title 'Test Info for Aligned Data - H&T"
SumRejectTrt RejectRM;

proc printto ;
DATA mylib.DatalARZ2;
SET DatalARZ2;

run;
quit;
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A.2.5 NORMAL ERROR DISTRIBUTIONS, AUTOREGRESSIVE GARIANCE

STRUCTUREp=0.25, NO MAIN EFFECTS

[**** This program will do the basic simulation: Mimal errors
/ and no main effects or interactions - AR3(1) Gaece*/

dm'log;clear;output;clear;'
optionsps=80 Is=120 nodate pagends

libnamemylib 'd:/datasets’

PROC PRINTTO log ='/logs/sim1AR3new;
run;

PROC IML ;

Seed=0;

[*Number of Treatments*/

trt=3;

[*Number of Subjects*/

subj=3;

/*Number of Repeated Measures*/
repmeass;

[*Number of total observations*/
n=trt*subj*repmeas;

[*Initial setup of data sets*/

replication=,

reps=J(r,replication);

observation=tl:n);
treatment=J(subj,1)@{1,2,3}@J(repmead,l);
subject={l,2,3}@J(trt*repmeasl,1);
repmeasure=J(trt*sulij 1) @{1,2,3};

[*Value of the common mean*/

mu=0;

[*Matrix that is nx1 with common mean*/
mumatrix=mu*J(nl,1);

[*Treatment Effects*/

alphas={,0,0};

[*Matrix with nx1 treatment effects*/
alphamatrix=J(subl,1l)@alphas@J(repmeasgl);
[*rep measure effects*/

taus={0,0,0};

[*Matrix with nx1 rep measure effects*/
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taumatrix=J(trt*repmeas,l) @taus;

[*Interactions*/

alphatau=,0,0,0,0,0,0,0,0};

[*Matrix with nx1 Interactions*/
alphataumatrix=J(repmeagl) @alphatau;
[*Covariance matrix - AR3(1) - sigma”2=1, rho =7
Cov={10.250.06250.2510.25 0.06250.251};
/*Block matrix with Cov trt*subj*/
BCov=Block(Cov,Cov,Cov,Cov,Cov,Cov,Cov,Cov,Cov);
/*Choleski Root*/

T=Root(BCov);

[*Initialize X matrix for observations - nx1*/
X=J(NRow(BCov)1,Seed);

X=Rannor(X);

rmerror=J(trt*subjl,1);

rmerror=Rannor(rmerror);
dmatrix=rmerror@J(repmedsl);

[*Matrix with observations*/
Y=T*X + mumatrix + alphamatrix + taumatrix + alplaimatrix + T*dmatrix;

CreateXdataAR3 from X;
appendrom X;
CloseXdataAR3;

CreateNormalDataAR3 From Y;
appendrom Y;
CloseNormalDataAR3;

createDatalAR3 var { observation reps subject treatmepteasure Y dmatrix X};
append
CloseDatalARS3;

[*Replication*/

DO replication =2 to 1000Q
reps=J(rl,replication);

[*Initialize X matrix for observations - nx1*/
X=J(NRow(BCov)1,Seed);

X=Rannor(X);

rmerror=J(trt*subjl,1);
rmerror=Rannor(rmerror);
dmatrix=rmerror@J(repmedsl);

[*Matrix with observations*/

Y=T*X + mumatrix + alphamatrix + taumatrix + alplaaimatrix + dmatrix;
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edit XdataARS3;
appendrom X;
CloseXdataAR3;

edit NormalDataAR3;
appendrom Y;
CloseNormalDataAR3;

editDatalAR3;

appendvar { observation reps subject treatment repmeaguwtmatrix X};
CloseDatalARS3;

end

Proc printto print ='/simulations/mixedinfoAR3ew;
run;

TITLE 'Regular Datg'
run;

[*Mixed analysis on regular data*/

PROC MIXED DATA=DatalAR3NOINFO NOITPRINT;
BY reps;

CLASStreatment subject repmeasure;
odsoutputTests3=TestsAR3;

Modely = treatment|repmeasureutp=predicted;
Randomsubject(treatment)@;

Repeated type=ar(l) sub=subject(treatmentycorr

[*Interaction Test*/

DATA Data2AR3;

SET TestsARS;

IF Effect ="TREATMENT' THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1,

[*Main Effect’ Test*/

DATA Data3ARS;

SET TestsARS;

IF Effect = TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT' and ProbF 6.05THEN RejectTrt5);

ELSEIF Effect =" TREATMENT' and ProbF <£.05THEN RejectTrtZ,
IF Effect ="REPMEASUREand ProbF 8.05THEN RejectRM=;
ELSEIF Effect ='REPMEASUREand ProbF <£f.05THEN RejectRM4
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proc printto log ='/logs/sim1AR3'
run;

TITLE 'Ranked Data’
run;

/*Rank the data*/
DATA DataR1ARS3;
SETDatalARS3;

PROC SORT DATA=DataR1ARS;
BY reps treatment subject repmeasure;

Proc Rank Out=DataR1RankARS3;
By reps;

Vary;

RanksRankY;

Proc Sort Data=DataR1RankAR3;
By reps treatment subject repmeasure;

Proc printto print ='/simulations/mixedinfoAR3'
run;

[*Analysis on Ranked Data*/

PROC MIXED DATA=DataR1RankAR3OINFO NOITPRINT;
BY reps;

CLASS treatment subject repmeasure;
odsoutputTests3=TestsRankAR3;

Model RankY = treatment|repmeasureutp=predictedrank;
Randomsubject(treatment)G;

Repeated type=ar(l) sub=subject(treatmentycorr,

[*Interaction Test*/

DATA DataR2ARS;

SET TestsRankAR3;

IF Effect ="TREATMENT' THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1;

[*Malin Effect' Test*/
DATA DataR3ARS;
SET TestsRankAR3;
IF Effect =" TREATMENT*REPMEASURETHEN DELETE;
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IF Effect ="TREATMENT" and ProbF 6.05THEN RejectTrt%);

ELSEIF Effect =" TREATMENT' and ProbF <£.05THEN RejectTrt4,
IF Effect =" REPMEASUREand ProbF §.05THEN RejectRM=;
ELSEIF Effect ="REPMEASUREand ProbF <£f.05THEN RejectRM4,

proc printto log ='/logs/sim1AR3'
run;

/*Align based on Higgins and Tashtoush*/
PROC SORT DATA=DatalAR3;
BY reps treatment subject repmeasure;

TITLE 'Aligned Data - H&T;
run;

/*Get Residuals from the data*/

PROC GLM DATA=DatalAR3NOPRINT,
BY reps;

CLASStreatment subject repmeasure;
Modely = treatment*subject repmeasure;
OUTPUTOUT=DataA2AR3 R=AlignResid;

Proc printto print ='/simulations/residualsARBew;
run;

PROC PRINT DATA=dataA2AR3;
run;

Proc Printto log ='/logs/sim1AR3'
run;

PROC SORT;
By reps treatment subject;

/*Rank residuals*/

PROC RANK OUT=DataA3AR3;
By reps;

Var AlignResid;

ranksAR3Y;,

Proc printto print ='/simulations/mixedinfoAR3'
run;

[*Mixed analysis on Aligned data */
PROC MIXED DATA=DataA3ARS;
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BY reps;

CLASStreatment subject repmeasure;
odsoutputTests3=TestsAlignARS;

Model AR3Y = treatment|repmeasureutp=predictedalign;
Randomsubject(treatment)@;

Repeated type=ar(l) sub=subject(treatmentycorr;

[*Interaction Test*/

DATA DataA4AR3;

SET TestsAlignAR3;

IF Effect ="TREATMENT  THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1;

[*Main Effect’ Test*/

DATA DataA5AR3;

SET TestsAlignAR3;

IF Effect ="TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT" and ProbF 6.05THEN RejectTrt5);

ELSEIF Effect ="TREATMENT' and ProbF <9.05THEN RejectTrt4;
IF Effect ="REPMEASUREand ProbF 6.05THEN RejectRM%;
ELSEIF Effect ="REPMEASUREand ProbF <£8.05THEN RejectRM4,
run;

proc printto log ='/logs/sim1AR3'
run;

[*Align based on Residuals*/
PROC SORT DATA=DatalAR3;
BY reps treatment subject repmeasure;

TITLE 'Aligned Data - Residuals'
run;

/*Get Residuals from the data*/

PROC GLM DATA=DatalAR3NOPRINT,
BY reps;

CLASStreatment subject repmeasure;
Modely = treatment subject repmeasure;
OUTPUTOUT=DataA22AR3 R=AlignResid2;

Proc printto print ='/simulations/residualsARBew;
run;
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PROC PRINT DATA=dataA22AR3;
run;

Proc Printto log ='/logs/sim1AR3'
run;

PROC SORT;
By reps treatment subject;

[*Rank residuals*/

PROC RANK OUT=DataA23ARS;
By reps;

Var AlignResid2;

ranksAR3Y;

Proc printto print ='/simulations/mixedinfoAR3'
run;

/*Mixed analysis on Aligned data */

PROC MIXED DATA=DataA23AR3;

BY reps;

CLASStreatment subject repmeasure;
odsoutputTests3=TestsAlign2AR3;

Model AR3Y = treatment|repmeasureutp=predictedalign2;
Repeated type=ar(l) sub=subject(treatmentycorr,

[*Interaction Test*/

DATA DataA24AR3;

SET TestsAlign2ARS;

IF Effect = TREATMENT THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1,

[*Main Effect’ Test*/

DATA DataA25AR3;

SET TestsAlign2ARS;

IF Effect = TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT"and ProbF 6.05THEN RejectTrt%);

ELSEIF Effect =" TREATMENT" and ProbF <£.05THEN RejectTrt4,
IF Effect ="REPMEASUREand ProbF 6.05THEN RejectRM%);
ELSEIF Effect ="REPMEASUREand ProbF <£f.05THEN RejectRM4
run;

proc printto log ='/logs/sim1AR3'
run;
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Proc printto print ='/simulations/simoutputAR3iew;
run;

Proc Print Data=Data?2AR3;
TITLE 'Original Data - Interaction'
SumReject;

Proc Print Data=Data3AR3;
TITLE 'Original Data - No Interaction’
SumRejectTrt RejectRM;

Proc Print Date=DataR2AR3;
Title 'Fit Statistics for Ranked Data'
SumReject;

Proc Print Date=DataR3AR3;
Title 'Test Info for Ranked Data'
SumRejectTrt RejectRM;

Proc Print Data=DataA24AR3;
Title 'Fit Statistics for Aligned Data - Residuals'
SumReject;

Proc Print Data=DataA25AR3;
Title 'Test Info for Aligned Data - Residuals'
SumRejectTrt RejectRM;

Proc Print Data=DataA4AR3;
Title 'Fit Statistics for Aligned Data - H&T'
SumReject;

Proc Print Data=DataA5AR3;
Title 'Test Info for Aligned Data - H&T"
SumRejectTrt RejectRM;

proc printto ;
DATA mylib.DatalAR3;
SETDatalARS3;

run;
quit;
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A.2.6 UNIFORM ERROR DISTRIBUTIONS, VARIANCE COMPON¥E'S

COVARIANCE STRUCTURE, NO MAIN EFFECTS

/*** This simulation is the basic simulation witkiniform errors
/ but no main effects or interactions */

dm'log;clear;output;clear;'
optionsps=65 Is=85 nodate pagends

libnamemylib 'd:/datasets’

PROC PRINTTO log ="/logs/sim2'new;
run;

PROC IML ;

Seed30;

[*Number of Treatments*/

trt=3;

[*Number of Subjects*/

subj=3;

/*Number of Repeated Measures*/
repmeass;

[*Number of total observations*/
n=trt*subj*repmeas;

[*Initial setup of data sets*/

replication=,

reps=J(rl,replication);

observation=tl:n);
treatment=J(subj,1)@{1,2,3}@J(repmead,l);
subject={l,2,3}@J(trt*repmeasl,1);
repmeasure=J(trt*sulij 1) @{1,2,3};

[*Value of the common mean*/

mu=0;

[*Matrix that is nx1 with common mean*/
mumatrix=mu*J(nl,1);

[*Treatment Effects*/

alphas={,0,0};

[*Matrix with nx1 treatment effects*/
alphamatrix=J(subl,1l)@alphas@J(repmeasgl);
[*rep measure effects*/

taus={0,0,0};

[*Matrix with nx1 rep measure effects*/
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taumatrix=J(trt*repmeas,l) @taus;
[*Interactions*/

alphatau=,0,0,0,0,0,0,0,0};

[*Matrix with nx1 Interactions*/
alphataumatrix=J(repmeagl) @alphatau;
[*Covariance matrix - CS right now, sigma2=1*/
Cov=I(3);

/*Block matrix with Cov trt*subj*/
BCov=Block(Cov,Cov,Cov,Cov,Cov,Cov,Cov,Cov,Cov);
/*Choleski Root*/

T=Root(BCov);

pi=constantPl’);

T=2*sin(pi/6*T);

[*Initialize X matrix for observations - nx1*/
X=J(NRow(BCov)1,Seed);

[*Get Error terms that are Uniform*/
X=Ranuni(X);

rmerror=J(trt*subjl,1);
rmerror=Rannor(rmerror);
dmatrix=rmerror@J(repmedsl);

[*Matrix with observations*/
Y=T*X + mumatrix + alphamatrix + taumatrix + alplaaimatrix + dmatrix;

CreateXdataUl from X;
appendrom X;
CloseXdataU1l;

CreateUnifData From Y;
appendrom Y;
CloseUnifData;

createDataU1l var {observation reps subject treatmentesgsure Y dmatrix X};
append
CloseDataU1;

[*Replication*/

Do replication= to 1000Q
reps=J(ri,replication);

[*Initialize X matrix for observations - nx1*/
X=J(NRow(BCov)1,Seed);

X=Ranuni(X);

rmerror=J(trt*subjl,1);
rmerror=Rannor(rmerror);
dmatrix=rmerror@J(repmedsl);

[*Matrix with observations*/
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Y=T*X + mumatrix + alphamatrix + taumatrix + alplaaimatrix +dmatrix;

edit XdataU1;
appendrom X;
CloseXdataU1,

edit UnifData;
appendrom Y;
CloseUnifData,;

edit DataU1,;

appendvar {observation reps subject treatment repmeagumatrix X};
CloseDataU1;

end

Proc printto print ='/simulations/mixedinfoUnhew;
run;

TITLE 'Regular Datg'
run;

[*Mixed analysis on regular data*/

PROC MIXED DATA=DataUINOINFO NOITPRINT;
BY reps;

CLASStreatment subject repmeasure;
odsoutputTests3=TestsU1,

Model y = treatment|repmeasureutp=predicted;
Randomsubject(treatment)G;

Repeated type=vc sub=subject(treatmentjcorr;

[*Interaction Test*/

DATA DataUz2;

SET TestsU1,

IF Effect =" TREATMENT' THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1;

[*'Main Effect' Test*/

DATA DataUs3;

SET TestsU1;

IF Effect ="TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT' and ProbF 6.05THEN RejectTrt5);
ELSEIF Effect ="TREATMENT' and ProbF <9.05THEN RejectTrt;
IF Effect =" REPMEASUREand ProbF 6.05THEN RejectRM);
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ELSEIF Effect ="REPMEASURE@and ProbF <9.05THEN RejectRM<,

proc printto log ='/logs/sim2;
run;

TITLE 'Ranked Data’
run;

/*Rank the data*/
DATA DataRU1;
SETDataU1;

PROC SORT DATA=DataRU1;
BY reps treatment subject repmeasure;

Proc Rank Out=DataR1RankU;
By reps;

Vary;

RanksRankY;

Proc Sort Data=DataR1RankU,;
By reps treatment subject repmeasure;

Proc printto print = '/simulations/mixedinfol})’
run;

/*Analysis on Ranked Data*/

PROC MIXED DATA=DataR1RankUINOINFO NOITPRINT;
BY reps;

CLASS treatment subject repmeasure;
odsoutputTests3=TestsRankU,;

Model RankY = treatment|repmeasure@utp=predictedrank;
Randomsubiject(treatment)@;

Repeated type=vc sub=subject(treatmentjcorr,

[*Interaction Test*/

DATA DataRU2;

SET TestsRankU;

IF Effect ="TREATMENT' THEN DELETE;
IF Effect ='"REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1,

[*'Main Effect' Test*/
DATA DataRUS3;
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SET TestsRankU;

IF Effect =TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT"and ProbF 6.05THEN RejectTrt%);

ELSEIF Effect =" TREATMENT" and ProbF <£.05THEN RejectTrt4,
IF Effect =" REPMEASUREand ProbF §.05THEN RejectRM=;
ELSEIF Effect ="REPMEASUREand ProbF <£f.05THEN RejectRM4

proc printto log ='/logs/sim2;
run;

[*Align based on Higgins and Tashtoush*/
PROC SORT DATA=DataU1;
BY reps treatment subject repmeasure;

TITLE 'Aligned Data - H&T;
run;

/*Get Residuals from the data*/

PROC GLM DATA=DataU1INOPRINT;
BY reps;

CLASStreatment subject repmeasure;
Modely = treatment*subject repmeasure;
OUTPUTOUT=DataAU2 R=AlignResid;

Proc printto print ='/simulations/residualsWew;
run;

PROC PRINT DATA=dataAU2;
run;

Proc Printto log ='/logs/sim2/
run;

PROC SORT;
By reps treatment subject;

[*Rank residuals*/

PROC RANK OUT=DataAU3;
By reps;

Var AlignResid;

ranksARY;

Proc printto print ='/simulations/mixedinfol})’
run;
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/*Mixed analysis on Aligned data */

PROC MIXED DATA=DataAUS3;

BY reps;

CLASStreatment subject repmeasure;
odsoutputTests3=TestsAlignU;

Model ARY = treatment|repmeasureutp=predictedalign;
Randomsubject(treatment)G;

Repeated type=vc sub=subject(treatmentjcorr;

[*Interaction Test*/

DATA DataAU4;

SET TestsAlignU;

IF Effect ="TREATMENT  THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1,

[*'Main Effect’ Test*/

DATA DataAU5;

SET TestsAlignU;

IF Effect = TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT' and ProbF 6.05THEN RejectTrt5);

ELSEIF Effect =" TREATMENT' and ProbF <£.05THEN RejectTrt4,
IF Effect ="REPMEASUREand ProbF 8.05THEN RejectRM=;
ELSEIF Effect ='REPMEASUREand ProbF <£f.05THEN RejectRM44
run;

proc printto log ='/logs/sim2;
run;

[*Align based on Residuals*/
PROC SORT DATA=DataU1;
BY reps treatment subject repmeasure;

TITLE 'Aligned Data - Residuals'
run;

/*Get Residuals from the data*/

PROC GLM DATA=DataUINOPRINT;
BY reps;

CLASStreatment subject repmeasure;
Modely = treatment subject repmeasure;
OUTPUTOUT=DataAU22 R=AlignResid2;

Proc printto print ='/simulations/residualsWew;
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run;

PROC PRINT DATA=dataAU22,;
run;

Proc Printto log ='/logs/sim2/
run;

PROC SORT;
By reps treatment subject;

[*Rank residuals*/

PROC RANK OUT=DataAU23;
By reps;

Var AlignResid2;

ranksARY;

Proc printto print = '/simulations/mixedinfol})’
run;

[*Mixed analysis on Aligned data */

PROC MIXED DATA=DataAU23;

BY reps;

CLASStreatment subject repmeasure;
odsoutputTests3=TestsAlignUz2;

Model ARY = treatment|repmeasureutp=predictedalign2;
Randomsubject(treatment)G;

Repeated type=vc sub=subject(treatmentjcorr;

[*Interaction Test*/

DATA DataAU24,

SET TestsAlignU2;

IF Effect ="TREATMENT  THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1,

[*Main Effect’ Test*/

DATA DataAU25;

SET TestsAlignU2;

IF Effect = TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT' and ProbF 6.05THEN RejectTrt5);

ELSEIF Effect =" TREATMENT' and ProbF <£.05THEN RejectTrtZ,
IF Effect ="REPMEASUREand ProbF 8.05THEN RejectRM=;
ELSEIF Effect ='REPMEASUREand ProbF <£f.05THEN RejectRM4
run;
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proc printto log ='/logs/sim2;
run;

Proc printto print = '/simulations/simoutputUiew;
run;

Proc Print Data=DataU2;
TITLE 'Original Data - Interaction'
SumReject;

Proc Print Data=DataU3;
TITLE 'Original Data - No Interaction’
SumRejectTrt RejectRM;

Proc Print Date=DataRU?2;
Title 'Fit Statistics for Ranked Data'
SumReject;

Proc Print Date=DataRU3;
Title 'Test Info for Ranked Data'
SumRejectTrt RejectRM;

Proc Print Data=DataAU24;
Title 'Fit Statistics for Aligned Data - Residuals'
SumReject;

Proc Print Data=DataAU25;
Title 'Test Info for Aligned Data - Residuals'
SumRejectTrt RejectRM;

Proc Print Data=DataAU4;
Title 'Fit Statistics for Aligned Data - H&T'
SumReject;

Proc Print Data=DataAUb5;
Title 'Test Info for Aligned Data - H&T"
SumRejectTrt RejectRM;

proc printto ;
DATA mylib.DataU1,
SETDataU1;

run;
quit;
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A.2.7 DOUBLE EXPONENTIAL ERROR DISTRIBUTIONS, VARINCE

COMPONENTS COVARIANCE STRUCTURE, NO MAIN EFFECTS

[*** This simulation is the basic simulation witBlouble Exponential
[ errors but no main effects or interactions */

dm'log;clear;output;clear;'
optionsps=65 Is=85 nodate pagends

libnamemylib 'd:/datasets’

PROC PRINTTO log ="/logs/sim3DEnew;
run;

PROC IML ;

Seed=0;

[*Number of Treatments*/

trt=3;

[*Number of Subjects*/

subj=3;

/*Number of Repeated Measures*/
repmeass;

[*Number of total observations*/
n=trt*subj*repmeas;

replication=,

reps=J(ni,replication);

observation=t{:n);
subject={l,2,3}@J(trt*repmeasl,1);
treatment=J(subj,1)@{1,2,3}@J(repmead,l);
repmeasure=J(trt*sulijl)@{1,2,3};

[*Value of the common mean*/

mu=0;

[*Matrix that is nx1 with common mean*/
mumatrix=mu*J(nl,1);

[*Treatment Effects*/

alphas={,0,0};

[*Matrix with nx1 treatment effects*/
alphamatrix=J(subj,1)@alphas@J(repmeagl);
[*rep measure effects*/

taus={0,0,0};

[*Matrix with nx1 rep measure effects*/
taumatrix=J(trt*repmeas,l) @taus;
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[*Interactions*/

alphatau=9,0,0,0,0,0,0,0,0};

[*Matrix with nx1 Interactions*/
alphataumatrix=J(repmeasgl) @alphatau;
[*Covariance matrix - CS right now, sigma2=1*/
Cov=I(3);

/*Block matrix with Cov trt*subj*/
BCov=Block(Cov,Cov,Cov,Cov,Cov,Cov,Cov,Cov,Cov);
[*Choleski Root*/

T=Root(BCov);

[*Initialize X matrix for observations - nx1*/
X=J(NRow(BCov)1,Seed);
rmerror=J(trt*subjl,1);
rmerror=Rannor(rmerror);
dmatrix=rmerror@J(repmedsl);

/*Double Exponential from
http://www.ens.gu.edu.au/ROBERTK/PUBL/PARTABL.TXT*/
lambdal =0; /*location*/

lambda2 =2.353132 /*scale*/

lambda3 =0.459314 /*shape*/

lambda4 =0.4593304/*shape*/

Z=Ranuni(X);
Z=7-J(n]1,0.5);
Doi=1to n;
X[i]= -sign(Z[i])*log( 1-2*abs(Z[i]));
I* X[i]=lambdal+(Z[i]**(lambda3) - (1-Z[i])**lambdad)/lambda2;*/
end

[*Matrix with observations*/
Y=T*X + mumatrix + alphamatrix + taumatrix + alplaimatrix + dmatrix;

CreateXdataDE from X ;
appendrom X;
CloseXdataDE;

CreateDEData From Y;

appendrom Y;

CloseDEData;

createDataDE1 var {observation reps subject treatmgmineasure Y dmatrix X};
append

CloseDataDE1],;

DO replication= to 1000Q
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reps=J(nl,replication);

[*Initialize X matrix for observations - nx1*/
X=J(NRow(BCov)1,Seed);
rmerror=J(trt*subjl,1);
rmerror=Rannor(rmerror);
dmatrix=rmerror@J(repmedsl);

Z=Ranuni(X);
Z=7-J(n]1,0.5);
Doi=1to n;
X[i]= -sign(Z[i])*log( 1-2*abs(Z][i]));
[*X[i]=lambdal+(Z[i]**(lambda3) - (1-Z[i])**lambdad)/lambda2;*/
end

[*Matrix with observations*/
Y=T*X + mumatrix + alphamatrix + taumatrix + alplaaimatrix + dmatrix;

edit XdataDE;
appendrom X;
CloseXdataDE;

edit DEData;
appendrom Y;
CloseDEData;

edit DataDEZ1,;

appendvar {observation reps subject treatment repmeagumatrix X};
CloseDataDE1;

end

Quit;

Proc printto print ='/simulations/mixedinfoDEhew;
run;

TITLE 'Regular Data'
run;

[*Mixed analysis on regular data*/

PROC MIXED DATA=DataDEINOINFONOITPRINT;
BY reps;

CLASS treatment subject repmeasure;
odsoutputTests3=TestsDE;

Modely = treatment|repmeasureutp=predicted;
Randomsubject(treatment)@;
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Repeated type=vc sub=subject(treatmentjcorr,

[*Interaction Test*/

DATA DataDEZ2;

SET TestsDE;

IF Effect ="TREATMENT' THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1,

[*Main Effect’ Test*/

DATA DataDES3;

SET TestsDE;

IF Effect ="TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT"and ProbF 6.05THEN RejectTrt%);

ELSEIF Effect =" TREATMENT' and ProbF <£.05THEN RejectTrt4,
IF Effect =" REPMEASUREand ProbF 8.05THEN RejectRM=;
ELSEIF Effect ="REPMEASUREand ProbF <£f.05THEN RejectRM4

proc printto log ='/logs/sim3DE'
run;

TITLE 'Ranked Data'
run;

/*Rank the data*/
DATA DataRDE1];
SETDataDE1;

PROC SORT DATA=DataRDE],;
BY reps treatment subject repmeasure;

Proc Rank Out=DataR1RankDE;
By reps;

Var,

RanksRankY;

Proc Sort Data=DataR1RankDE;
By reps treatment subject repmeasure;

Proc printto print ='/simulations/mixedinfoDE'
run;

/*Analysis on Ranked Data*/
PROC MIXED DATA=DataR1RankDENOINFO NOITPRINT;
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BY reps;

CLASStreatment subject repmeasure;
odsoutputTests3=TestsRankDE;

Model RankY = treatment|repmeasure@utp=predictedrank;
Randomsubject(treatment)G;

Repeated type=vc sub=subject(treatmentjcorr;

[*Interaction Test*/

DATA DataRDEZ;

SET TestsRankDE;

IF Effect ="TREATMENT' THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1;

[*Main Effect’ Test*/

DATA DataRDES3;

SET TestsRankDE;

IF Effect ="TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT" and ProbF 6.05THEN RejectTrt5);

ELSEIF Effect ="TREATMENT' and ProbF <9.05THEN RejectTrt;
IF Effect ='REPMEASUREand ProbF §.05THEN RejectRM=;
ELSEIF Effect ="REPMEASUREand ProbF <£8.05THEN RejectRM4,

proc printto log ='/logs/sim3DE'
run;

TITLE 'Aligned Data - H&T;
run;

[*Align based on Higgins and Tashtoush*/
PROC SORT DATA=DataDE1,
BY reps treatment subject repmeasure;

[*Get Residuals from the data*/

PROC GLM DATA=DataDEINOPRINT,
BY reps;

CLASS treatment subject repmeasure;
Modely = treatment*subject repmeasure;
OUTPUTOUT=DataADE2 R=AlignResid;

Proc printto print ='/simulations/residualsDEew;
run;

PROC PRINT DATA=dataADE2;
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run;

proc printto log = '/logs/sim3DE'
run;

PROC SORT;
By reps treatment subject;

[*Rank residuals*/

PROC RANK OUT=DataADES;
By reps;

Var AlignResid;

ranksARY:;

Proc printto print =‘/simulations/mixedinfoDE'
run;

[*Mixed analysis on Aligned data */

PROC MIXED DATA=DataADES;

BY reps;

CLASS treatment subject repmeasure;
odsoutputTests3=TestsAlignDE;

Model ARY = treatment|repmeasureutp=predictedalign;
Randomsubiject(treatment)@;

Repeated type=vc sub=subject(treatmentjcorr,

[*Interaction Test*/

DATA DataADEA4;

SET TestsAlignDE;

IF Effect = TREATMENT THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1,

[*Main Effect’ Test*/

DATA DataADES5;

SET TestsAlignDE;

IF Effect = TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT"and ProbF 6.05THEN RejectTrt%);

ELSEIF Effect =" TREATMENT" and ProbF <£.05THEN RejectTrt4,
IF Effect ="REPMEASUREand ProbF 6.05THEN RejectRM=%);
ELSEIF Effect ="REPMEASUREand ProbF <£f.05THEN RejectRM4
run;

proc printto log = '/logs/sim3DE'
run;
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TITLE 'Aligned Data - Residuals'
run;

[*Align based on Residuals*/
PROC SORT DATA=DataDE1,
BY reps treatment subject repmeasure;

[*Get Residuals from the data*/

PROC GLM DATA=DataDEINOPRINT,
BY reps;

CLASS treatment subject repmeasure;
Modely = treatment subject repmeasure;
OUTPUTOUT=DataADE22 R=AlignResid2;

Proc printto print ='/simulations/residualsDEew;
run;

PROC PRINT DATA=dataADE22;
run;

proc printto log ='/logs/sim3DE'
run;

PROC SORT;
By reps treatment subject;

/*Rank residuals*/

PROC RANK OUT=DataADE23;
By reps;

Var AlignResid2;

ranksARY:;

Proc printto print ='/simulations/mixedinfoDE'
run;

[*Mixed analysis on Aligned data */

PROC MIXED DATA=DataADEZ23;

BY reps;

CLASS treatment subject repmeasure;
odsoutputTests3=TestsAlignDEZ2;

Model ARY = treatment|repmeasureutp=predictedalign2;
Randomsubiject(treatment)@;

Repeated type=vc sub=subject(treatmentjcorr,
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[*Interaction Test*/

DATA DataADE?24;

SET TestsAlignDEZ2;

IF Effect = TREATMENT THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1;

[*Main Effect' Test*/

DATA DataADE25;

SET TestsAlignDEZ2;

IF Effect = TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT"and ProbF 6.05THEN RejectTrt%);

ELSEIF Effect =" TREATMENT" and ProbF <£.05THEN RejectTrt4,
IF Effect ="REPMEASUREand ProbF 6.05THEN RejectRM=%);
ELSEIF Effect ="REPMEASUREand ProbF <£f.05THEN RejectRM4,
run;

proc printto log = '/logs/sim3DE'
run;

Proc printto print ='/simulations/simoutputDEiew;
run;

Proc Print Data=DataDEZ2;
TITLE 'Original Data - Interaction'
SumReject;

Proc Print Data=DataDE3;
TITLE 'Original Data - No Interaction'
SumRejectTrt RejectRM;

Proc Print DateeDataRDE2;
Title 'Fit Statistics for Ranked Daja'
SumReject;

Proc Print DateeDataRDE3;
Title 'Test Info for Ranked Data'
SumRejectTrt RejectRM;

Proc Print Data=DataADE?24;
Title 'Fit Statistics for Aligned Data - Residuals
SumReject;
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Proc Print Data=DataADE25;
Title 'Test Info for Aligned Data - Residuals
SumRejectTrt RejectRM;

Proc Print Data=DataADE4;
Title 'Fit Statistics for Aligned Data - H&T'
SumReject;

Proc Print Data=DataADES5;
Title 'Test Info for Aligned Data - H&T"
SumRejectTrt RejectRM;

proc printto ;
DATA mylib.DataDE1;
SETDataDE1,

run;
quit;
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A.2.8 F-DISTRIBUTION ERROR DISTRIBUTIONS, VARIANCEOMPONENTS

COVARIANCE STRUCTURE, NO MAIN EFFECTS

/*** This simulation is the basic simulation witE-Distribution errors
/ but no main effects or interactions */

dm'log;clear;output;clear;'
optionsps=65 Is=85 nodate pagends

libnamemylib 'd:/datasets’

PROC PRINTTO log ="/logs/sim4Fhew;
run;

PROC IML ;

Seed30;

[*Number of Treatments*/

trt=3;

[*Number of Subjects*/

subj=3;

[*Number of Repeated Measures*/
repmeass;

[*Number of total observations*/
n=trt*subj*repmeas;

[*Initial setup of data sets*/

replication=,

reps=J(r,replication);

observation=tl:n);
treatment=J(subj,1)@{1,2,3}@J(repmead,l);
subject={l,2,3}@J(trt*repmeasl,1);
repmeasure=J(trt*sulij 1) @{1,2,3};

[*Value of the common mean*/

mu=0;

[*Matrix that is nx1 with common mean*/
mumatrix=mu*J(nl,1);

[*Treatment Effects*/

alphas={,0,0};

[*Matrix with nx1 treatment effects*/
alphamatrix=J(sulbl,1l)@alphas@J(repmeasgl);
[*rep measure effects*/

taus={0,0,0};

[*Matrix with nx1 rep measure effects*/
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taumatrix=J(trt*repmeas,l) @taus;
[*Interactions*/

alphatau=,0,0,0,0,0,0,0,0};

[*Matrix with nx1 Interactions*/
alphataumatrix=J(repmeagl) @alphatau;
[*Covariance matrix - CS right now, sigma2=1*/
Cov=I(3);

/*Block matrix with Cov trt*subj*/
BCov=Block(Cov,Cov,Cov,Cov,Cov,Cov,Cov,Cov,Cov);
/*Choleski Root*/

T=Root(BCov);

[*Initialize X matrix for observations - nx1*/
X=J(NRow(BCov)1,Seed);
rmerror=J(trt*subjl,1);
rmerror=Rannor(rmerror);
dmatrix=rmerror@J(repmedsl);

[*F-Distribution(3,5) from
http://www.ens.gu.edu.au/ROBERTK/PUBL/PARTABL.TXT*/
lambdal®.71484 /*location*/

lambda24.717093/*scale*/

lambda39.736353/*shape*/

lambda4=0.6348276/*shape*/

Z=Ranuni(X);

Doi=1to n;
X[i]=lambdal+(Z[i]**lambda3-(-Z[i])**lambda4)/lambda2;

end

[*Matrix with observations*/
Y=T*X + mumatrix + alphamatrix + taumatrix + alplaimatrix +dmatrix;

CreateXdataF1 from X;
appendrom X;
CloseXdataF1;

CreateFData From Y;

appendrom Y;

CloseFData;

createDataF1 var {observation reps subject treatmennegsure Y dmatrix X};
append

CloseDataF1;

[*Replication*/
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Do replication= to 1000Q
reps=J(ni,replication);

[*Initialize X matrix for observations - nx1*/
X=J(NRow(BCov)1,Seed);
rmerror=J(trt*subjl,1);
rmerror=Rannor(rmerror);
dmatrix=rmerror@J(repmedsl);

[*F-Distribution(3,5) from
http://www.ens.gu.edu.au/ROBERTK/PUBL/PARTABL.TXT*/
lambdal®.71484 /*location*/

lambda24.717093/*scale*/
lambda39.736353/*shape*//*-0.459314*/
lambda4=0.6348276/*shape*/

Z=Ranuni(X);

Doi=1to n;
X[i]=lambdal+(Z[i]**lambda3-(-Z[i])**lambda4)/lambda2;

end

[*Matrix with observations*/
Y=T*X + mumatrix + alphamatrix + taumatrix + alplaimatrix +dmatrix;

edit XdataF1;
appendrom X;
CloseXdataF1;

edit FData;
appendrom Y;
CloseFData;

edit DataF1;

appendvar {observation reps subject treatment repmeasuhmatrix X};
CloseDataF1;

end

Proc printto print ='/simulations/mixedinfoFhew;
run;

TITLE 'Regular Data'

run;

[*Mixed analysis on regular data*/

PROC MIXED DATA=DataFINOINFO NOITPRINT,
BY reps;
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CLASS treatment subject repmeasure;
odsoutputTests3=TestsF1;

Modely = treatment|repmeasureutp=predicted;
Randomsubject(treatment);

Repeated type=vc sub=subject(treatmentjcorr,

[*Interaction Test*/

DATA DataF2;

SET TestsF1;

IF Effect ="TREATMENT' THEN DELETE;
IF Effect ='"REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1,

[*Main Effect’ Test*/

DATA DataFs3;

SET TestsF1,

IF Effect ="TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT"and ProbF 6.05THEN RejectTrt%);

ELSEIF Effect =" TREATMENT" and ProbF <£.05THEN RejectTrt4,
IF Effect ="REPMEASUREand ProbF 6.05THEN RejectRM=%);
ELSEIF Effect ="REPMEASUREand ProbF <£f.05THEN RejectRM4,

proc printto log ='/logs/sim4F;
run;

TITLE 'Ranked Data'
run;

/*Rank the data*/
DATA DataRF1;
SETDataF1;

PROC SORT DATA=DataRF1;
BY reps treatment subject repmeasure;

Proc Rank Out=DataR1RankF;
By reps;

Var,

RanksRankY;

Proc Sort Date=DataR1RankF;
By reps treatment subject repmeasure;

Proc printto print ='/simulations/mixedinfoF'
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run;

/*Analysis on Ranked Data*/

PROC MIXED DATA=DataR1RankRNOINFO NOITPRINT;
BY reps;

CLASStreatment subject repmeasure;
odsoutputTests3=TestsRankF;

Model RankY = treatment|repmeasureutp=predictedrank;
Randomsubject(treatment)G;

Repeated type=vc sub=subject(treatmentjcorr;

[*Interaction Test*/

DATA DataRF2;

SET TestsRankF;

IF Effect ="TREATMENT' THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1;

[*'Main Effect' Test*/

DATA DataRF3;

SET TestsRankF;

IF Effect =" TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT' and ProbF 6.05THEN RejectTrt5);

ELSEIF Effect ='"TREATMENT' and ProbF <9.05THEN RejectTrt;
IF Effect ='REPMEASUREand ProbF §.05THEN RejectRM=;
ELSEIF Effect ="REPMEASUREand ProbF <£8.05THEN RejectRM4,

proc printto log = '/logs/sim4F;
run;

TITLE 'Aligned Data - H&T;
run;

[*Align based on Higgins and Tashtoush*/
PROC SORT DATA=DataF1,
BY reps treatment subject repmeasure;

[*Get Residuals from the data*/

PROC GLM DATA=DataFINOPRINT,
BY reps;

CLASS treatment subject repmeasure;
Modely = treatment*subject repmeasure;
OUTPUTOUT=DataAF2 R=AlignResid,
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Proc printto print ='/simulations/residualsiew;
run;

PROC PRINT DATA=dataAF2;
run;

Proc Printto log = '/logs/sim4F;
run;

PROC SORT;
By reps treatment subject;

/*Rank residuals*/

PROC RANK OUT=DataAF3;
By reps;

Var AlignResid;

ranksARY:;

Proc printto print ='/simulations/mixedinfoF'
run;

[*Mixed analysis on Aligned data */

PROC MIXED DATA=DataAF3;

BY reps;

CLASS treatment subject repmeasure;
odsoutputTests3=TestsAlignF;

Model ARY = treatment|repmeasureutp=predictedalign;
Randomsubject(treatment)@;

Repeated type=vc sub=subject(treatmentjcorr,

[*Interaction Test*/

DATA DataAF4;

SET TestsAlignF;

IF Effect = TREATMENT THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1;

[*Main Effect' Test*/

DATA DataAFb5;

SET TestsAlignF;

IF Effect = TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT" and ProbF 6.05THEN RejectTrt%);

ELSEIF Effect =" TREATMENT" and ProbF <£.05THEN RejectTrt4,
IF Effect ="REPMEASUREand ProbF 6.05THEN RejectRM=%);
ELSEIF Effect ="REPMEASUREand ProbF <£f.05THEN RejectRM4,
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run;

proc printto log = '/logs/sim4F;
run;

TITLE 'Aligned Data - Residuals'
run;

[*Align based on Residuals*/
PROC SORT DATA=DataF1,
BY reps treatment subject repmeasure;

[*Get Residuals from the data*/

PROC GLM DATA=DataFINOPRINT,
BY reps;

CLASS treatment subject repmeasure;
Modely = treatment subject repmeasure;
OUTPUTOUT=DataAF22 R=AlignResid2;

Proc printto print ='/simulations/residualsiew;
run;

PROC PRINT DATA=dataAF22;
run;

Proc Printto log = '/logs/sim4F;
run;

PROC SORT;
By reps treatment subject;

/*Rank residuals*/

PROC RANK OUT=DataAF23;
By reps;

Var AlignResid2;

ranksARY:;

Proc printto print ='/simulations/mixedinfoF'
run;

[*Mixed analysis on Aligned data */
PROC MIXED DATA=DataAF23;

BY reps;

CLASS treatment subject repmeasure;
odsoutputTests3=TestsAlignF2;
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Model ARY = treatment|repmeasureutp=predictedalign?2;
Randomsubject(treatment)@;
Repeated type=vc sub=subject(treatmentjcorr,

[*Interaction Test*/

DATA DataAF24;

SET TestsAlignF2;

IF Effect ="TREATMENT THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1;

[*'Main Effect’ Test*/

DATA DataAF25;

SET TestsAlignF2;

IF Effect = TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT" and ProbF 6.05THEN RejectTrt5);

ELSEIF Effect =" TREATMENT' and ProbF <£.05THEN RejectTrtZ,
IF Effect ="REPMEASUREand ProbF 8.05THEN RejectRM=;
ELSEIF Effect ='REPMEASUREand ProbF <£f.05THEN RejectRM44
run;

proc printto log ='/logs/sim4F;
run;

Proc printto print = '/simulations/simoutputfiew;
run;

Proc Print Data=DataF2;
TITLE 'Original Data - Interaction'
SumReject;

Proc Print Data=DataF3;
TITLE 'Original Data - No Interaction’
SumRejectTrt RejectRM;

Proc Print DateeDataRF2;
Title 'Fit Statistics for Ranked Data'
SumReject;

Proc Print Date=eDataRF3;

Title 'Test Info for Ranked Data'
SumRejectTrt RejectRM;
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Proc Print Data=DataAF24;
Title 'Fit Statistics for Aligned Data - Residuals'
SumReject;

Proc Print Data=DataAF25;
Title 'Test Info for Aligned Data - Residuals'
SumRejectTrt RejectRM;

Proc Print Data=DataAF4;
Title 'Fit Statistics for Aligned Data - H&T'
SumReject;

Proc Print Data=DataAFb5;
Title 'Test Info for Aligned Data - H&T"
SumRejectTrt RejectRM;

proc printto ;
DATA mylib.DataF1;
SET DataF1,

run;
quit;
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A.2.9 NORMAL ERROR DISTRIBUTIONS, VARIANCE COMPONERNS

COVARIANCE STRUCTURE, TREATMENT MAIN EFFECTS ONLY

[**** This program will do the basic simulation: Mimal errors
/ and with treatment main effects but no interaxgity

dm'log;clear;output;clear;'
optionsps=80 Is=120 nodate pagends

libnamemylib 'd:/datasets’

PROC PRINTTO log = '/logs/simlaeffecthew;
run;

PROC IML ;

Seed=0;

[*Number of Treatments*/

trt=3;

[*Number of Subjects*/

subj=3;

/*Number of Repeated Measures*/
repmeass;

[*Number of total observations*/
n=trt*subj*repmeas;

[*Initial setup of data sets*/

replication=,

reps=J(r,replication);

observation=tl:n);
treatment=J(subj,1)@{1,2,3}@J(repmead,l);
subject={l,2,3}@J(trt*repmeasl,1);
repmeasure=J(trt*sulijl)@{1,2,3};

[*Value of the common mean*/

mu=0;

[*Matrix that is nx1 with common mean*/
mumatrix=mu*J(nl,1);

[*Treatment Effects*/

alphas={.,2,4};

[*Matrix with nx1 treatment effects*/
alphamatrix=J(sulbl,l)@alphas@J(repmeasgl);
/*Subject effects*/

taus={0,0,0};

[*Matrix with nx1 rep measure effects*/
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taumatrix=J(trt*repmeas,l) @taus;
[*Interactions*/

alphatau=,0,0,0,0,0,0,0,0};

[*Matrix with nx1 Interactions*/
alphataumatrix=J(repmeagl) @alphatau;
[*Covariance matrix - VC right now, sigma2=1*/
Cov=I(3);

/*Block matrix with Cov trt*subj*/
BCov=Block(Cov,Cov,Cov,Cov,Cov,Cov,Cov,Cov,Cov);
/*Choleski Root*/

T=Root(BCov);

[*Initialize X matrix for observations - nx1*/
X=J(NRow(BCov)1,Seed);

X=Rannor(X);

rmerror=J(trt*subjl,1);
rmerror=Rannor(rmerror);
dmatrix=rmerror@J(repmedsl);

[*Matrix with observations*/
Y=T*X + mumatrix + alphamatrix + taumatrix + alplaimatrix + T*dmatrix;

CreateXdataAME from X;
appendrom X;
CloseXdataAME;

CreateNormalDataAME From Y;
appendrom Y;
CloseNormalDataAME;

createDatal AME var { observation reps subject treatmeptmeasure Y dmatrix X};
append
CloseDatalAME;

[*Replication*/

DO replication =2 to 1000Q
reps=J(rl,replication);

[*Initialize X matrix for observations - nx1*/
X=J(NRow(BCov)1,Seed);

X=Rannor(X);

rmerror=J(trt*subjl,1);
rmerror=Rannor(rmerror);
dmatrix=rmerror@J(repmedsl);

[*Matrix with observations*/

Y=T*X + mumatrix + alphamatrix + taumatrix + alplaaimatrix + dmatrix;
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edit XdataAME;
appendrom X;
CloseXdataAME;

edit NormalDataAME;
appendrom Y;
CloseNormalDataAME;

edit DatalAME;

appendvar { observation reps subject treatment repmeagwtmatrix X};
CloseDatalAME;

end

Proc printto print ='/simulations/mixedinfoAMEhew;
run;

TITLE 'Regular Datg'
run;

[*Mixed analysis on regular data*/

PROC MIXED DATA=DatalAMENOINFO NOITPRINT;
BY reps;

CLASStreatment subject repmeasure;
odsoutputTests3=TestsAME;

Modely = treatment|repmeasureutp=predicted;
Randomsubject(treatment);

Repeated type=vc sub=subject(treatmentjcorr;

[*Interaction Test*/

DATA Data2AME;

SET TestsAME;

IF Effect ="TREATMENT' THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1,

[*Main Effect’ Test*/

DATA Data3AME;

SET TestsAME;

IF Effect = TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT' and ProbF 6.05THEN RejectTrt5);

ELSEIF Effect =" TREATMENT' and ProbF <£.05THEN RejectTrts,
IF Effect ="REPMEASUREand ProbF 8.05THEN RejectRM=;
ELSEIF Effect ='REPMEASUREand ProbF <£f.05THEN RejectRM4
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proc printto log="/logs/simlaeffect’
run;

TITLE 'Ranked Data’
run;

/*Rank the data*/
DATA DataR1AME:;
SETDatalAME;

PROC SORT DATA=DataR1AME;
BY reps treatment subject repmeasure;

Proc Rank Out=DataR1RankAME;
By reps;

Vary;

RanksRankY;

Proc Sort Data=DataR1RankAME;
By reps treatment subject repmeasure;

Proc printto print = ‘/simulations/mixedinfoAME'
run;

/*Analysis on Ranked Data*/

PROC MIXED DATA=DataR1RankAMENOINFO NOITPRINT;
BY reps;

CLASStreatment subject repmeasure;
odsoutputTests3=TestsRankAME;

Model RankY = treatment|repmeasureutp=predictedrank;
Randomsubject(treatment);

Repeated type=vc sub=subject(treatmentjcorr;

[*Interaction Test*/

DATA DataR2AME;

SET TestsRankAME;

IF Effect =" TREATMENT' THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1;

[*'Main Effect' Test*/

DATA DataR3AME:;
SET TestsRankAME;

131



IF Effect = TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT" and ProbF 6.05THEN RejectTrt5);

ELSEIF Effect =" TREATMENT' and ProbF <£.05THEN RejectTrt4,
IF Effect ="REPMEASUREand ProbF 8.05THEN RejectRM=;
ELSEIF Effect ='REPMEASUREand ProbF <£f.05THEN RejectRM44

proc printto log="/logs/simlaeffect’
run;

[*Align based on Higgins and Tashtoush*/
PROC SORT DATA=DatalAME;
BY reps treatment subject repmeasure;

TITLE 'Aligned Data - H&T;
run;

[*Get Residuals from the data*/

PROC GLM DATA=DatalAMENOPRINT,
BY reps;

CLASS treatment subject repmeasure;
Modely = treatment*subject repmeasure;
OUTPUTOUT=DataA2AME R=AlignResid;

Proc printto print ='/simulations/residualsAMHEiew;
run;

PROC PRINT DATA=DataA2AME;
run;

Proc Printto log = '/logs/simlaeffect'
run;

PROC SORT;
By reps treatment subject;

[*Rank residuals*/

PROC RANK OUT=DataA3AME;
By reps;

Var AlignResid;

ranksARY:;

Proc printto print = ‘/simulations/mixedinfoAME'
run;

[*Mixed analysis on Aligned data */
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PROC MIXED DATA=DataA3AME;

BY reps;

CLASS treatment subject repmeasure;
odsoutputTests3=TestsAlignAME;

Model ARY = treatment|repmeasureutp=predictedalign;
Randomsubject(treatment);

Repeated type=vc sub=subject(treatmentjcorr,

[*Interaction Test*/

DATA DataA4AME;

SET TestsAlignAME;

IF Effect = TREATMENT THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1,

[*Main Effect’ Test*/

DATA DataA5AME;

SET TestsAlignhAME;

IF Effect = TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT"and ProbF 6.05THEN RejectTrt%);

ELSEIF Effect =" TREATMENT" and ProbF <£.05THEN RejectTrt4,
IF Effect ="REPMEASUREand ProbF 6.05THEN RejectRM=%);
ELSEIF Effect ="REPMEASUREand ProbF <£f.05THEN RejectRM4
run;

proc printto log="/logs/simlaeffect’
run;

[*Align based on Residuals*/
PROC SORT DATA=DatalAME;
BY reps treatment subject repmeasure;

TITLE 'Aligned Data - Residuals'
run;

[*Get Residuals from the data*/

PROC GLM DATA=DatalAMENOPRINT,
BY reps;

CLASS treatment subject repmeasure;
Modely = treatment subject repmeasure;
OUTPUTOUT=DataA22AME R=AlignResid2;

Proc printto print ='/simulations/residualsAMHEiew;
run;
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PROC PRINT DATA=dataA22AME;
run;

Proc Printto log = '/logs/simlaeffect'
run;

PROC SORT;
By reps treatment subject;

[*Rank residuals*/

PROC RANK OUT=DataA23AME;
By reps;

Var AlignResid2;

ranksARY:;

Proc printto print = /simulations/mixedinfoAME'
run;

[*Mixed analysis on Aligned data */

PROC MIXED DATA=DataA23AME;

BY reps;

CLASS treatment subject repmeasure;
odsoutputTests3=TestsAlign2AME;

Model ARY = treatment|repmeasureutp=predictedalign2;
Randomsubject(treatment);

Repeated type=vc sub=subject(treatmentjcorr,

[*Interaction Test*/

DATA DataA24AME;

SET TestsAlign2AME;

IF Effect = TREATMENT THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1,

[*Main Effect’ Test*/

DATA DataA25AME;

SET TestsAlign2AME;

IF Effect = TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT" and ProbF 6.05THEN RejectTrt%);

ELSEIF Effect =" TREATMENT" and ProbF <£.05THEN RejectTrt4,
IF Effect ="REPMEASUREand ProbF 6.05THEN RejectRM=%);
ELSEIF Effect ="REPMEASUREand ProbF <£f.05THEN RejectRM4
run;
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proc printto log="/logs/simlaeffect’
run;

Proc printto print ='/simulations/simoutputAMEew;
run;

Proc Print Data=Data2AME;
TITLE 'Original Data - Interaction'
SumReject;

Proc Print Data=Data3AME;
TITLE 'Original Data - No Interaction'
SumRejectTrt RejectRM;

Proc Print DateeDataR2AME;
Title 'Fit Statistics for Ranked Daja'
SumReject;

Proc Print DateeDataR3AME:;
Title 'Test Info for Ranked Data'
SumRejectTrt RejectRM;

Proc Print Data=DataA24AME;
Title 'Fit Statistics for Aligned Data - Residuals’
SumReject;

Proc Print Data=DataA25AME;
Title 'Test Info for Aligned Data - Residuals'
SumRejectTrt RejectRM;

Proc Print Data=DataA4AME;
Title 'Fit Statistics for Aligned Data - H&T'
SumReject;

Proc Print Data=DataAS5AME;
Title 'Test Info for Aligned Data - H&T"
SumRejectTrt RejectRM;

proc printto ;
DATA mylib.DatalAME;
SET DatalAME;

run;
quit;
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A.2.10 NORMAL ERROR DISTRIBUTIONS, VARIANCE COMPONY¥TS

COVARIANCE STRUCTURE, REPEATED MEASURES MAIN EFFEGTONLY

[**** This program will do the basic simulation: Mmal errors
/ and with repeated measures main effects buttecaictions */

dm'log;clear;output;clear;'
optionsps=80 Is=120 nodate pagends

libnamemylib 'd:/datasets’

PROC PRINTTO log = "/logs/simlrmeffecthew;
run;

PROC IML ;

Seed=0;

[*Number of Treatments*/

trt=3;

[*Number of Subjects*/

subj=3;

/*Number of Repeated Measures*/
repmeass;

[*Number of total observations*/
n=trt*subj*repmeas;

[*Initial setup of data sets*/

replication=,

reps=J(r,replication);

observation=tl:n);
treatment=J(subj,1)@{1,2,3}@J(repmead,l);
subject={l,2,3}@J(trt*repmeasl,1);
repmeasure=J(trt*sulijl)@{1,2,3};

[*Value of the common mean*/

mu=0;

[*Matrix that is nx1 with common mean*/
mumatrix=mu*J(nl,1);

[*Treatment Effects*/

alphas={,0,0};

[*Matrix with nx1 treatment effects*/
alphamatrix=J(sulbl,l)@alphas@J(repmeasgl);
/*Subject effects*/

taus={0,1,1};

[*Matrix with nx1 rep measure effects*/
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taumatrix=J(trt*repmeas,l) @taus;
[*Interactions*/

alphatau=,0,0,0,0,0,0,0,0};

[*Matrix with nx1 Interactions*/
alphataumatrix=J(repmeagl) @alphatau;
[*Covariance matrix - VC right now, sigma2=1*/
Cov=I(3);

/*Block matrix with Cov trt*subj*/
BCov=Block(Cov,Cov,Cov,Cov,Cov,Cov,Cov,Cov,Cov);
/*Choleski Root*/

T=Root(BCov);

[*Initialize X matrix for observations - nx1*/
X=J(NRow(BCov)1,Seed);

X=Rannor(X);

rmerror=J(trt*subjl,1);
rmerror=Rannor(rmerror);
dmatrix=rmerror@J(repmedsl);

[*Matrix with observations*/
Y=T*X + mumatrix + alphamatrix + taumatrix + alplaimatrix + T*dmatrix;

CreateXdataRME from X;
appendrom X;
CloseXdataRME;

CreateNormalDataRME From Y;
appendrom Y;
CloseNormalDataRME;

createDatalRME var { observation reps subject treatmepmeasure Y dmatrix X};
append
CloseDatalRME;

[*Replication*/

DO replication =2 to 1000Q
reps=J(rl,replication);

[*Initialize X matrix for observations - nx1*/
X=J(NRow(BCov)1,Seed);

X=Rannor(X);

rmerror=J(trt*subjl,1);
rmerror=Rannor(rmerror);
dmatrix=rmerror@J(repmedsl);

[*Matrix with observations*/

Y=T*X + mumatrix + alphamatrix + taumatrix + alplaaimatrix + dmatrix;
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edit XdataRME;
appendrom X;
CloseXdataRME;

edit NormalDataRME;
appendrom Y;
CloseNormalDataRME:;

edit DatalRME;

appendvar { observation reps subject treatment repmeagwtmatrix X};
CloseDatalRME;

end

Proc printto print ='/simulations/mixedinfoRMEhew;
run;

TITLE 'Regular Datg'
run;

[*Mixed analysis on regular data*/

PROC MIXED DATA=DatalRMENOINFO NOITPRINT;
BY reps;

CLASStreatment subject repmeasure;
odsoutputTests3=TestsRME;

Modely = treatment|repmeasureutp=predicted;
Randomsubject(treatment)G;

Repeated type=vc sub=subject(treatmentjcorr;

[*Interaction Test*/

DATA Data2RME;

SET TestsRME;

IF Effect ="TREATMENT' THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1,

[*Main Effect’ Test*/

DATA Data3RME;

SET TestsRME;

IF Effect = TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT' and ProbF 6.05THEN RejectTrt5);

ELSEIF Effect =" TREATMENT' and ProbF <£.05THEN RejectTrtZ,
IF Effect ="REPMEASUREand ProbF 8.05THEN RejectRM=;
ELSEIF Effect ='REPMEASUREand ProbF <£f.05THEN RejectRM4
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proc printto log = '/logs/simlrmeffect
run;

TITLE 'Ranked Data'
run;

/*Rank the data*/
DATA DataR1RME;
SETDatalRME;

PROC SORT DATA=DataR1RME;
BY reps treatment subject repmeasure;

Proc Rank Out=DataR1RankRME;
By reps;

Var,

RanksRankY;

Proc Sort Date=DataR1RankRME;
By reps treatment subject repmeasure;

Proc printto print ='/simulations/mixedinfoRME'
run;

/*Analysis on Ranked Data*/

PROC MIXED DATA=DataR1RankRMENOINFO NOITPRINT;
BY reps;

CLASStreatment subject repmeasure;
odsoutputTests3=TestsRankRME;

Model RankY = treatment|repmeasureutp=predictedrank;
Randomsubject(treatment)G;

Repeated type=vc sub=subject(treatmentjcorr;

[*Interaction Test*/

DATA DataR2RME;

SET TestsRankRME;

IF Effect =" TREATMENT' THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1;

[*'Main Effect' Test*/

DATA DataR3RME;
SET TestsRankRME;
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IF Effect = TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT" and ProbF 6.05THEN RejectTrt5);

ELSEIF Effect =" TREATMENT' and ProbF <£.05THEN RejectTrt4,
IF Effect ="REPMEASUREand ProbF 8.05THEN RejectRM=;
ELSEIF Effect ='REPMEASUREand ProbF <£f.05THEN RejectRM44

proc printto log = '/logs/simlrmeffect
run;

[*Align based on Higgins and Tashtoush*/
PROC SORT DATA=DatalRME;
BY reps treatment subject repmeasure;

TITLE 'Aligned and Ranked Data - H&T'
run;

[*Get Residuals from the data*/

PROC GLM DATA=DatalRMENOPRINT;
BY reps;

CLASS treatment subject repmeasure;
Modely = treatment*subject repmeasure;
OUTPUTOUT=DataA2RME R=AlignResid;

Proc printto print = '/simulations/residualsRMBew;
run;

PROC PRINT DATA=DataA2RME;
run;

Proc Printto log = '/logs/simlrmeffect
run;

PROC SORT;
By reps treatment subject;

[*Rank residuals*/

PROC RANK OUT=DataA3RME;
By reps;

Var AlignResid;

ranksARY:;

Proc printto print = ‘/simulations/mixedinfoRME'
run;

[*Mixed analysis on Aligned data */
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PROC MIXED DATA=DataA3RME;

BY reps;

CLASS treatment subject repmeasure;
odsoutputTests3=TestsAlignRME;

Model ARY = treatment|repmeasureutp=predictedalign;
Randomsubject(treatment)@;

Repeated type=vc sub=subject(treatmentjcorr,

[*Interaction Test*/

DATA DataA4RME;

SET TestsAlignRME;

IF Effect = TREATMENT THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1,

[*Main Effect’ Test*/

DATA DataA5RME;

SET TestsAlignRME;

IF Effect = TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT"and ProbF 6.05THEN RejectTrt%);

ELSEIF Effect =" TREATMENT" and ProbF <£.05THEN RejectTrt4,
IF Effect ="REPMEASUREand ProbF 6.05THEN RejectRM=%);
ELSEIF Effect ="REPMEASUREand ProbF <£f.05THEN RejectRM4
run;

proc printto log = '/logs/simlrmeffect
run;

[*Align based on Residualsn*/
PROC SORT DATA=DatalRME;
BY reps treatment subject repmeasure;

TITLE 'Aligned Data - Residuals'
run;

[*Get Residuals from the data*/

PROC GLM DATA=DatalRMENOPRINT;
BY reps;

CLASS treatment subject repmeasure;
Modely = treatment subject repmeasure;
OUTPUTOUT=DataA22RME R=AlignResid2;

Proc printto print = '/simulations/residualsRMBew;
run;
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PROC PRINT DATA=dataA22RME;
run;

Proc Printto log = '/logs/simlrmeffect
run;

PROC SORT;
By reps treatment subject;

[*Rank residuals*/

PROC RANK OUT=DataA23RME;
By reps;

Var AlignResid2;

ranksARY:;

Proc printto print ='/simulations/mixedinfoRMHog = /logs/sim1rmeffect
run;

[*Mixed analysis on Aligned data */

PROC MIXED DATA=DataA23RME;

BY reps;

CLASS treatment subject repmeasure;
odsoutputTests3=TestsAlign2RME;

Model ARY = treatment|repmeasureutp=predictedalign2;
Randomsubject(treatment)@;

Repeated type=vc sub=subject(treatmentjcorr,

[*Interaction Test*/

DATA DataA24RME;

SET TestsAlign2RME;

IF Effect = TREATMENT THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1,

[*Main Effect’ Test*/

DATA DataA25RME;

SET TestsAlign2RME;

IF Effect = TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT" and ProbF 6.05THEN RejectTrt%);

ELSEIF Effect =" TREATMENT" and ProbF <£.05THEN RejectTrt4,
IF Effect ="REPMEASUREand ProbF 6.05THEN RejectRM=%);
ELSEIF Effect ="REPMEASUREand ProbF <£f.05THEN RejectRM4
run;
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proc printto log = '/logs/simlrmeffect
run;

Proc printto print ='/simulations/simoutputRMEiew;
run;

Proc Print Data=Data2RME;
TITLE 'Original Data - Interaction'
SumReject;

Proc Print Data=Data3RME;
TITLE 'Original Data - No Interaction'
SumRejectTrt RejectRM;

Proc Print DateeDataR2RME;
Title 'Fit Statistics for Ranked Daja'
SumReject;

Proc Print DateeDataR3RME;
Title 'Test Info for Ranked Data'
SumRejectTrt RejectRM;

Proc Print Data=DataA24RME;
Title 'Fit Statistics for Aligned Data - Residuals
SumReject;

Proc Print Data=DataA25RME;
Title 'Test Info for Aligned Data - Residuals'
SumRejectTrt RejectRM;

Proc Print Data=DataA4RME;
Title 'Fit Statistics for Aligned Data - H&T'
SumReject;

Proc Print Data=DataA5RME;
Title 'Test Info for Aligned Data - H&T"
SumRejectTrt RejectRM;

proc printto ;

DATA mylib.DatalRME;
SETDatalRME;

run;

quit;
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A.2.11 NORMAL ERROR DISTRIBUTIONS, VARIANCE COMPONY¥TS
COVARIANCE STRUCTURE, TREATMENT AND REPEATED MEASUES MAIN

EFFECTS

[**** This program will do the basic simulation: Mimal errors
/ and with treatment and RM main effects but neriattions */

dm'log;clear;output;clear;'
optionsps=80 Is=120 nodate pagends

libnamemylib 'd:/datasets’

PROC PRINTTO log ="/logs/simlarmenew;
run;

PROC IML ;

Seed=0;

[*Number of Treatments*/

trt=3;

[*Number of Subjects*/

subj=3;

/*Number of Repeated Measures*/
repmeass;

[*Number of total observations*/
n=trt*subj*repmeas;

[*Initial setup of data sets*/

replication=,

reps=J(r,replication);

observation=tl:n);
treatment=J(subj,1)@{1,2,3}@J(repmead,l);
subject={l,2,3}@J(trt*repmeasl,1);
repmeasure=J(trt*sulij 1) @{1,2,3};

[*Value of the common mean*/

mu=0;

[*Matrix that is nx1 with common mean*/
mumatrix=mu*J(nl,1);

[*Treatment Effects*/

alphas={,2,4};

[*Matrix with nx1 treatment effects*/
alphamatrix=J(suli,l)@alphas@J(repmeasgl);
[*Subject effects*/
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taus={,1,1};

[*Matrix with nx1 rep measure effects*/
taumatrix=J(trt*repmeas,l) @taus;
[*Interactions*/

alphatau=9,0,0,0,0,0,0,0,0};

[*Matrix with nx1 Interactions*/
alphataumatrix=J(repmeagl) @alphatau;
[*Covariance matrix - VC right now, sigma2=1*/
Cov=I(3);

/*Block matrix with Cov trt*subj*/
BCov=Block(Cov,Cov,Cov,Cov,Cov,Cov,Cov,Cov,Cov);
/*Choleski Root*/

T=Root(BCov);

[*Initialize X matrix for observations - nx1*/
X=J(NRow(BCov)1,Seed);

X=Rannor(X);

rmerror=J(trt*subjl,1);
rmerror=Rannor(rmerror);
dmatrix=rmerror@J(repmedsl);

[*Matrix with observations*/
Y=T*X + mumatrix + alphamatrix + taumatrix + alplaimatrix + T*dmatrix;

CreateXdataARME from X;
appendrom X;
CloseXdataARME;

CreateNormalDataARME From Y;
appendrom Y;
CloseNormalDataARME;

createDatal ARME var { observation reps subject treatmepmeasure Y dmatrix X};
append
CloseDatalARME;

[*Replication*/

DO replication =2 to 1000Q
reps=J(ri,replication);

[*Initialize X matrix for observations - nx1*/
X=J(NRow(BCov)1,Seed);

X=Rannor(X);

rmerror=J(trt*subjl,1);
rmerror=Rannor(rmerror);
dmatrix=rmerror@J(repmedsl);

[*Matrix with observations*/
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Y=T*X + mumatrix + alphamatrix + taumatrix + alplaaimatrix + dmatrix;

edit XdataARME;
appendrom X;
CloseXdataARME;

edit NormalDataARME:;
appendrom Y;
CloseNormalDataARME:;

edit DatalARME;

appendvar { observation reps subject treatment repmeagwtmatrix X};
CloseDatalARME;

end

Proc printto print ='/simulations/mixedinfoARMEhew;
run;

TITLE 'Regular Datg'
run;

[*Mixed analysis on regular data*/

PROC MIXED DATA=DatalARMENOINFO NOITPRINT,
BY reps;

CLASStreatment subject repmeasure;
odsoutputTests3=TestsARME;

Model y = treatment|repmeasureutp=predicted;
Randomsubject(treatment)G;

Repeated type=vc sub=subject(treatmentjcorr;

[*Interaction Test*/

DATA Data2ARME;

SET TestsARME;

IF Effect =" TREATMENT' THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1;

[*'Main Effect' Test*/

DATA Data3ARME;

SET TestsARME;

IF Effect ="TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT' and ProbF 6.05THEN RejectTrt5);
ELSEIF Effect ="TREATMENT' and ProbF <9.05THEN RejectTrt;
IF Effect =" REPMEASUREand ProbF 6.05THEN RejectRM);
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ELSEIF Effect ="REPMEASURE@and ProbF <9.05THEN RejectRM<,

proc printto log = '/logs/simlarme'’
run;

TITLE 'Ranked Data'
run;

/*Rank the data*/
DATA DataR1ARME;
SET DatalARME;

PROC SORT DATA=DataR1ARME;
BY reps treatment subject repmeasure;

Proc Rank Out=DataR1RankARME;
By reps;

Var,

RanksRankY;

Proc Sort Data=DataR1RankARME;
By reps treatment subject repmeasure;

Proc printto print ='/simulations/mixedinfoARME"
run;

/*Analysis on Ranked Data*/

PROC MIXED DATA=DataR1RankARMENOINFO NOITPRINT;
BY reps;

CLASStreatment subject repmeasure;
odsoutputTests3=TestsRankARME;

Model RankY = treatment|repmeasureutp=predictedrank;
Randomsubject(treatment)G;

Repeated type=vc sub=subject(treatmentjcorr;

[*Interaction Test*/

DATA DataR2ARME;

SET TestsRankARME;

IF Effect ="TREATMENT' THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1;

[*'Main Effect' Test*/
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DATA DataR3ARME;

SET TestsRankARME;

IF Effect ="TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT' and ProbF 6.05THEN RejectTrt5);

ELSEIF Effect ="TREATMENT' and ProbF <9.05THEN RejectTrt4;
IF Effect ="REPMEASUREand ProbF 6.05THEN RejectRM%);
ELSEIF Effect ="REPMEASUREand ProbF <£8.05THEN RejectRM4

proc printto log = '/logs/simlarme'’
run;

/*Align based on Higgins and Tashtoush*/
PROC SORT DATA=DatalARME;
BY reps treatment subject repmeasure;

TITLE 'Aligned Data - H&T;
run;

[*Get Residuals from the data*/

PROC GLM DATA=DatalARMENOPRINT;
BY reps;

CLASS treatment subject repmeasure;
Modely = treatment*subject repmeasure;
OUTPUTOUT=DataA2ARME R=AlignResid;

Proc printto print ='/simulations/residualsARMEHew;
run;

PROC PRINT DATA=DataA2ARME;
run;

Proc Printto log = '/logs/simlarme'’
run;

PROC SORT;
By reps treatment subject;

/*Rank residuals*/

PROC RANK OUT=DataA3ARME;
By reps;

Var AlignResid;

ranksARY:;

Proc printto print ='/simulations/mixedinfoARME'
run;
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[*Mixed analysis on Aligned data */

PROC MIXED DATA=DataA3ARME;

BY reps;

CLASS treatment subject repmeasure;
odsoutputTests3=TestsAlignARME;

Model ARY = treatment|repmeasureutp=predictedalign;
Randomsubject(treatment)@;

Repeated type=vc sub=subject(treatmentjcorr,

[*Interaction Test*/

DATA DataA4ARME;

SET TestsAlignARME;

IF Effect = TREATMENT THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1;

[*Main Effect’ Test*/

DATA DataA5ARME;

SET TestsAlignARME;

IF Effect = TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT"and ProbF 6.05THEN RejectTrt%);

ELSEIF Effect =" TREATMENT" and ProbF <£.05THEN RejectTrt4,
IF Effect ="REPMEASUREand ProbF 6.05THEN RejectRM=%);
ELSEIF Effect ="REPMEASUREand ProbF <£f.05THEN RejectRM4
run;

proc printto log = '/logs/simlarme'
run;

[*Align based on Residuals*/
PROC SORT DATA=DatalARME;
BY reps treatment subject repmeasure;

TITLE 'Aligned Data - Residuals'
run;

[*Get Residuals from the data*/

PROC GLM DATA=DatalARMENOPRINT;
BY reps;

CLASS treatment subject repmeasure;

Modely = treatment subject repmeasure;
OUTPUTOUT=DataA22ARME R=AlignResid2;
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Proc printto print ='/simulations/residualsARMEHew;
run;

PROC PRINT DATA=dataA22ARME;
run;

Proc Printto log = '/logs/simlarme'
run;

PROC SORT;
By reps treatment subject;

/*Rank residuals*/

PROC RANK OUT=DataA23ARME;
By reps;

Var AlignResid2;

ranksARY:;

Proc printto print ='/simulations/mixedinfoARME'
run;

[*Mixed analysis on Aligned data */

PROC MIXED DATA=DataA23ARME;

BY reps;

CLASS treatment subject repmeasure;
odsoutputTests3=TestsAlign2ARME;

Model ARY = treatment|repmeasureutp=predictedalign2;
Randomsubject(treatment)@;

Repeated type=vc sub=subject(treatmentjcorr,

[*Interaction Test*/

DATA DataA24ARME;

SET TestsAlign2ARME;

IF Effect = TREATMENT THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1;

[*Main Effect' Test*/

DATA DataA25ARME;

SET TestsAlign2ARME;

IF Effect = TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT" and ProbF 6.05THEN RejectTrt%);

ELSEIF Effect =" TREATMENT' and ProbF <£.05THEN RejectTrt4,
IF Effect ="REPMEASUREand ProbF 6.05THEN RejectRM=%);
ELSEIF Effect ="REPMEASUREand ProbF <£f.05THEN RejectRM4,
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run;

proc printto log = '/logs/simlarme'
run;

Proc printto print ='/simulations/simoutputARMHEiew;
run;

Proc Print Data=Data2ARME;
TITLE 'Original Data - Interaction'
SumReject;

Proc Print Data=Data3ARME;
TITLE 'Original Data - No Interaction'
SumRejectTrt RejectRM;

Proc Print DateeDataR2ARME;
Title 'Fit Statistics for Ranked Daja'
SumReject;

Proc Print DateeDataR3ARME;
Title 'Test Info for Ranked Data'
SumRejectTrt RejectRM;

Proc Print Data=DataA24ARME;
Title 'Fit Statistics for Aligned Data - Residuals’
SumReject;

Proc Print Data=DataA25ARME;
Title 'Test Info for Aligned Data - Residuals'
SumRejectTrt RejectRM;

Proc Print Data=DataA4ARME;
Title 'Fit Statistics for Aligned Data - H&T'
SumReject;

Proc Print Data=DataASARME;
Title 'Test Info for Aligned Data - H&T"
SumRejectTrt RejectRM;

proc printto ;
DATA mylib.DatalARME;
SET DatalARME;

run;
quit;
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A.2.12 NORMAL ERROR DISTRIBUTIONS, VARIANCE COMPONY¥TS
COVARIANCE STRUCTURE, TREATMENT AND REPEATED MEASUES

INTERACTIONS

[**** This program will do the basic simulation: Mmal errors
/ with interactions */

dm'log;clear;output;clear;'
optionsps=80 Is=120 nodate pagends

libnamemylib 'd:/datasets’

PROC PRINTTO log = "/logs/simlinterhew;
run;

PROC IML ;

Seed=0;

[*Number of Treatments*/

trt=3;

[*Number of Subjects*/

subj=3;

/*Number of Repeated Measures*/
repmeass;

[*Number of total observations*/
n=trt*subj*repmeas;

[*Initial setup of data sets*/

replication=,

reps=J(r,replication);

observation=tl:n);
treatment=J(subj,1)@{1,2,3}@J(repmead,l);
subject={l,2,3}@J(trt*repmeasl,1);
repmeasure=J(trt*sulij 1) @{1,2,3};

[*Value of the common mean*/

mu=0;

[*Matrix that is nx1 with common mean*/
mumatrix=mu*J(nl,1);

[*Treatment Effects*/

alphas={,0,0};

[*Matrix with nx1 treatment effects*/
alphamatrix=J(suli,l)@alphas@J(repmeasgl);
[*Subject effects*/
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taus={0,0,0};

[*Matrix with nx1 rep measure effects*/
taumatrix=J(trt*repmeas,l) @taus;
[*Interactions*/

alphatau={,2,3,2,1,2,3,2,1};

[*Matrix with nx1 Interactions*/
alphataumatrix=J(repmeagl) @alphatau;
[*Covariance matrix - VC right now, sigma2=1*/
Cov=I(3);

/*Block matrix with Cov trt*subj*/
BCov=Block(Cov,Cov,Cov,Cov,Cov,Cov,Cov,Cov,Cov);
/*Choleski Root*/

T=Root(BCov);

[*Initialize X matrix for observations - nx1*/
X=J(NRow(BCov)1,Seed);

X=Rannor(X);

rmerror=J(trt*subjl,1);
rmerror=Rannor(rmerror);
dmatrix=rmerror@J(repmedsl);

[*Matrix with observations*/
Y=T*X + mumatrix + alphamatrix + taumatrix + alplaimatrix + T*dmatrix;

CreateXdatalnter from X;
appendrom X;
CloseXdatalnter;

CreateNormalDatalnter From Y;
appendrom Y;
CloseNormalDatalnter;

createDatallnter var { observation reps subject treatmepmeasure Y dmatrix X};
append
CloseDatallnter;

[*Replication*/

DO replication =2 to 1000Q
reps=J(ri,replication);

[*Initialize X matrix for observations - nx1*/
X=J(NRow(BCov)1,Seed);

X=Rannor(X);

rmerror=J(trt*subjl,1);
rmerror=Rannor(rmerror);
dmatrix=rmerror@J(repmedsl);

[*Matrix with observations*/
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Y=T*X + mumatrix + alphamatrix + taumatrix + alplaaimatrix + dmatrix;

edit Xdatalnter:;
appendrom X;
CloseXdatalnter;

edit NormalDatalnter;
appendrom Y;
CloseNormalDatalnter:;

edit Datallnter;

appendvar { observation reps subject treatment repmeagwtmatrix X};
CloseDatallnter;

end

Proc printto print ='/simulations/mixedinfolnteriew;
run;

TITLE 'Regular Datg'
run;

[*Mixed analysis on regular data*/

PROC MIXED DATA=DatallnteNOINFO NOITPRINT;
BY reps;

CLASStreatment subject repmeasure;
odsoutputTests3=TestsInter;

Model y = treatment|repmeasureutp=predicted;
Randomsubject(treatment)G;

Repeated type=vc sub=subject(treatmentjcorr;

[*Interaction Test*/

DATA Data2lnter;

SET TestslInter;

IF Effect ="TREATMENT' THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1;

[*'Main Effect' Test*/

DATA Data3lnter;

SET TestslInter;

IF Effect =" TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT' and ProbF 6.05THEN RejectTrt5);
ELSEIF Effect =" TREATMENT' and ProbF <£.05THEN RejectTrt4;
IF Effect ="REPMEASUREand ProbF 8.05THEN RejectRM=®;
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ELSEIF Effect ="REPMEASURE@and ProbF <9.05THEN RejectRM<,

proc printto log = '/logs/simlinter’
run;

TITLE 'Ranked Data'
run;

/*Rank the data*/
DATA DataR1lInter;
SET Datallnter;

PROC SORT DATA=DataR1Inter,
BY reps treatment subject repmeasure;

Proc Rank Out=DataR1RankInter;
By reps;

Var,

RanksRankY;

Proc Sort Data=DataR1RanklInter;
By reps treatment subject repmeasure;

Proc printto print ='/simulations/mixedinfointer’
run;

/*Analysis on Ranked Data*/

PROC MIXED DATA=DataR1RankinteNOINFO NOITPRINT;
BY reps;

CLASStreatment subject repmeasure;
odsoutputTests3=TestsRankInter;

Model RankY = treatment|repmeasureutp=predictedrank;
Randomsubject(treatment)G;

Repeated type=vc sub=subject(treatmentjcorr;

[*Interaction Test*/

DATA DataR2Inter;

SET TestsRankinter;

IF Effect ="TREATMENT' THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1;

[*'Main Effect' Test*/
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DATA DataR3Inter;

SET TestsRankinter;

IF Effect =" TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT" and ProbF 6.05THEN RejectTrt5);

ELSEIF Effect ="TREATMENT' and ProbF <9.05THEN RejectTrt;
IF Effect ='REPMEASUREand ProbF §.05THEN RejectRM=;
ELSEIF Effect ="REPMEASUREand ProbF <£8.05THEN RejectRM4

proc printto log = '/logs/simlinter’
run;

/*Align based on Higgins and Tashtoush*/
PROC SORT DATA=Datallnter;
BY reps treatment subject repmeasure;

TITLE 'Aligned Data - H&T;
run;

[*Get Residuals from the data*/

PROC GLM DATA=DatalinteNOPRINT;
BY reps;

CLASS treatment subject repmeasure;
Modely = treatment*subject repmeasure;
OUTPUTOUT=DataA2Inter R=AlignResid,;

Proc printto print ='/simulations/residualsintemew;
run;

PROC PRINT DATA=dataA2Inter;
run;

Proc Printto log = '/logs/simlinter’
run;

PROC SORT;
By reps treatment subject;

/*Rank residuals*/

PROC RANK OUT=DataA3lInter;
By reps;

Var AlignResid;

ranksARY:;

Proc printto print ='/simulations/mixedinfointer’
run;
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[*Mixed analysis on Aligned data */

PROC MIXED DATA=DataA3lInter;

BY reps;

CLASS treatment subject repmeasure;
odsoutputTests3=TestsAligninter;

Model ARY = treatment|repmeasureutp=predictedalign;
Randomsubject(treatment)@;

Repeated type=vc sub=subject(treatmentjcorr,

[*Interaction Test*/

DATA DataAdlinter,

SET TestsAligninter;

IF Effect = TREATMENT THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1;

[*Main Effect’ Test*/

DATA DataASInter,

SET TestsAligninter;

IF Effect =TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT"and ProbF 6.05THEN RejectTrt%);

ELSEIF Effect =" TREATMENT' and ProbF <£.05THEN RejectTrt4,
IF Effect ="REPMEASUREand ProbF 6.05THEN RejectRM=%);
ELSEIF Effect ="REPMEASUREand ProbF <£f.05THEN RejectRM4
run;

proc printto log = '/logs/simlinter’
run;

[*Align based on Residuals*/
PROC SORT DATA=Datallnter;
BY reps treatment subject repmeasure;

TITLE 'Aligned Data - Residuals'
run;

[*Get Residuals from the data*/

PROC GLM DATA=DatalinteNOPRINT;

BY reps;

CLASS treatment subject repmeasure;
Modely = treatment subject repmeasure;
OUTPUTOUT=DataA22Inter R=AlignResid2;
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Proc printto print ='/simulations/residualsintemew;
run;

PROC PRINT DATA=dataA22Inter;
run;

Proc Printto log = '/logs/simlinter’
run;

PROC SORT;
By reps treatment subject;

/*Rank residuals*/

PROC RANK OUT=DataA23Inter;
By reps;

Var AlignResid2;

ranksARY:;

Proc printto print ='/simulations/mixedinfointer’
run;

[*Mixed analysis on Aligned data */

PROC MIXED DATA=DataA23Inter,

BY reps;

CLASS treatment subject repmeasure;
odsoutputTests3=TestsAlign2Inter;

Model ARY = treatment|repmeasureutp=predictedalign2;
Randomsubject(treatment)@;

Repeated type=vc sub=subject(treatmentjcorr,

[*Interaction Test*/

DATA DataA24Inter,

SET TestsAlign2inter;

IF Effect = TREATMENT THEN DELETE;
IF Effect ="REPMEASURETHEN DELETE;
IF ProbF >0.05ThenReject =0;

ElseReject =1;

[*Main Effect' Test*/

DATA DataA25Inter,

SET TestsAlign2inter;

IF Effect =" TREATMENT*REPMEASURETHEN DELETE;

IF Effect ="TREATMENT" and ProbF 6.05THEN RejectTrt%);

ELSEIF Effect =" TREATMENT" and ProbF <£.05THEN RejectTrt4,
IF Effect ="REPMEASUREand ProbF 6.05THEN RejectRM=%);
ELSEIF Effect ="REPMEASUREand ProbF <£f.05THEN RejectRM4,
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run;

proc printto log = '/logs/simlinter’
run;

Proc printto print ='/simulations/simoutputinteriew;
run;

Proc Print Data=DataZ2lInter;
TITLE 'Original Data - Interaction'
SumReject;

Proc Print Data=Data3Inter;
TITLE 'Original Data - No Interaction'
SumRejectTrt RejectRM;

Proc Print DateeDataR2Inter;
Title 'Fit Statistics for Ranked Daja'
SumReject;

Proc Print Data=DataR3Inter;
Title 'Test Info for Ranked Data'
SumRejectTrt RejectRM;

Proc Print Data=DataA24Inter;
Title 'Fit Statistics for Aligned Data - Residuals’
SumReject;

Proc Print Data=DataA25Inter;
Title 'Test Info for Aligned Data - Residuals'
SumRejectTrt RejectRM;

Proc Print Data=DataA4Inter;
Title 'Fit Statistics for Aligned Data - H&T'
SumReject;

Proc Print Data=DataAb5Inter;
Title 'Test Info for Aligned Data - H&T"
SumRejectTrt RejectRM;

proc printto ;
DATA mylib.Datallnter;
SET Datallnter;

run;
quit;
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