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CHAPTER |

INTRODUCTION

Proton- and neutron-induced target fragmentation of heavy nudeclass of medium
energy nuclear reaction with relevance to proton cancer thettapyadiation protection
of space crews and avionics, and radiation protection from neutronsetTarg
fragmentation reactions in tissue are capable of depositimgyegeeater than that of the
incident nucleon (proton or neutron) over very short-range @h) by generating
secondary particles consisting of knock-out protons, neutrons, alphdgsarand heavy
nuclear recoil (HNR) particles. The contribution from HNR pé&tido patient total dose
during proton cancer therapy or to the total absorbed dose received byoaawsduring
space flight is not precisely known, due to the difficulty in directly méagutinese short-
range recolil particles. This thesis develops a method to lgiraetasure the contribution
from proton- and neutron-induced HNR particles to total dose usin@9CRlastic

nuclear track detector (PNTD) analyzed using of atomic force mmpgd@FM).

1.0 Importance of HNR Particles

HNR particles may make a significant contribution to totalodiesd dose in healthy
tissue surrounding an irradiated tumor during proton cancer treatmembtém cancer

therapy, cyclotrons or synchrotrons produce beams of energetimgrat known, fixed



energy to directly irradiate malignant tumors located deementiie patient’s body
[Wilson, 1946; Gottschalk et al., 1982]. An energetic proton beam passeglitirealthy
tissue and stops inside the tumor volume, thereby depositing ekéligg, the cancer
cells within. Energy is transferred from the protons of thanbdo tissue through
electromagnetic (Coulomb) interactions between the protons ancdbiséteent orbital
electrons of the healthy tissue and tumor. The deposition of energympeyath length
(measured in units of keV/um) along the proton beam’s trajedteryas a function of
depth in tissue, is referred to as the linear energy trandtdr) (@nd is described by the
Bragg curve shown in Figure 1. The Bragg curve shows the relatiobstigen LET,

which is proportional to absorbed dose (in Gy or J/kg), and depth in tissue or water.

100 7

|

p— ]

L2
o~ 80 [
@ / [
o /|
60 - !

D j{:" ‘
? 4] yZam
a) 40 e |
5 total dose T ||
&8 20 e =====""""primary proton dose |
< 1
secondary proton dose \

0 bt S DT TR
0 5 10 15 20

depth [cm]

Figure 1. The Bragg peak for a proton beam (160 MeV) in water sgowin
the contributions to dose from both primary and secondary protons

[Paganetti, 2002]. Absorbed dose on the y-axis is proportional to primary
proton LET.



For proton beams, the Bragg curve consists of a flat region knowre gdateau, after
which the LET rises up to its peak value in a region called tagdBpeak, the region of
maximum energy transfer. In the Bragg peak, the protons expeaneérkegy completely
and stop. For the range of proton beam energy in clinical use, roughly 50 to 250 MeV, the
proton LET in the plateau is 1.2 to 0.4 keV/um respectively. NearrduggBpeak, proton
LET rises quickly to its maximum, ~95 keV/um [ICRU, 1993]. The depttissue of the
proton Bragg peak is a function of proton energy. As proton enermgases, the overall
proton range in tissue increases and the location of the Bragg peakaspondingly
deeper. It is the distinctive pattern of energy deposition as aidanaf tissue depth,
wherein less energy is deposited at the beginning of a protorge,raorresponding to
healthy tissue in front of the tumor volume, while the majorityemergy is deposited
over a relatively short distance near the end of its range,thee.Bragg peak,
corresponding to the tumor volume, that represents the major advantagsoof cancer

therapy over other forms of radiotherapy such as X-ray and energetiorleeams.

In the clinical application of proton radiotherapy, multiple proton giesrare used since
the tumor occupies a range of depth inside the patient. Each preagydias a distinct
Bragg peak which when combined form the so-called spread out Bragyg$@8&P)
[Koehler et al., 1975; Gottschalk et al., 1993; Lu et al., 2006]. The teclsnicpsal in
proton radiotherapy can be summarized as methods that physicadify nthe cross-
sectional area and energy of the beam such that the assd&ratgdpeak matches the

physical location of the tumor volume within the patient.



It is important to note that the distinctive profile of energpasition as a function of
proton range represented by the Bragg curve is entirely the result oh@pinteractions
between the energetic protons of the beam and the eledtainsctupy the bulk of the
volume of the target tissue. Nuclear interactions between the puttims beam and the
constituent nuclei of the target tissue are far less frequeaking only a small
contribution to the Bragg curve. However, in nuclear collisions suchaasnpinduced
target fragmentation reactions, it is possible to produce secopdaryns, neutrons,
alpha-particles, intermediate mass fragments (IMFs) wits Z0, and heavy nuclear
recoil (HNR) particles, all of which contribute to patient dose @sykecially to the dose
deposited in healthy tissue corresponding to the plateau of thg Buave [Wilson et al.,

1993; Chadwick et al., 1998].

HNR particles have much larger LET values than the primarpmpsodf the treatment
beam and, generally a shorter rang&0(um in tissue) [Shinn et al., 1990]. Estimates of
the contribution from HNR particles to the dose to healthy tissue been made using
Monte Carlo simulations [Paganetti et al., 1997; Wroe et al., 2Z0@i5hnalytical models
[Bortfeld, 1997], but only a limited number of measurements of the ambaélibution to
healthy tissue dose have been made [Benton et al., 2002c]. It is knatwthebe initial
experiments made using CR-39 PNTD analyzed by standard vigjhtenhicroscopy,

only measured a fraction of the total dose deposited by HNR patrticles.

In proton radiotherapy the contribution from HNR particles to totat doexpected to be

small [Paganetti et al., 1997], but experimental confirmation hexs t@mplicated due to



difficulties in making direct measurements of short-rangel@ um) particles. Active
detectors generally have a protective outer casing that ighiok for short-range
particles to traverse. A short-range particle formed in tak @f an active detector, such
as a tissue equivalent proportional counter (TEPC), can be detectgdading such a
detector directly in the proton beam will saturate the detedgtbrprimary protons. This
makes interpretation of the signal from secondary HNR partekéiemely difficult.
Some measurements have been made in neutron therapy bearesehhtrsignificant
dose contribution from heavy ions of LEX 200 keV/um [Fidorra et al., 1981]. In the
case of neutrons, primary particles are not detected and thetatetan be placed
directly in the beam. The results at energt& MeV from proton beams are expected to

be similar.

Another area where the contribution of HNR particles to total dosaly partly known
is in the radiation exposure of space crews [Benton et al., 200h&rBet al., 2006].
Astronauts in low Earth orbit (LEO) and on lunar or interplanetaigsions receive a
dose contribution from HNR particles due to the presence of prototisei Galactic
Cosmic Ray (GCR) spectrum, trapped protons in the Van Allen belpratwhs in solar
particle events (SPEs). The importance of absorbed dose from G@Rrips was
recognized early in the space program [Benton et al., 1966]. TReSpEctrum consists
primarily of protons, ~87%, which are peaked in energy between 1@&e¥(JSimpson,
1983]. In addition to GCR protons, the Earth’s trapped radiation belts rqoratons
broadly peaked in energy between 10 and 250 MeV [NCRP, 1989]. SPE® ngtetons

as well, generally with energies200 MeV. Protons from these sources deposit energy,



and therefore dose, primarily via electromagnetic interactionsalbat have sufficient

energy to produce HNR patrticles through nuclear target fragmentatigionsac

The dose component from secondary particles was first measurediTD on the
Biosatellite 11l experiment [Benton et al., 1972]. MeasurementshenLong Duration
Exposure Facility (LDEF) found that proton-induced secondary [estiavere
responsible for most of the of the high LET (> 100 keV/um) componeniniraltitude,
low inclination orbit [Benton et al., 1996a; Benton et al., 1996b; Nefedol, et996].
TEPC measurements aboard the space shuttle have been made €iShinn1999;
Singleterry et al., 2001], but due to detector cross-section, the &ffhese particles
cannot be accurately measured. A comparison between active and passive detectors in
LEO showed a loss of short-range, high-LET secondaries invpadsiectors due to
prolonged etching [Tawara et al., 2002]. Recent measurements, suuh Mattoshka
experiment on the International Space Station (ISS) [Reitd.,e2@09], in which a
human torso phantom was used for quantitative dose determination in LEGalbave
demonstrated the ability for naturally occurring, high energyopsoto penetrate into the

body and produce HNR patrticles.

1.1. Heavy Nuclear Recoil Formation

HNR particles are formed by nuclear collisions in a sequeneeeuits first described by
Serber [Serber, 1947]. The Serber, two-step nuclear reaction model latex
experimentally verified by other investigators [Winsberg, 1980a; Gumet al., 1981].

In the first step, a sufficiently energetic projectile nuclge®0 MeV), or single proton or



neutron, has a small probability of undergoing a nuclear collisitm avnucleus in the
target matter. The nuclear collision may produce knock-out partitiels as protons,
neutrons and alpha-particles from the target nucleus, which atecejapidly as a result
of nucleon-nucleon collisions inside the target nucleus in what ia ofiked an intra-
nuclear cascade (INC). This initial, pre-equilibrium step preagesapidly, typically in
less than 30 fm/c or ~ T8s [Cugnon et al., 1997; Machner et al., 2006], which is on the

order of the time it takes for the projectile particle to traverseatiget nucleus.

After direct particle ejection in the first step, the remay nuclear fragment is left in an
excited state similar to that resulting from compound nucleus farmm lower energy
nuclear reactions. This residual nuclear fragment undergoes necégaoration to reach
the ground state by emitting additional nucleons, photons, and perhaps gtfter i
particles. To conserve momentum during the evaporation step, the nuelgaremt
recoils in the opposite direction to that of the evaporation partithées is the heavy
nuclear recoil (HNR) particle. The Serber two-step nucleactron model is sometimes

referred to as the cascade/evaporation model in later literature.

HNR particles are formed by intermediate energy reactiotisrong at energies between
that of compound nucleus formation at low energies (~50 MeV or lesd) a
spallation/completely direct interactions at high energy (~500/ Me more). HNR
particles typically have a range on the order of 1 tprhGn low Z materials [Winsberg,
1980b], although the actual particle range is density dependent. Nioteish@ange is on

a scale similar to the dimensions of biological cells, makirgitkrestigation of HNR



particles relevant to proton cancer therapy, as well dsetoadiation protection of space
crews. In addition, if the target fragmentation occurs in CPUtloer integrated circuit
(IC) on an orbiting satellite or spacecraft, the HNR partele affect the state of one or
more discrete circuit elements leading to a fault. Detaitezhsurements of target
fragmentation reactions are needed to evaluate total dose tatpaBeeiving proton
cancer therapy, astronauts during space flight, and to properlyaevdhe challenges

facing orbiting electronic systems.

1.2. HNR Particle Measurement Techniques

Various experimental methods have been used previously to study tRepHiticle
formation mechanism and the constituent properties HNR particles.tWitemost
commonly used methods are the radiochemical technique [Winsberg &9&il] and
photographic nuclear emulsions [Waddington et al., 1985; Bogdanov et al., ROOH.
radiochemical technique, a stack of thin layers of material, onehiwh is of different
composition (the target layer), are exposed to a beam of haglyyeparticles. The target
layer is typically in the center of the stack, with so-called eatldyers of low-Z material
such as Mylar, extending outward along the beam direction on eitlggras shown in
Figure 2. During the exposure, projectile nucleons collide wititioéei in the target. A
fraction of the HNR particles formed in these target fragtation interactions, travel out
of the target layer and become embedded in one of the multipfeecédgers. Following
beam exposure, the catcher layers are independently analyzedraditthemical
methods, such as ionization chamber counting wnaly spectroscopy using HPGe

detectors or scintillation detectors, to determine both half-hig specific activity of



specific HNR patrticles. This analysis determines the fyaabf activated HNR particles
deposited in the forward and backward directions, which can then be udetbimine

nuclear reaction kinematics [Winsberg, 1980a, 1980Db].

1 [k T

Tthk Catcher Thin Catcher

Figure 2. The thick-target/thick-catcher stack on the lkefuseful for
determination of inelastic nuclear cross sections for various ttarge
materials. The thin-target/thin-catcher stack can be used tp igadtion
kinematics [Alexander et al., 1961; Winsberg, 1978].

A photographic nuclear emulsion consists of a solid substrate lagbras glass, coated
with a thin layer of silver halide of uniform grain size suspendexhiemulsion. Passage
of charged particles is detected by the change of istgit@rted during ionization of the
silver halide grains, which is revealed after chemical developnvrdlear emulsions
can detect singly ionized particles with minimum ionizing enefdnis technology was
the first to reveal the track structure of high energy gadiand was used by Powell
et al. in 1947 in the discovery of the pion [Lattes et al., 1947]. Photographlear
emulsions are exposed to high energy beams in a manner simildwat used in

radiochemical methods, but detector processing is similar tdogewvg photographic



film. The exposed and developed emulsion is analyzed microscopicalbktutty

individual nuclear track details.

Although both methods are extremely useful tools, radiochemical mednedisnited to
the study of HNRs with sufficiently long radioactive half-kvéor laboratory counting,
while photographic nuclear emulsions are limited by the rangergét nuclei available
for interaction. Using radiochemical techniques or nuclear emulsibms,possible to
obtain detailed information about recoil kinetic energy, range, catigpogZ), and
reaction cross sections. However, they are not generally usefaidasuring the dose

from HNR particles in tissue.

Polyallyldiglycolcarbonate, or CR-39, plastic nuclear track detd®NTD) is a passive
detector sensitive to charged particles of LET in water betvieand 1500 keWwm
[Benton et al., 1986]. Charged patrticles with an LET in this rangguge latent damage
in the detector along the particle’s trajectory. Following diation, the PNTD is
chemically etched, a process that transforms the latent @aitnaits into conically-
shaped etch pits in the surface of the detector. The size oflifhtecal opening of a
conical etch pit, or nuclear track, is proportional to the LET ofctierged particle that

produced the damage.

Charged patrticles of LET < 5 keV/um do not produce sufficient danmgGR-39 PNTD

to yield etchable nuclear tracks. This includes primary protonsotdrptherapy beams at

all depths with the exception of the Bragg peak, as well as thenagarity of energetic
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protons encountered during space flight. As a consequence, the nwdkarfound in
CR-39 PNTD exposed in the plateau of the Bragg curve, i.e. the remi@sponding to
healthy tissue in front of the tumor volume under treatment, areethdt of nuclear
interactions between the primary protons and the nuclei of thetaletébe high LET
tracks £250 keV/um) are from particles formed in target fragmentati@actiens
between protons and the C and O nuclei of the CR-39 PNTD, and this intlacks

from HNR patrticles.

The minimum range of charged particles that can be measured B9 GINTD is
dictated by the thickness of the detector layer removed duringicddestching. In order
to make tracks large enough to resolve by visible light microsqopyious work carried
out in our laboratory has shown that a minimum thickness of 8 pm mustmoved
[Benton et al., 2002b; Benton et al., 2006]. This means that particlesanigle shorter
than 8 um cannot be measured and, consequently, previous efforts t@ dhaly#NR
particle contribution to dose have only included that fraction of HNRcpes with range
> 8 um [Benton et al., 2001b]. To overcome this limitation, a method was eelgtiat
permitted analysis of CR-39 PNTD that had only been etched to remwech thinner
layer (~1 um) of bulk detector. Such a method is PNTD analysig womic force

microscopy (AFM).

1.3.  AFM Analysis of CR-39 PNTD

The application of AFM techniques to the study of nuclear trackctbete closely

followed the wide spread commercial availability of the AFMhe early 1990’s. The

11



AFM was first used on nuclear track detectors to study teaolution in mica [Price,
1993]. Analysis of polymer materials was greatly enhanced \Wwghdevelopment of
tapping mode AFM [Magonov et al., 1997]. AFM methods have also been used to
provide a new means of direct bulk etch measurement [Yasudia 49@8] that is
applicable for shorter etch times. The key feature of this &dfM work with CR-39
PNTD is that it focused on track specific characteristiaagusocal measurements.
Methods were still needed to enable the large area measuseafdarge numbers of

tracks necessary to obtain statistically significant, quantitativendtitahe AFM.

Our research group’s early work in this area, based on exgais conducted at the
Loma Linda University Medical Center (LLUMC) Proton Therapy FgcjBenton et al.,
2001b], as well as data collected in LEO on the Mir space st@emton et al., 2002b,
2002a], were an attempt to adapt the AFM to large area measusetoentitain LET
spectra. This work represented a successful evaluation of theiner@ast principles
previously mentioned and produced the first LET spectra in CR-3DPIIng AFM.
However, the scope of this early method was limited due to thenemdary nature of the
analysis tools then available. A dedicated effort was neededvébogethe quantitative
analysis tools necessary to fully apply AFM based methods te kg analysis of

CR-39 PNTD.

Because AFM provides a 3-D topographical map of the post-etcibRNiface, there is

a fundamental difference between AFM data and the data contaiestandard image

of the post-etch CR-39 PNTD surface obtained using an optical nop®snd CCD
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camera. The key feature of AFM data is that it represargarface deterministically,
unlike optical microscopy in which many surface features cdd jle same gray scale
value. As documented in this thesis, a method based on large area, edtémhit
scanning followed by 3-D matrix analysis (as opposed to image gsiogg, has been
developed which allows quantitative, reproducible measurement of thexsiong of
individual nuclear tracks. This new analysis method isolates dataspfrom the
individual nuclear track on a post-etch detector surface and then sajppliellipse-
specific least squares fitting [Hakt al., 1998; Fitzgibbon et al., 1999] to determine the
track’s geometrical parameters, followed by a gradient wedgbstimate of fit (EOF)
[Rosin, 1996]. The EOF calculation provides a useful metric fgrsellfit accuracy and
has also proven to be useful for separating overlapped tracks froamotier. The track
geometry provided by this method is more accurate than previous epgsoand the

method is also amenable to automation.

This work represents a significant advancement in AFM/CR-390Paalysis methods
as illustrated by its application to LET spectra measureméotsvarious thick-
target/thick-catcher type experiments. In irradiations conductedLMC and the
NASA Space Radiation Laboratory (NSRL) at Brookhaven Nationabizdbry (BNL),
targets of varying composition, including a number of elementgétsrof high Z, were
exposed in contact with layers of CR-39 PNTD to beams of 60 N8VU,MeV, and
1 GeV protons at doses between 2 and 50 Gy. Additionally, the #kasided
(<0.05 g cnif) external detector on the International Space Station (ISSjoshka

experiment was analyzed using the new methods. The results ohalysig of these
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experiments with AFM demonstrate the efficacy of the new analysisad and open the
way to new applications of CR-39 PNTD in studying the physicsNR garticles and to

measuring the space radiation environment on the exterior of spacecratft.

The analysis of CR-39 PNTD using optical microscopy is tioresaming and the AFM
methods presented in this document offer no improvement in this redpiedionally,

there are limitations on the measurement capability of AFM téstrict the range of
particle LET measurements depending on the size of theasean This implies that a
range of scanning regimes is needed to obtain the full LETrapgcha fact that further
increases AFM scan time. The principal advantage of our new meshdicht the

guantitative data obtained regarding short-range, high-LET nutkeks allows us to

directly measure the contribution from HNR particles to total absorbed dose.

In Chapter Il of this document, | discuss the nuclear physiceai¢o the HNR particle
production mechanism and review previous work related to the studiNBf particles.
Chapter Il of this work describes the use of CR-39 PNTD in begperiments and
space exposures, and particularly its application to the studyN& particles. An
overview of AFM and the scanning techniques used in this work anesgesd in Chapter
IV. Chapter V describes the work carried out in developing methods toitgtiaaly
analyze AFM data from CR-39 PNTD, including a discussion of tigerithms
developed for this work. The experimental methods developed for toik are
discussed further in Chapter VI, including the results of accetebased experiments

demonstrating the AFM analysis methods developed during this préjeetresults of
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external spacecraft experiments using CR-39 PNTD are peelsemd discussed in

Chapter VII, followed in Chapter VIl by conclusions and suggestions for futarke. w
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CHAPTER Il

THE FORMATION OF HEAVY NUCLEAR RECOIL PARTICLES

Nuclear interactions have been studied for 100 years, beginning widgerGand
Marsden’s observation ai-particle scattering at large angles from gold foil in 1909
[Geiger et al., 1909]. Following these early experiments with émergy particles,
particle accelerator technology emerged, increasing our capaatudy the nucleus by

providing a broad range of beams with a wide variety of particle/enenglyinations.

Particles that comprise the beam are referred to heregmogectile nuclei, or simply
projectiles and the constituent nuclei of the target materieéglan the beam are referred
to as target nuclei. Particles formed in target fragmemtatactions are referred to as
secondary particles. Projectile nuclei are assumed to be colypteized and target
nuclei are assumed to have all electron orbitals filled and ta testin the laboratory
frame of reference. These assumptions have limitations inaee af heavy ion beams
(Z >1); it is known that charge accumulation occurs in a stochasttmer during the
projectile’s transit through target matter. Assuming target ntlee at rest completely
neglects thermal motion, but since this velocity is small bypasison to the beam

energy the assumption remains valid. In this work, projectilesuavally protons.
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Projectile nuclei interact with matter through electromagn@bnization and excitation
of atomic electrons in a medium) and elastic/inelastic nucekision processes. This
discussion begins with the properties of electromagnetic ini@nacfollowed by a
review the general characteristics elastic and inelastideauacollision processes
pertinent to the range of projectile energies used in this wewk.a more detailed
discussion of the nuclear physics of medium energy nuclear aesctihe interested
reader is referred to the excellent reviews of [Lynch, 198dla et al., 2006] and
references therein. The production and detection of HNR pariicladdressed in this
chapter, as are the implications for dose deposition, both in protaih@adipy and for

astronauts.

2.0 Electromagnetic Interactions

Throughout the entire range of primary particle energies, eriexgsfer occurs through
collisions between the projectile and the orbital electrons ofatiget. This often results

in the ionization and subsequent ejection of electrons at high veldtieylarge scale
transfer of energy from the projectile to the atomic electrsrgescribed by the Bethe-
Bloch formula using the continuous slowing down approximation (CSDA). The
characteristic pattern of energy deposition with respect to depthally expressed in
g/cnt or in cm of a given material such as water) is known as the Bragg see/€igure

1). The ionization of electrons represents the primary mode of yemengsfer in the
Bragg peak; however in the plateau of the Bragg curve, includinggi@nrimmediately
before the Bragg peak, nuclear interactions can contribute smgmify to energy

deposition, and therefore to the dose delivered in tissue.
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2.1. Nuclear Interactions

For energetic projectiles passing through normal matter, thaftevays some probability
of nuclear interaction. At low energyl MeV for protons, these interactions are
dominated by elastic scattering reactions with the nuclear anlbrob potentials of
target nuclei [Cork et al., 1957; Glassgold, 1958; Hess, 1958]. Nucledionsain this
energy range can be successfully described by the optocklrfSatchler, 1967]. As the
energy of the projectile increases, the Coulomb barrier of the nucleusésmeeand the
projectile has an increased probability of penetrating the nuclemsd®d the energy is
not too high £20 MeV, target nucleus dependent), the projectile collision witdrget
nucleus may result in the formation of a compound nucleus [Ghoshal, 19G8m&/iet
al., 1967]. The compound nucleus is usually in an excited state and entipleptons or

nucleons by what is called nuclear evaporation to reach the ground state.

As proton energy is further increaseel20 MeV), there is an increasing probability of
inelastic nuclear collisions resulting in the emission of multggleondary particles from
the nucleus during a short period of time immediately followingtigear collision. For
this class of reactions, there are numerous possible outcomesesp#tTt to secondary
particle emission; multiple protons and/or neutrons, as well as dugilvior multiple

a-particles and other light nuclei may be ejected in various combinations.

2.1.1. Two Step Nuclear Reaction Model

The first and still highly applicable model for this type oflastic nuclear collision

process was proposed by Robert Serber in a short lett@nysical Review [Serber,
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1947]. The Serber model is often referred to as the “two-step” mote literature and
was later refined into the cascade/evaporation model [Haap, 968; Cugnon, 1987]
and the pre-equilibrium model [Blann, 1971; Blann, 1972]. In the first stepeotito-
step model, the projectile nucleus collides with a target nuckist{ is considered at
rest), resulting in the emission of knock-out particles from the targetesitual nuclear
fragment attains forwvard momentum in the beam direction aledt is1 an excited state.
In the second step of the two-step model, the residue of thad tartjet nucleus is said to
reach equilibrium, since the constituent nucleons of the residuahdragequally share
the remaining kinetic energy imparted in the first step.mdd-excitation of compound
nuclei, the nuclear fragment then undergoes nuclear evaporation ungmsizbility is
achieved. To conserve momentum, the residual nucleus recoils during ¢oapanaa

direction opposite to that of the evaporation nucleons and light particles.

In the first step of the nuclear reaction, the nucleons exchamggyein what is referred
to as the intra-nuclear cascade (INC) [Bertini, 1963]. The nucleotisedarget nucleus
following a nuclear collision have been described previously ascipartis and
observers [Malfliet, 1981]. The nucleons affected by (or involved in)Nk are known
as participants. The remaining nucleons present, e.g. those that dieectby involved
in the INC, are referred to as observers. Participant nucleogsantpiire sufficient
energy to leave the nucleus. The ejected nucleons and clusterseainsueleased in the
INC are mainly emitted in the direction of the primary proijec The particle ejection

associated with the first step of the reaction occurs rapidge®R observations indicate
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that the time scale for these fast, pre-equilibrium emissisns 30 fmt (~10% s)

[Ginger et al., 2008].

As a result of the nuclear collision in the first step, a valpej is imparted to the target
nucleus. The amount of forward momentum imparted to the target nudpasds on
various factors, such as impact parameter and the masses tafgbt and projectile
nuclei. The momentum transferred to the target nucleus genetalyeases with

projectile energy [Winsberg, 1980b].

Following the INC, the excitation energy of the nuclear coltiss redistributed equally
between the remaining nucleons in what is referred to as numigglibrium. In the
second step of the Serber two-step model, the residual target naslaushole may be
in an excited state and will then undergo nuclear evaporatiozatd the ground state.
Analogous to compound nucleus decay, nuclear evaporation may includectieneyé
multiple nucleons and to conserve momentum, the target residual nusteils in the
appropriate direction. The HNR particle composition depends primarikarget Z and

A and on the kinetic energy imparted by the projectile in the first step.

The heavy nuclear recoil (HNR) particle is known to have a MHmanevelocity
distribution and can be emitted in any direction [Winsberg, 1964]. Thebdtson of
HNR momentum is considered isotropic based on the fact thaif@lmation about the
initial collision event was lost during redistribution of nucleon endofjpwing the first

step. The recoil velocity of the residual nucleus in the secepdstienoted. Since the
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evaporation stage occurs following equilibrium, there is no prefeliredtion forV and
it is considered isotropid/ in general, can be greater thgrtherefore HNR particles can
be detected that have traveled in a direction opposite to that pfdjestile beam. An

illustration of the velocity imparted to the target nucleus is shown in Fgure

Figure 3. The two-step nuclear reaction model, originally preghdsy
Serber [Winsberg, 1980a]. In the first step, a veloeity imparted to the
target nucleus, and in the second step, following nucleon evaporation, the
recoil velocityV is imparted to the residual nucleus.

In modeling nuclear collision processes (numerous Monte Carlo metkistls e two
steps are handled separately, with one routine performing theninttear cascade step
and another performing the equilibrium/evaporation calculations. Ampite clarify
the overlap between the two steps has been tried by inser8tep ahat specifically
addresses the nuclear pre-equilibrium condition [Cugnon et al., 1997].pfpizaah has
had mixed results and introduces unnecessary complication, and the Seristep

model has remained the predominant view applicable to this work.
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2.2.  HNR Particle Detection

The detection of HNR patrticles is difficult because thesages have extremely short-
range in matter. HNR particles typically have a range fleas 20 um. For an active
detector, an HNR particle is unlikely to penetrate through preteactaterials into the
sensitive volume of the detector. Existing techniques for deteEtNR particles include
radiochemical analysis [Miller et al., 1959], photographic nucleaulgons [Beiser,

1952], charged patrticle telescopes and telescope arrays (wherdeooecmethods are
used) [Viola et al., 2006], as well as nuclear track detefBanston et al., 2001b]. Each

of the detection methods mentioned above has strengths and weaknesses.

2.2.1. Radiochemical Methods

Radiochemical analysis has been used to study the nuclealomeastchanism by
analyzing HNR patrticle formation and deposition by various investigdgflexander et
al., 1961; Winsberg, 1978]. Radiochemical methods are applied in two types of
experiments: thick-target/thick-catcher experiments and -t#nget/thin-catcher
experiments. An example of a thick-target/thick catcher exgatinwhich is similar to

the detector assemblies used in this work, is shown in Figure 4.

In this method, layers of Mylar, or another low-Z material ardusn both sides of a
target layer and the all the layers are held in intimate cbmta stack. This stack is then
exposed to a particle beam. HNR particles formed by the beamagtion with nuclei in
the target then travel both forward and backward out of the taggst [Bhe activity A,

of radioactive HNR particles in the front layé, and back layelds, is then measured
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in a low-background counting facility. The ratio of front to badkvéty can then be used
to determine the kinetic energy distribution for the HNR messurhis method can only
be used for HNR patrticles that have a sufficiently long ratiatbalf-life for handling

and counting purposes.

The radiochemical analysis method can be illustrated by tbeorpmduced recoil
reaction Af’(p, 3pn)N&* with proton energy 2.9 GeV. In this reaction’Nis formed as

a result of the second step in the Serber model; it is a HNRIpand can be emitted in
any direction. N&' is a radioactive isotope with a 14.86 hr half-life that emits 1.% Me
gamma-rays. Since the Mylar catcher film has né*paesent prior to the experiment
and none of its constituent nuclei can formfNane can have reasonable certainty that
the N&” activity measured after beam exposure is solely due to HKRIpaleposition.

As shown in Figure 3, the momentum transfer in the first stepeofaHlision imparts a
velocity, v, in the forward direction. In the second step nuclear evaporatiomsp@chich
imparts a velocityV, to the residual nucleus (now ¥ The final velocity of the N&
nucleus is the vector sum wfandV. Sincev is both forward peaked and non-zero there
is a higher final activityAr, measured in the forward direction than in the backward
direction. However, the magnitude \éfcan be greater than the magnitude,afesulting

in substantial activityAg, measured in the backward direction as is shown in Figure 4.
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Figure 4. The upper diagram shows an example thick-target/thickera
experiment, the plot at bottom shows a typical analysis for @& thi
target/thin-catcher type of experiment [Winsberg, 1978]. The oacti
studied was Af'(p, 3pn)N&* with 2.9 GeV proton energy. The vertical
axis, A, is activity of N&'.

Since radiochemical methods are only applicable for HNR pastisith suitably long

half-lives, they do not have the capability to provide information atheudlistribution in
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Z of HNR particles formed in a given target. Additionallyaege dose of primary beam
particles is needed for the exposure and since the half-lives my passible HNR
particles are short, considerable space and equipment are regjuihedoeam facility to

conduct these experiments.

The primary advantage of the radiochemical method is that it iedbas direct
measurements of many HNR particles. The detector stack fosethis method is
designed for placement in the primary ion beam, while activectdeseused for HNR

particle detection are saturated by beam signal if they are placed lwcttisn.

2.2.2. Photographic Nuclear Emulsions

A photographic nuclear emulsion consists of a layer of silver hahudsion deposited
uniformly on a glass substrate. Similar in function to cambra & photographic nuclear
emulsion is developed following beam exposure. During exposure to arténesgticle
beam, the primary ions undergo nuclear collisions with the nucleemgraa the
emulsion. Both primary beam particles, secondary particles ébfrom inelastic nuclear
collisions, and secondary electroasrgys) can leave nuclear tracks that are revealed in
the development process. These tracks are then analyzed micrdgcapicaveal the

properties of the particles that caused the tracks.

An advantage of this method is that it records individual tracksedrin inelastic
processes, allowing detailed study of secondary particlectoay, energy, and

composition. Information from multiple layers of emulsion can be usegdther to
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reconstruct the features of individual events. This method has be&adafmgp many
experiments in nuclear physics, notably the experiments withgetnerprotons and
neutrons [Bernardini et al., 1952]. The application of photographic nucleasiensuls
limited by the range of target Z elements that exist inetin@lsion, primarily Ag, and
halides, like Br, and by the time required for detailed analysis. Additiomdidbtographic

nuclear emulsions are not useful for tissue equivalent dose measurements.

2.2.3. Active Detection

Active detectors have difficulty with HNR particle measuraméut techniques exist to
infer the formation of an HNR particle. The types of activeecters used to indirectly
detect HNR particles include magnetic spectrometers, tisquevadent proportional

counters (TEPC), and charged particle telescope arrays. yechparticle telescope
consists of multiple active detectors used in coincidence to obteinlgpanformation.

As an example of a particle telescope are two thin silicorcetéayers and a thick
scintillator detector placed in a linear arrangement. Ifgh-energy, charged patrticle
passes through the two silicon detectors, a coincidence gat¢ sigrenerated and the
output of the scintillator is monitored. This arrangement allowshi®irejection of noise
pulses caused by other particles. For a large enough stamtillae charged particle is
likely to stop in the material. This provides an output signal thatraportional to the

particle’s energy.

With an array of detectors it is possible to time resolve aheal of particles and

reconstruct the nuclear collision event. This reconstruction can lok tasmfer the
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formation of the HNR patrticles from the presence of knock-out pr@todsntermediate
mass fragments (IMF) formed in the first step, and the pcesehevaporation protons
emitted in the second step. The HNR particle is not measuredlylisece this would
require placing a sensitive active detector directly in themgry ion beam. Research
using active detection methods has been primarily focused on theitorraatl detection
of light charged particles and IMFs [Geissel et al., 1992; \@blal., 2006; Ginger et al.,

2008]. Active detector systems have the disadvantage that they are expensive.

2.2.4. Nuclear Track Detectors

It has been previously shown that CR-39 PNTD is capable oftugfestiort-range, high-
LET HNR particles encountered in spaceflight [Benton et al., 2002@]im proton
therapy beams [Benton et al., 2001b] using a short duration chemiualefallowed by
AFM analysis. This pioneering work established the AFM as ternaltive to OPT
methods and is well suited to the measurement of CR-39 PNTDezkpmgluences in
excess of 1Dcm? and for charged particles with rang® pm. The work described in
this document reports recent improvements to the AFM analysis mephed®usly

used.

2.3.  HNR Particle Contribution to Dose

There is currently no means of directly measuring the dosesigetidue to secondary
HNR particles formed in inelastic nuclear collision procesdestead, computer
modeling is used to estimate this dose. The method used to modelativseed during

proton radiotherapy uses a Monte Carlo simulation, e.g. GEANT3/4 orKALU
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[Gottschalk et al., 1999; ICRU, 2000; Paganetti, 2002]. The treatmetiNBf particle
dose, which is expected to be small, compared to the primary beamsibased on the
assumption that HNR particles deposit their energy at the poiormoftion and is not

explicitly calculated over the HNR particle’s range.

Gottschalk measured the charge deposition of secondary partiahes austu/Kapton
multi-layer Faraday cup (MLFC) in a 160 MeV proton beam [Gott&chakl., 1999].
These results were compared to the results obtained using theARladiation transport
code and reasonable agreement was found. However, this result camdidered a
confirmation of the physics models of the transport code ratharal an accurate dose

measurement.
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CHAPTER IlI

CR-39 PLASTIC NUCLEAR TRACK DETECTOR

Polyallyldiglycol carbonate (GH1807) is a thermoset crosslinked polymer that is
commercially available under the trade name CR-39. CR-39 hashasiics that make

it useful as a plastic nuclear track detector (PNTD) [@&ght et al., 1978; Cassou et al.,
1978]. CR-39 PNTD is optically transparent, homogenous, and sensitiveatgedh
particles with LET.H,O in a range between 5 keV/um and approximately 1500 keV/pm.
The formation of nuclear tracks by charged particles is discuisdbis chapter, as well

as limitations in the analysis of CR-39 PNTD when using optical microscopy.

In addition to CR-39 PNTD, there are many other materials uaefablid state nuclear
track detectors, e.g. Lexan, mica, cellulose nitrate and ceall@ostate. Each type of
track detector material has a minimum LET sensitivityshodd and a maximum LET
threshold. Nuclear track detectors do not record damage due to gadia@on or

electrons. Track registration lower LET thresholds, sensitivé k&nges, and track
evolution properties vary among the different detector types; a genenadslan of these
features is beyond the scope of the present work, but is well docunretibediterature

[Fleischer et al., 1964, 1967; Katz et al., 1968; Fleischer et al., 1975].

29



3.0 Nuclear Track Formation

A solid state nuclear track detector (SSNTD) is a dielestlid that records the passage
of charged particles. As a charged particle passes through CRBD, Rhe chemical
bonds between its constituent atoms are broken. A latent damagedraisting of
broken chemical bonds, is formed along the path of the charged pastitlestrated in
Figure 5. A chemical etching process is used to enlarge the tenage trail to a size

that can be measured by optical microscopy or atomic force microscopy.

Figure 5. A charged particle, entering CR-39 PNTD at the loight;r
interacts with orbital electrons in the detector thereby bnga&hemical
bonds between molecules, leaving a latent damage trail along lits pat
[Durrani et al., 1987].

In experimental applications, CR-39 PNTD is exposed to a radiaietosh dnd then
subjected to chemical etching by 6.25 N NaOH, maintained at 50°Cetgdteag process
enlarges the nuclear tracks (latent damage trails) toeassitable for analysis, usually

with an optical microscope. Following the etch period, the value I éuwch, B, the
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thickness of bulk detector removed by chemical etching, isrdeted [Henke et al.,

1986].

Projection of v, in direction
normal to track walls

Cone angle

Very highly damaged region
fetches at preferential etch rate}

Particie

¥ trajectory
o b AL AL IRl LI R R AT I L I Y Y

iRl L R 750, N Advancing tip of
: particle etch pit
Damage Is essentially zero

fbulk etch rate prevails)

Damsage decreasing with distance
from the particle Irajectory
fefches at an intermediate atch rate)

Figure 6. As chemical etching progresses, the latent dansalgs gtched
preferentially and a track cone is formed on the surface of tleetdet
(figure from [Henke et al., 1971]).

The post-etch appearance of a nuclear track is that of an mhweme, which intersects
the surface with some dip angte, The surface intersection of this cone can be circular
(6= n/2) or elliptical (0 <6 < n/2) [Henke et al., 1971; Somogyi et al., 1973; Somogyi,
1980]. The interior surface of the track cone is smooth and tloé tife track is pointed.
The physical size of the track cone is proportional to the pattiET. Optical analysis

methods (OPT) for CR-39 PNTD involve the manual or semi-autonsat@thing of a
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large surface area of the exposed detector followed by amdlytierpretation of the

dimensions of the nuclear tracks present in each field of view.

Chemical etching results in the bulk of the detector being dadfimiremoved into
solution at a ratey, called the bulk etch rate. The bulk etch rate, depends on the
properties of the chemical etch used, including temperature amdicdl composition
and concentration, as well as the properties of the detector ahaten an etchable track
(LET > 5 keVfum for CR-39 PNTD), the track etch ral&;, the rate at which the latent
damage trail reacts and is removed by chemical etchankgaseg than the bulk etch rate
and varies with the LET of the charged particle that formedatiemt damage trail. The
inset at the top of Figure 6 illustrates the relationship betvoedk etch rateyg, track
etch rateV, and cone anglé, for a nuclear track. The bulk etch ratg, is normal to

the track cone surface, and leads to the relation:

sinH:\\;—G. 3.1)

T

The reduced etch rate rath, is defined as the rati\‘;/ , SO that equation (3.1) can be
G
rewritten as:

. 1
sing =— . 3.2
v (3.2)

Empirically, the quantityr is found to be proportional to charged particle LET and is
the primary variable of interest in nuclear track measuremeitiis CR-39 PNTD. In
theory, a measurement of the cone angleyould be useful to calcula, but there is

no direct means by which to make such a measurement.
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3.1. Nuclear Track Geometry

As illustrated in Figure 7, the post-etch appearance of a nuchekris that of a conical
etch pit with an elliptical or circular opening at the surfatéhe detector. For increasing
particle LET, the size of the etch pit increases. Interpogtaof the post-etch nuclear
track and the properties of its elliptical surface intersecire required to determine the
charged particle LET. In reference to Figure 7, the sempinagjis,a and the semi-minor

axis, b are measured quantities for which the following relations holdKklest al.,

1971]:
a=_ D00 (3.3)
sino + sind
and,
. . 12
b= B[M} , (3.4)
sind + sing

whered is the dip angle anis the cone angle. The measured valuesasfdb, are used

to calculatévy in the relation [Benton, 2004]:

)
Vo= [14——BL (3.5)

For circular track cones, eg= b, equation (3.5) reduces to the form:

1+ (aj
v, =B (3.6)

=l
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The track lengthlg, after etch timet, can be expressed as:

t
L, :IVTdt. (3.7)
f

_/’_—_ \‘/—' Semi-major Axis

Elliptical| | Semi-minor | Pre-Etch Surface
Interface | § Axis -

.................. .<Jg

B
Post-Etch
Surface
Charged
Particle
Trajectory

‘Latent Damage Trail‘ ’/)‘

Figure 7. Profile of an etched nuclear track camergecting the planar
surface of the detector with an elliptical openinghe physical
measurements @f andb, are needed to calcula¥g.

Since charged patrticle LET, in general, is not tamsas it passes through the detector
(LET increases as particle energy is lost in thteater), the track etch ratéy, and track

cone angle), could be expected to vary along the trajectoryhef charged particle. In
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this work, the assumption is made that chargedgbattET does not change appreciably
as it passes through the bulk etch layer of CR-RIDP and that measured tracks are
conical in shape with straight track cone wallsppgosed to curved walls in the case of
changing LET. For charged patrticles in the platehthe Bragg curve, the LET (and
therefored and Vg) do not change rapidly. Additionally, since thgda removed by
etching is typically small, charged particle LETedonot vary much over such a short

scale.

3.2. Bulk Etch Determination

The bulk etchB, is obtained from the equation:

t
B= J'tOVGdt , (3.8)

wherety is the etch start time,is the etch stop time, andg is the bulk etch rate. For a
homogenous detector material and constant etchitcmms] the bulk etch rate is a
constant and equation (3.8) can be rewritten:

B
VG:T .

(3.9)

Since it is not possible to measwe during the etching procesB, is determined by

direct measurements after etch completion.

Following the chemical etch, the bulk eté),must be measured for use in equation (3.5).
For the OPT analysis method, the standard meadsteymineB is the Henke—Benton

method [Henke et al., 1986]. This etch determimatimethod requires accurate
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measurements of detector mass; and mp, before and after chemical etching,
respectively, as well as surface agperimeterP, and mean thicknesss,after etching.

These measurements are used in the formula:

B:M[l—ﬂ] (3.10)
2m, 2A

For AFM analysis of CR-39 PNTD, the Henke-Bentorthod fails to perform well for

calculation ofB. For short duration chemical etching, the diffeermetween detector
massesim; andmy,, before and after chemical etching, are on thernod measurement
error in mass. Another method was developed [Yastdd., 1998] for direct bulk etch
measurement using AFM, and is discussed furtheChapter 4. This is the bulk etch

determination method used for the detectors andlyzéhis work.

3.3. Etch Parameters for OPT and AFM

In order to study short-range, high-LET tracks iR-89 PNTD, the bulk etch must be
limited to a value that will preserve these tradkis analysis. Standard methods of
analysis using optical microscopy [Nikezic et aD04] require a long duration chemical
etch to achieve ~4Qm bulk etch. This amount of etch will remove matpré-range
tracks of interest. To preserve the short-rangek$;aa 0.5um bulk etch could be used,
but this would leave tracks too small to evaluatthwptical microscopy methods. To
overcome this problem AFM is used to analyze tibbext detectors. Following a Qubn
etch, the post etch track dimensions are on therarfda few hundred nanometers, a scale

well within the measurement resolution of AFM.
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3.4.

Sources of Error Related to Prolonged Etch Duration

A—{ ‘Long range particles‘ /—1 ‘ Short range particle

As chemical etching progresses past the stoppiing pba charged particle’s trajectory,
the track etch rate is reduced to the bulk etob, m@td the shape of the track cone attains
a circular shape. If etching progresses further,ttack can become over-etched. Over-
etched tracks are more difficult to analyze cotyetttan normally etched tracks and this
is a source of analytical error. An example of &areetched track is shown in Figure 8.
For a given bulk etch value, it is possible to ctetgly remove tracks that have a track

length shorter than the bulk etch. The net efféaemoved tracks is that the measured

Circular Opening
Normally Incident

Elliptical Opening
Angled Incidence

Stopping Point ’—[

L L

Figure 8. Variety of nuclear track cones formedchgarged particles that
originated outside the CR-39 PNTD sensitive voluffiee track on the
right is over-etched since the particle stoppedhm region of detector
removed by chemical etching.
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particle fluence on the surface of the detectdowger than the fluence due to the actual

conditions of the experiment.

|
|

/ RN

Nuclear reaction leading to
contained track formation

Circular Opening
Normally Incident

Elliptical Opening
4{ Angled Incidence Stopping Point }7

Figure 9. Nuclear track cones formed by containghts. In general, it is
not possible to distinguish between contained amalaontained tracks.
By limiting the bulk etch value, the possibility efching a contained track
is reduced, thereby improving experimental accuracy

Overlapped tracks form when two unrelated nucleseks are etched past the point of
track cone intersection, when one track cone mevg#s another. As the length of
chemical etching increases, the number of overidp@eks will increase for a given set
of experimental conditions. Overlapped tracks amrardifficult to interpret and can
introduce additional error. The appearance of eypgred tracks imposes patrticle fluence

limitations on the analytical methods used to arelyhe post-etch surface of the PNTD.
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Contained tracks present another source of err@RF39 PNTD analysis. A contained
track is formed when a target fragmentation reactiocurs inside the layer of CR-39
PNTD removed by chemical etching, rather than enttrget layer under scrutiny in the
experiment. As the bulk etctB, is increased, there is an increased likelihood of

encountering contained tracks, as shown in Figure 9

3.5. Advantages and Limitations of CR-39 PNTD

Once exposed and etched, CR-39 PNTD serves abla stgord of ionizing radiation
exposure that will not lose accuracy over timeyted the detectors are stored properly.
Exposed detectors can be analyzed repeatedly witdegradation. As technology

progresses, the detectors can be re-read to agbtanre detailed analysis.

The CR-39 PNTDs used for astronaut dosimetry areclost, low mass, and have a small
footprint and can easily be worn by space crew nembWhen used in combination
with thermoluminescence detectors or optically stated luminescence detectors total

dose and dose equivalent received during a spasanican be determined.

There are some active detectors that provide brepectrum LET measurement
capabilities, including the TEPC. However with thesstruments, power requirements
and data storage are additional concerns. No poasveequired for CR-39 PNTD

operation and the analysis can be done at somdilate
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CR-39 PNTD has the advantage that it functions lresiccelerator experiments when
placed directly in the primary beam with normalidence angle. Most active detectors
used for measurement of secondary particles caolesate direct beam exposure at the
intensity used in proton therapy and must be plaxfédxis to avoid saturation. Other
active detectors that are designed for beam mamitoe.g. parallel plate ionization

chambers, do not provide detailed information aledividual particles.

When using CR-39 PNTD for dosimetry or an experitnémere is no time resolution
regarding when the ionizing particles reached #tector. This is a distinct disadvantage
of passive detectors, in general, as comparedtitceaidetectors. In experiments in which

real-time coincidence information is needed, anyaof active detectors must be used.

Another limitation of SSNTDs is that for track rstgring charged particles, a
determination of the charged particle propertieguires detailed analysis of the track
cone. Since different combinations of Z and en@ay have the same LET, it is difficult
to use a track detector as a spectroscopy toohixead field environment. Under certain
circumstances, the precise direction of travel charged particle may be determined if
an analysis of the track cone is sufficiently dethto resolve the interior curvature of the

cone.

3.6. Dosimetric Quantities

The near tissue equivalence of CR-39 PNTD when tmedosimetry measurements is a

distinct advantage over other detection systemschwiequire careful calibration and
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conversion to provide a tissue equivalent dose ureagent capability. As described in

the previous sections, the analysis of CR-39 PNilves measurement of the post-
etch properties of elliptical etch pits, which arsed to calculate the LET of the charged
particle that caused the track. The completed amaincludes a range of LET values
obtained from each measured nuclear track withigiven area on a detector. The
measured LET values, taken together, form the LRdctsum. The LET spectrum is

often the desired result for a given set of expental conditions and can be used to

calculate other quantities of interest, such asrdesl dose and dose equivalent.

3.6.1. Fluence

Particle fluence¢, is defined as the number of particldhl, that cross a planar surface
with areadA [ICRU, 1998]:

dN
b=—r 3.11
A (3.11)

Particle fluence has units of in Sl notation. The planar surface component wérte

approximates the surface of CR-39 PNTD or an aa@etector. Since detectors typically
have increased sensitivity to normally incidenttiohes, a solid angle correction is
performed to account for missed counts in an ipatroadiation field. In this case the

units are modified, typically cisr™.
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3.6.2. Absorbed Dose

The deposition of energy in matter by ionizing edidin is of fundamental interest in this
work. Absorbed dose is the measure of energy abedpiiier unit mass, resulting from

exposure to ionizing radiation. The expressionslfime and dose rate are [ICRU, 1998]:

dE
D=—, 3.12
am (3.12)
and
dD
D'=—. 3.13
o (3.13)

Radiation dose units in the Sl are joules per kdogof material. Absorbed dose is more
frequently reported in units of Gray (Gy), 1&Gy1J/kg, or in units of Rad (R), 100 R

=1 Gy. Since energy deposition in matter can gaeatly depending on the properties of
the exposed material, it is important to note ttagemal in which the dose measurements

are being made, e.g. dose iglHor dose in tissue.

3.6.3. Linear Energy Transfer

The CR-39 PNTD used in this work does not direatiyasure radiation dose, rather it
measures the linear energy transfer, or LET ofviddial particles, which can then be
used to calculate the dose received on the sem$tane of the detector. The quantity

LET in a material is closely related to the maspging power,S/ o [ICRU, 1998]:

S_1,& (3.14)
p p X
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wherep = density (units: g/ci). In the SI, mass stopping power has units® kg, but
in the literature the units MeV ¢y are often used. The linear stopping povi&ris
given by:

_dE

S=—.
dx

(3.15)

The total mass stopping power, in the general case, incbatisbutions from electron
interactions, which are described by the Bethe-Bloch formelastic and inelastic
nuclear interactions, and, for electrons, radiative lossgs,Beemsstrahlung. The sum

can be expressed as:

P P dX electronic P dX nuclear P dX radiative

For an energy threshold, in eV, the restricted linear energy transter, excludes the
sum of kinetic energies for all electrons ejectathvE > A from consideration. This

relationship is expressed in the formula:

L — dE, _ dEqor _ dE,,
A dx dx dx

(3.17)

In equation (3.17), the terdE,; /dxrepresents the energy loss of a charged particle in
transit through matter, over the infinitesimal distedx, from electromagnetic collisions
with electrons at all kinetic energies. The lastntedE, , /dx, includes only the ionized
electrons with kinetic energy over the thresholdrgg, A. In this notation, the restricted
linear energy transfer, or LET, is expressed as LBith units typically given in
keV/um. In general, LET is material dependent, whichunex$ additional notation, e.g.

LET,0CR-39 is the linear energy transfer of a chargetigha traversing CR-39 PNTD
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and neglecting electrons released with kinetic gynen excess of 200 eV. Another
common notation is LEJH,O, which represents the linear energy transfer dibr

collisions between the primary charged particle #uedtarget electrons in water.

3.6.4. Restricted Energy Loss

Primary ionization along the trajectory of a chargarticle, known as specific primary
ionization per unit path length, was evaluated s damage source responsible for
nuclear track formation [Fleischer et al., 1967]was later found that only a portion of
the total charged particle energy deposition ipaasible for the formation of a nuclear
track [Benton et al., 1969b]. The restricted endaps (REL) model has a functional
form similar to the Bethe-Bloch equation for stogppower [Bethe, 1930] and accounts
for the fraction of ionization events that conttéuto track formation. The REL

expression is:

2

M| (2mc2p% C
— In{ MC Sy "y +,82+2(—j—5 . (3.18)

| 2 Z

adj

dE 27zn( z )
[&j P

In equation (3.18)y is the density of electrons in the stopping matexf is the effective

charge of the ionizing particlg,is the ratio of particle velocity to the speedight v/c,
m,c’ is the rest energy of an electron (0.511 Mely); (€/m,c?) is the classical electron
radius, I, is the mean excitation potential in the stoppingterial, C/Zis the tight
binding shell correctionj is the correction for the density effect, a;nd:(l— B )7]/2. For

CR-39 PNTD, it has been empirically determined that= 200 eV [Henshaw et al.,
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1981]. This usage necessitates the notation4fER-39 when referring to restricted
energy loss in CR-39 PNTD, which is the quantityaswged in our experiments, as
opposed to LEJH,O, which is the total (unrestricted) stopping povierwater for

charged particles.

3.6.5. Calculation of Absorbed Dose from LET

Using LET information obtained from a detector,stpossible to calculate absorbed
dose. For a mono-energetic particle beam with pedgidefined LET and fluence, dose

in Gy is obtained from the formula:

Dose= LETA9x1.602>< 10°, (3.19)
Y2,

wherep is density and the factor of 1.602 x°1ficcounts for unit conversions.

In general, for a mixed radiation field with a \&tyi of particles of varying LET, the

following equation is applicable:

_ 1.602« 10°
o,

Dose 3 @ LET,, (3.20)

where the summation oveladds up the contributions of all particles withand LET.
Since the measurement results from CR-39 PNTD aseslynclude a range of LETSs, this

is the formula most commonly used to calculate dizbdose.

The extension of our methods for the measuremersthoft-range, high-LET charged

particles to include the calculation of other dastine quantities, such as dose equivalent,
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will require an extensive study of the rate of amnn particle LET, knowledge of
microdosimetry, and more detailed measurementh@fnuclear tracks themselves to
obtain more detailed LET information. As such thiecdssion of these biologically

weighted quantities is beyond the scope of preseri.
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CHAPTER IV

AFM METHODS FOR CR-39 ANALYSIS

The 1980’'s saw the emergence and rapid growth ef fibld of scanning probe
microscopy (SPM), of which AFM technology is a setb$-ollowing the invention of the
scanning tunneling microscope (STM) [Binnig et 4B82] and the AFM [Binnig et al.,
1986], many new and innovative variants of SPM hé&e=n developed [Veeco
Instruments, 2005b]. The various SPM methods haaen tbroadly applied to basic
research and manufacturing with great successdSEID7; Ratner et al., 1998; Morris et
al., 1999; Bonnell, 2001]. The continued size réidmcof microprocessor features, for
example, has been in part due to the introductfofFd techniques used in the design
stage for failure analysis, quality control, andgass development [Bailon et al., 2005].
This chapter discusses the application of AFM tetdgy to the study of CR-39 PNTD

by previous investigators and the new methods deeel as part of this work.

Optical microscopy methods (OPT) utilize transndiitte reflected light from a region of

interest on a specimen to resolve surface and dabsu(for transparent materials)
details. In contrast, the principle feature of AR#ithe direct measurement of surface
features using the physical interaction of a slgtgivobing mechanism, in this case a

silicon cantilever with a very sharp tip (radiusoofvature ~10 nm), as it is moved about
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an area of interest. An example of the type of AfifMused in this research is shown in
Figure 10. The AFM used for this work is the Vedastruments Dimension 3100, shown

in Figure 11.

Figure 10. SEM image of a silicon AFM cantilever¢Rel, 2008] with an
inverted pyramidal tip similar to the type usedtirs work.

Acoustic
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/ /.- l:.
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+Photodiode Detector
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for Cantilever Alignment
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Figure 11. The Veeco Instruments, Dimension 310@mA¢ Force
Microscope. The motorized stage is shown in thedwund and the
scanner head is shown in the middle of the image.
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AFM tip motion in X, Y, and Z is achieved via a tdar, 5 section piezo-crystal driver,
as shown in Figure 12. The controlled applicatidrvaltage (0 to+200 V) to one
segment of the piezo-tubeX(or Y ), accompanied by the application of an equal gelta
of opposite polarity (0 te-200 V) to the opposing piezo-tube segmextof Y ), causes
a deflection of the AFM tip by the piezo-electriteet. The scanner head deflection is
roughly proportional to the voltage applied. Howewuhis relation is known to be non-
linear near deflection extremes, where an increasdtdge is required to achieve the
same deflection. Compensation for piezo-tube nogality is accomplished in the AFM
system calibration such that the applied voltagendified to approximate a linear

response from the scan head.

z

Metal electrode

Piezoelectric
material

Y Gnd

|
>

Y

Figure 12. This is an illustration of the 5 segmgieizoelectric drive tube
that provides a three dimensional range of motwritie AFM tip [Veeco
Instruments, 2005a].

The scanning of a surface takes the form of coriseclines parallel to the X axis, with

each line spaced uniformly along the Y axis. Thisften referred to as raster scanning.
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In general, some parameter of interest, such aghhel (but also contact force,
capacitance, etc.) varies with both X and Y. Thand Y values during the scan are
known, since they are provided by the SPM contystesm, while the third parameter is

measured and recorded during the scan operat&uifing in a 3-dimensional data set.

While both OPT (gray scale imaging) and AFM prod:® data files, the critical
distinction between OPT and AFM data is that AFMads deterministic. With OPT
methods, many surface features can yield the saayesgale value. AFM data is based
on a very precise physical height measurementcaylgiaccurate to within a tenth of a
nanometer, and only a small range in surface hangBtwill result in the corresponding
16-bit digitized value. The 3-D matrix of data ealled by the AFM during a scan
contains height with respect to X and Y, and igdfee a “topographic map” of the

surface.

To obtain an AFM image, a false color mapping isdu® assign a color value to surface
features based on the Z value of the data matsxsh@wn in Figure 13. This color

mapping can be a linear gray scale, but more corynwbher colors are used with a non-
linear color gradient. Color map non-linearity assithe visualization of subtle surface
features by changing the color more rapidly neardtrface, which corresponds to the

zero height value.

Using the various existing color maps or custonigiesl color maps, each with contrast

(the steepness of the color map near zero heiglto#set (the vertical position of the
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color map’s middle value) adjustments, there awglpenfinite display options for data
visualization. However, the array of data visudl@a options complicates the
interpretation of AFM data. Instead of frequentlgjusting display settings, it is
preferable to use one color map with the samengsttipplied to each scan. This greatly

assists in feature comparison between AFM images.

Figure 13. Sample AFM scan from a typical CR-39 BNifiter exposure
and etching. The color map scaling is shown inueer right and various
scan settings are displayed on the lower right.

4.0 AFM Principle of Operation

The AFM measures surface height by reflecting @rlasf of the top side of the

cantilever during the surface scan, as shown iarEi@4. Small changes in the cantilever
angle, which are proportional to surface height, @etected using a position sensitive
photo diode (PSPD) array. There is a fixed distdrateveen the cantilever and the PSPD

which is large compared to the scale of the AFM Tipis distance provides mechanical
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amplification similar in principle to the operatiaf a torsion pendulum. In a torsion
pendulum, a small mirror is often attached to & fwire. By reflecting a laser off of the
mirror and onto a scale mounted a meter or moreyaoi@e can measure very small
changes in angle with high accuracy. A similar esafjmechanical amplification by the

AFM yields a very high measurement resolution itygjcally a tenth of a nanometer.

Position Sensitive
Photodiode

A is proportional to AH
AS =A6R

Figure 14. Scan head internal view showing PSPABildét small change
in height,AH, shifts the laser reflection angle9, by a small amount. At
the position of the photodiode, a distance, R, fribra cantilever, the
detected laser spot is moved by S = ROx

Lateral measurement resolution with the AFM is gistentially very high, but this is

closely related to the cantilever tip geometryr{itsic effects), as well as the sampling
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interval across the surface (extrinsic effects)e Hifects of scan size and sampling

interval on lateral resolution are discussed latéis chapter.

Feedback Electronics

Figure 15. The feedback loop drives the Z piezenel® during scanning
to achieve fine positioning adjustments that areemssary to maintain
surface tracking.

The AFM hardware has features that provide reak tieedback during scanning to
ensure surface tracking is maintained, as shoviiguare 15. Because the AFM needs to
operate over a range of values in Z, it must corsgienfor local variations that may be

encountered with each scan line. This is accomguighy adjusting the scanner head
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vertical position during the scan (up to 6 pm rangenotion). The effects of scanner

head adjustments must later be removed from the A&fd.

4.1. Tapping Mode AFM

Cantilever Signal
]} . Lockin | Phase Signal
Amplifier
L] [
Reference
Laser Signal Fee:dbiagtsm
Beam oscillation
Vv frequency
Frequency |
Control v/
b4 Tapping i
Photodetector | O — He;lc';?:tion
\, | Piezo Drive Signal
e g

Figure 16. This diagram illustrates the AFM scarfeedback loop used to
drive the AFM tip vibration during scanning [Veelestruments, 2005a].

The mode of AFM scanning used in this work is esidlely tapping mode AFM
[Magonov et al., 1997]. In this mode of operatibe silicon cantilever is vibrated at or
very near its natural resonant frequency by a obwtrcuit as shown in Figure 16. This
resonant frequency is typically in the range of 20@00 kHz for the etched silicon
cantilevers used in this work. As the vibratingiigcanned across the sample surface, its
vibrational amplitude is reduced in proportionaktaface height, as shown in Figure 17.
The reduction in vibrational amplitude is then usedletermine the surface height. The

early work done by our group evaluated the variseenning modes, including contact
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mode [Benton et al., 2001b] and it was found thaping mode AFM was superior for

the scanning of CR-39 PNTD.

Figure 17. Simplified diagram illustrating tappingode AFM. The
vibrational amplitude of the silicon cantilever rieduced near surface
peaks and increases near troughs.

Tapping mode scanning is generally more robust tmemtact mode for scanning sample
surfaces that contain sharp or irregular featuresontact mode, the tip is maintained at
a near constant contact force with the sample sairfar the duration of the scanning

operation. This can lead to jumps by the AFM tipewlsharp edges are encountered,
similar to releasing stored energy from a springese effects are recorded in the AFM
data and will be seen as AFM image artifacts. @aust be taken when setting up a scan
to minimize this effect. Tapping mode adapts tolearctrack edge transitions and other

topographic variations, using the vibrational femdbpreviously mentioned.

Tapping mode scanning is also recommended for é&tescanning periods in order to
reduce tip wear. In contact mode scanning, sineeARM tip is dragged along the

sample surface and is thus in constant contacttivisurface, there is increased tip wear
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due to surface friction. However, even during tagpinode scanning it is normal for the
tip to eventually become worn by extended usecglyi after one week of continuous
scanning. In addition, rough or improper usage @estroy an AFM tip very rapidly.
New AFM cantilevers (Veeco Probes, P/N RTESPA) hmveminal radius of curvature
at the tip of 8 nm. As the tip becomes worn, idiua increases, resulting in a reduction

in surface feature sharpness, which reduces tHaygofthe measured AFM data.

Another detrimental effect normally encounteredimyiroutine AFM scanning is the
accumulation of small dust particles on the timc8ithe AFM is scanning in air outside
of a clean room, some dust accumulation is inelatahs the tip is scanned across the
PNTD surface, it can encounter tightly adherent gasticles that can attach to the tip,
effectively changing the tip radius and leading starface sampling errors seen as
distortions in the AFM image. Frequent monitorirfglte scan operation is necessary to
identify and correct such tip fouling. On severetasions it has been possible to ‘scrape’
off accumulated dust by scanning a surface witly saarp features (either on purpose or
during automated scanning). Normally, the besttswiufor a fouled or worn AFM tip is

replacement.

In scanning a sample surface with the AFM, AFM paeters are adjusted specifically
for the material under scrutiny. The contact fan€éhe AFM tip is adjusted by setting a
parameter called the amplitude set-point. As thplémade set-point is decreased, contact
force increases. For soft materials, this mustdpested to a value high enough to avoid

surface deformation or damage by contact with @natilever tip. Harder surfaces can
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tolerate a low amplitude set-point, but at the egeeof increased tip wear. It is common
for AFM parameters to require frequent adjustmewen during a single scan, due to the
occurrence of localized differences in surface aogitpn. There are hundreds of
parameters that require proper settings for tharsrato collect reliable data, but only a
few need to be modified following initial calibrati. The most frequently modified
scanner settings are the scan rate, amplitudeogat-mtegral gain, proportional gain, Z
range, and scan area [Veeco, 1998]. Scan areacandragte combine to determine the
scan speed. This is the approximate velocity ofARBI tip. The faster the tip is moved
across a surface, the less time there is for th's wibrational amplitude to react

appropriately.

An AFM image artifact is a sampling error that ascduring surface scanning that is
then saved to the AFM data. If the AFM is operatdth incorrect settings, image
artifacts are likely to occur. It is our experientet the frequency and severity of
artifacts increases with scan speed. For this reasmans are performed at a relatively
slow 50 um/s or less. A detailed review of the knamage artifacts present in AFM
images is beyond the scope of the present disecuydbiese issues are well documented in
the manufacturer’'s publications and in the litematiyeeco Instruments, 2005a, 2005b].
However, much effort was expended at the beginairigis project to determine optimal
ranges of the various parameters and settingscfarrate and reproducible scanning of

the surface of CR-39 PNTD following chemical etchin
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4.1. Initial AFM Applications to Nuclear Track Detection

The first commercially produced AFMs became avédah 1989 [Veeco Instruments,
2005b]. The AFM was recognized early on as a that tould be used to enhance
understanding of the track formation and etchingcess in SSNTDs. The first use of
AFM for nuclear track analysis was performed onetohied mica samples exposed to
energetic Kr nuclei [Thibaudau et al., 1991]. Thistfdetailed application of AFM to the
study of etched tracks was performed by Price .efPaice, 1993; Snowden-Ifft et al.,
1993], in whicha-particle tracks in mica were examined. Using ARMyas possible to
physically resolve internal track details includitige ~2 nm steps between crystalline
planes inherent in mica, for the first time. Thditytof the AFM for scanning etched
nuclear track detectors was established by thilysisabut a great deal of work remained

to attain a new comprehensive, quantitative amalysthodology.

The interaction of energetic heavy ions with a @jise lattice was shown to form
‘crater-like’ features [Kopniczky et al., 1994; Kapzky et al., 1995] on surfaces in
which no chemical etching was used, a result tlzet importance to understanding
nuclear track formation mechanisms and structunembre recent observations, the
charge dependence of this effect has been obsfPapaleo et al., 2008]. In other early
experiments, nuclear tracks formed by 1-10 keV/énuons in CR-39 PNTD were
analyzed [He et al., 1995], establishing the AFMaawool to study nanometer scale
features in CR-39 PNTD with high accuracy. Trackletton during etching [Drndic et

al., 1994; Yamamoto et al., 1999], detector sansjtfYamamoto et al., 1997; Yasuda et
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al., 1999], and various chemical etching varialp¥éssuda et al., 2001] were all studied

by investigators seeking to take advantage of tivamced spatial resolution of the AFM.

Since the AFM requires 35 minutes, on averageafiure a surface scan, the AFM is
not seen as a viable replacement for OPT methodeetl, due to prolonged scanning
time, established OPT methods will almost certameiyain the primary tool for routine

CR-39 PNTD analysis. Only in special cases are Ar&thods warranted. For particle
fluences> 10° cmi” or for measurements of high LET, short-range pagi& 8 um), the

AFM has been shown to have clear advantages [Betal, 2002a].

The first broadly applicable work with the AFM pdednt to CR-39 PNTD was
conducted by Yasuda [Yasuda et al., 1998], who ldpee a method for directly
measuring the bulk etct, with the AFM. In what is now called the ‘step imed’
[Kodaira et al., 2007], a portion of the PNTD is sked by epoxy (Araldite, Showa
Highpolymer Co.) prior to chemical etching. Thedagovered by epoxy does not come
into contact with the etch solution and will exeeice no etching, while the exposed
surface area of the PNTD will etch normally. Aftetich completion, the epoxy is
removed and a scan is performed in a region cantalroth masked and exposed PNTD
surface. The height transition between the masket exposed surface is measured
during the scan, yielding the bulk eté&h, Additionally, this work quantified the increase
in post-etch surface roughness as a function of tatee. For most CR-39 PNTD used in

this work, a 2 hour etch in 50° C, 6.25 N NaOH waed. Using the step method
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proposed by Yasuda for determinationByfthis etch protocol was found to achieve a

bulk etch of approximately 0.5 um (i.e. 02%/hr).

4.2. AFM Limitations: Track Depth Measurements

An important limitation to AFM application to CR-FENTD analysis is the measurement
of track depth. Due to the shape of the AFM tigsihot generally possible to directly
measure the bottom of a nuclear track, even fomably incident particle trajectories. A
thorough analysis of this issue has been perfolidgezic et al., 2002] and its relevance
to our work is further discussed in the next chapthile direct depth measurement
would be a powerful tool for LET determination, there major obstacles presented by
the respective geometries of the cantilever tip wedetched nuclear track, and no such

implementation has been made in the present work.

4.3. AFM Advantages in CR-39 PNTD Analysis

As an analytical tool, CR-39 PNTD has several ltnins as mentioned in the previous
chapter. It is important to observe that many ef ltmitations are directly related to the
amount bulk etch required for analysis of etchextks with an optical microscope.
Application of AFM to the analysis of CR-39 PNTDaals the use a much smaller bulk
etch,~0.5 pum as opposed to 8 um or more for OPT, whichircgrove the analytical

accuracy by reducing the occurrence of over-etdhaaks, as illustrated in Figure 18,
minimizing the occurrence of overlapped tracksuogag analysis plane ambiguity, and

retaining tracks formed by short-range, high-LETipkes.
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Short range, high-LET parcicle‘ /_{ B—3g

B=1pm

Long range particle

Figure 18. lllustration of etch progression witle thulk etchB increasing
from left to right. Short-range, high-LET nucleaadks are completely
removed for large values &, such as those used for optical microscopy
methods as discussed in Chapter IlI.

The post-etch surface of PNTD is a record of thesgge of charged patrticles. Not all of
the registered tracks originate outside of theadete A contained track is the result of a
nuclear reaction between a primary beam partictk amucleus in the CR-39 PNTD
itself, within the region of the detector removeddbching. As the bulk etch is increased,
the likelihood of encountering a contained trackréases. This is effect is illustrated in
Figure 19. In this work, contained tracks are mef@rto collectively as the internal

component of the nuclear track population measduethg an analysis.

The layer of CR-39 removed by chemical etching letw pre-etch and post-etch

surfaces can be considered the analytical planteotetector. The detector can only
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provide information about particles with sufficiedET that pass through this layer or
those that are formed inside it, e.g. containedktaAs the thickness of the analysis
plane is reduced by reducing the bulk etch, unceytavith respect to particle origin is

reduced as well. The reduction in the potential ifdernal track formation, and the

associated reduction in ambiguity with respectddiple origin, is another advantage of
this method.

‘ Nuclear reaction leading to
contained track formation

| [Bulk Etch, B

/

X
L3
$%%ee.,

Nuclear reaction that leaves an
undetected latent damage trail

Figure 19. As bulk etctB, is increased, an increased number of contained
tracks, formed as a result of nuclear interactiita C and O nuclei in
the CR-39 PNTD, will be measured on the post-e&tkaor surface.

Over-etched tracks are formed when the bulk etclores greater than the track length.
These tracks are identified by a circular openimd laow! shaped interior. With a 0.5 pm

etch, only particles already in the process of @itup very near the surface would have
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the potential to become over etched. This typevefheis comparatively rare with respect
to the vast majority of observed tracks when grbetch is used. However, it is a major
component in CR-39 PNTD exposed to proton beamdtsrdanalyzed following 8 um

bulk etch.

With a small bulk etch there is also insufficiemiciease in etched track size for
neighboring tracks to overlap. With OPT analysi® fluence limit of~10° cm? is a
result of the difficulty in analyzing overlappeditks. AFM analysis of CR-39 PNTD
permits fluences o£10% cmi?>. CR-39 PNTD exposed to high particle fluenceshsas
on the exterior of spacecraft (for long duratiord amder low shielding) cannot be
analyzed by OPT methods, but are amenable to AFKlysis. In addition, with
AFM/CR-39 PNTD analysis, since overlapped traclksmuch less likely, the tracks that
are overlapped are more likely to be related tostdime nuclear process. This has the
potential of opening new research directions thinostudying nuclear reactions with

multiple knock-outs.

4.4.  Sampling Theory and Resolution Issues

Analogous to the Nyquist-Shannon sampling theomersignal processing, to analyze a
track, sufficiently many data points must be cdflecto test a surface feature for
acceptance as a track. The Nyquist frequency isninenum frequency of sampling to
avoid aliasing when taking digital samples of aalag signal. The frequency of digital
sampling must be at least twice the maximum frequepresent in the analog signal,

otherwise a falsely low frequency (hence an aliea) be recorded. Typically the
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sampling rate is much higher than the highest #aqu of the signal. For example, to

sample a 100 Hz square wave properly, a 1-10 khiphag rate would be used.

Figure 20. Increased spacing between data poitask(lolots) reduces the
measurement resolution of the AFM. The red linacaigs the measured
surface shape. The four sampling examples arestiedun the text.

With respect to sampling of the etched PNTD surfége AFM, aliasing is not
encountered in the same manner as in digital sjgnoalessing. Rather, the aliasing effect
is manifested as a reduction in measured sharfoesbkarp edged surface features. This
effect becomes more pronounced as the spacing &éetdata points is increased, as
shown in Figure 20. Referring to Figure 20, in Ae thuclear track is well sampled and
accurate interpretation can be performed. In By Wélf of the data points of A, the track
is not as sharply defined, but analysis is stiggble. In C and D, the sampling begins to
become inadequate, e.g. it is aliased as a shatlanded track, and accurate analysis

becomes difficult.
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For a given scan size on a detector processed fpvem bulk etchB, the physical

limitation of sampling on resolution imposes a lovieit on the smallest feature, and
therefore the lowest LET, that can be reliably meas. The precise definitions of
sufficient sampling and reliable, accurate, andaépcible analysis for AFM scanning of

etched nuclear track detectors were establishékiearly phases of this work.

The Dimension 3100 AFM has a maximum scanning uéisol of 512 samples per line.
Each of these samples is a 16 bit digital value.&a0 pm x 10 pum scan, the linear
spacing between samples is 19.5 nm. An examinafitile sampling matrix in X and Y
for the 10 pm x 10 pm scan, shows that it containmesh of 262,144 data points

separated by about 19.5 nm in each direction.

Figure 21. With a fixed sample interval betweerghemeasurements, as
nuclear track size decreases (from left to rightg accuracy of the

analysis decreases since fewer measurements aesfonamaller nuclear

tracks.

The analysis of sampling capacity begins at theeenés of very large and very small
features which are to be measured. For very laggtufes, those that occupy more than

~5% of the scanned surface, a large number of sswll be involved and adequate
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sampling is readily attained. At the other extrefoeyery small features, a small number

of samples are involved and adequate samplingtigicky not attained.

A question which must be addressed is for what evalfi feature size and sampling
interval does the transition from inadequate toqadée sampling occur? To answer this
guestion, the degree of accuracy required for teaeiysis in a particular experiment or
application must first be established. The ellipgang algorithm (described in the next
chapter) requires a minimum of 5 data points foaecurate result. However, as will be
shown at least 15 points are chosen so that sirifiehformation is acquired to perform
additional analysis based on the dimensions oftithek interior. For a circular track
present in a 10 um x 10 pum scan, with the pointsnigvdistributed around the
circumference, the minimum measureable track hasoapnately a 95 nm diameter.
This track corresponds to LEX 5 keV/um when a 0.5 um etch is used, which isectos

the lower threshold of sensitivity for CR-39 PNTD.

For 50 pm x 50 pm scans, a similar analysis yi@ldswer LETD,CR-39 detection
threshold of 60 keV/um (LEJHO = 90 keV/um). This theoretical value is qualitaly
consistent with our analysis results obtained ftoemnAFM scanning of many detectors.
For 50 um x 50 um scans, a reduction in measureoagacity has been observed for
low LET tracks, e.g. those with LEH,O < 200 keV/um. This is most likely due to the
fact that nuclear tracks are not generally cirqulart can have a range of elliptical
eccentricity. In summary, to obtain data from lo&TLnuclear tracks, small scan sizes

are used due to the LET threshold imposed by Szarsslection.

66



4.5. Methods for Measuring the Full LET Spectrum withM\F

As mentioned above, the scan size selection impasdewer threshold of LET

measurement capability that is not related to theraxcteristics of CR-39 PNTD, but is
due to the measurement limitations of the AFM. Thaximum scan size for the

Dimension 3100 AFM is 90 um x 90 um. Due to thedH of piezo-tube hysteresis at
large scan sizes, it is not recommended to coleahs near the limits of the instrument
and instead a scan size of 50 pm x 50 um is usede Smaller scans, e.g. at 10 um x
10 um are unlikely to measure many high LET traekepmbination of large and small

area scans is needed to obtain the entire LET rspedtom a given detector.

Large area scans are needed to get sufficienststatfor high LET particles. This type of
event is comparatively rare. Typically there g0 high LET £200 keV/um) tracks per
50 pm x 50 um scan. Small area scans (10 um x 1@muess) adequately sample
smaller, more common nuclear tracks, with suffitieesolution for analysis. At large
scan sizes, however, these tracks are grossly waaepled so accurate analysis is not
possible. The small and large scans are analyzipa@ndently to obtain proper fluence
information. The two LET spectra, obtained withfeliént scan sizes, are merged
together to obtain the complete LET spectra forirgle detector. This is a time
consuming process that is only required or beradfimr certain experiments. In this
work, the primary focus is on short-range, high-LENIR patrticles, so a 50 pum x 50 um
scan size is used. For analysis of CR-39 PNTD eegasder minimal shielding on the

exterior of spacecraft, a combination of small Eamde area scans was used.
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4.6. Automated AFM Scanning Methods

Evident from the preceding discussion is the nemdniany AFM scans to collect
sufficient track data to attain statistically sijgzant measurements across the range of
LET. Manually starting the AFM for each scan ishhtime consuming and problematic
in that avoiding the locations previously scannad loe difficult. It is important to avoid
scanning the same area twice in order to preverdsutement errors. AFM scan
automation has been implemented using two softwaremands native to the Veeco
AFM software: Auto Scan and Programmed Move, bothwbich are capable of

preventing duplicate scans with proper operation.

Figure 22. The Veeco Auto Scan function can be tisexbtain multiple,
non-overlapped AFM scans in the same stage posifibis function is
useful to increase the sampling resolution in @a af interest.

The Auto Scan function is useful to acquire mamgnscin one small region. Since the

scan head can cover a full range of 90 um x 90ruame stage position, it is possible to
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break up each scanner position into sub-scans allemarea. The primary advantage of
this function is improved sampling resolution foetsame scan area. The resolution of
the AFM is fixed at 512 samples per line. If thegdistributed over 100 pum then there is a
measurement made every 195 nm. Instead, if an 8océm is used with four sub-scans
each measuring 50 pm x 50 um, a measurement islegtevery 98 nm. This increases
the resolution by a factor of two at the expensa stan time increase. Typically, nine
evenly separated sub-scans in a 3 x 3 matrix ad, & in Figure 22, with each scan
measuring 10 pm x 10 um to achieve a measuremsoluten of 19.5 nm in the area

scanned.

The Programmed Move feature differs from Auto Sicathat the motorized stage of the
AFM physically repositions the detector for eachrsérame taken. With this function, it
is possible to scan up to 99 consecutive framesowitoperator action. The Programmed
Move command used for this work, was designed topa a scan, disengage the scan
head, move 500 um laterally, reacquire the surtawe perform another scan. This
sequence continues across the surface in the Xioate until 10 scans are complete.
Then the stage is moved 500 um in Y and the previoacess is reversed. Once the scan
head has returned to the starting X column, anothetep is made and so on. The
resultant scan pattern obtains 99 consecutive fsaares, which are spaced in a grid with
500 pm separation between each frame. Typicallytiphel Programmed Move
operations are performed in different positiongiedd = 200 scan frames for analysis of

a given CR-39 PNTD.
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For a given Programmed Move command, the AFM st which is the range in pm
for both the X and Y axes, is set at the beginmihtipe execution of the command. Once
the Programmed Move has started, this parametep#red scan parameters cannot be
adjusted. The separation between scan locationbecattered, but this requires manually
programming a new Programmed Move command.

(0 pm, 0 pm)

(5000 pm, 5000 pm) < 1500.0 pm
Figure 23. The Veeco Programmed Move command ifuluse obtain
multiple, non-overlapped AFM scans in differentgstgpositions. This
function is useful to automate data acquisition flarge area

measurements. A 500 um pitch is used between $oaggid scanning
overlap. The AFM scans can be of varied scan size.

To preserve image quality during long duration s@ag, i.e. the execution of a
Programmed Move command, the automated drive fekdfgature can be used. With
this setting enabled the scan head is adjustedhcatlyy during scanning such that proper

scan settings are maintained between consecutarefsgmes. Without using automatic
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drive feedback during extended scanning, the sead Wwill no longer track the surface

properly after the first few scan locations andrpdeata will be collected.

The scan rate/scan speed relationship is;

speed = 2x rate(Hz)x size(um), (4.2)

where the factor 2 arises due to the fact thattia® head crosses the scan field twice (in
the trace and retrace directions) for each scanripasurement. A maximum scan speed
of ~50 um/s was found empirically to be optimal @R-39 PNTD with a bulk etclB, of

0.5 um and minimizes the occurrence of AFM imagdiaats. With proper observation
of the speed limit, the AFM operator may adjusinssiae (10, 25, or 50 um as needed for
statistical purposes) without danger of excessitiéaets. Typically if one increases the
scan size without reducing the scan rate, the teifecnmediately observable due to the

appearance of artifacts.

With proper cleanliness and handling precautions &void finger oil surface
contamination) an AFM tip can be expected to scamghly 200 or more frames before
wear becomes intolerable. As a routine check ofadipdition, a scan was performed on a
TiO, coated specimen (available from Tip-Check™). Tlecgmen has small, angular
features, as shown in Figure 24, that will not &solved well if a worn or fouled tip is
used. After this diagnostic scan is complete thallsi@atures present in the Tip-Check™

specimen provide a tool to verify tip shape.
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Veeco software includes a function called Automai Qualification that estimates t
tip geometry based on surface detéThe tip qualification process infers (calctes) the
shape of the AFM tip from the local maxima presenta scanned surface. For
qualification to be reliable, a material with magmall features must be used as the ii
file, hence the use of the -Check™ specimen. Once the tipsisown to le worn by the
tip qualification process, or by direct operatoseilvation of poor scan data, the is

replaced.

Figure 24 AFM image taken from the Tj coated Ti-Check™
specimen. With this image, cantilever tip radius ¢ checked usir
Automatic Tip Qualificatior

Blurred features, repetitive shapes, loss of smethils, and changing shape near
surface of conical tracks are indications ofwear, damage, or fouling’he experience

operator will notice immediately when tintegrity has been compromis. Additionally,
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it is possible to calculate the surface roughnessguthe installed software library or an

external code, in order to check image qualityryanalysis.

4.7. AFM Scanner Calibration

Frame orthogonality is very important for accunateasurement of track ellipticity. The
Veeco software includes a calibration procedure gerforming adjustments to the
scanners various settings. This was completed @adyr work. Once the instrument is
properly calibrated, there is very little variatiam scanner response over time. If the
AFM were to be improperly calibrated with respecbtthogonality, then a nuclear track
with a circular surface opening would be measude elliptical, additionally an
elliptical track would be measured with an incotreccentricity. This would result in an
incorrect LET measurement for the track. Due toitfygortance of proper calibration, the
system calibration was verified at the beginning ddta collection and frame

orthogonality was verified frequently thereafter.

A grid standard is used in the AFM calibration mdere and for routine checks of frame
orthogonality. This grid is s silicon specimen thas 10 um x 10 um squares etched in a
continuous array (10 um pitch) across its surfa¢e squares are 200 nm deep. Since
this grid specimen has a known regular spacingdamth it can be used to validate the
scan parameters used in a particular scan prodéss. grid is the most frequently

scanned item in our laboratory.
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CHAPTER V

ANALYTICAL TOOLS FOR AFM DATA

One of the primary objectives of this work has beedevelop a quantitative analytical
method, consisting of the necessary hardware aftéese tools, for AFM analysis of
prepared CR-39 PNTD. The experimental procedurdFM analysis of a given CR-39
PNTD used in this work is shown in Figure 25. Tthepter describes the work carried
out and the algorithms developed to meet the remeénts of step 7, ‘Analyze AFM

Data’.

Any analysis system for CR-39 PNTD must be capalbl@ccurately measuring the
physical dimensions of multiple nuclear tracks presn each AFM scan, while rejecting
surface features that are not nuclear tracks. mhlysis system must perform such that it
can be applied to multiple AFM scans in a timelynmer. In the initial phases of this
work, a number of AFM data analysis methods wesduated. AFM data analysis tools
developed by the manufacturer (Veeco Instruments,) Iwere found to possess
significant limitations and proved to be unsuitafie the analysis of large numbers of
AFM frames from a given CR-39 PNTD. Methods based®d image analysis, while
initially promising, were also found to have onimited applicability, largely due to the

inherent differences between a 2-D grayscale inzagkthe 3-D topographic matrix of
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the AFM data frame. Ultimately, it was determinédttthe best solution was to create

from scratch a set of AFM data analysis tools thate optimized to the analysis of

CR-39 PNTD.
-
1. Design the 6. Reject Low Quality |
Experim ent AFM Scans 7. Analyze AFM Data

3. Scan Each Detector 8 Sawve Track
2. Prepare Detectors ] .
with AFM Measurements to Disk
3 E D 4 Etch Detectors Sg Calcula':je ;he LET
- Expose Detectors pectraand Interpret
(Bulk Etch = 0.5 pm) Results

Figure 25. Flowchart depicting the order of anaysieps for a given
experiment. This chapter focuses on step 7, AnaljAd data.

Quantitative AFM methods exist in many fields oldst including lateral force
measurements [Cain et al., 2001], ligand-receptatihg forces [Isralewitz et al., 2001],
switching analysis of ferro-electric materials et al., 2006], as well as the more
common contact force and surface roughness mefMexo Instruments, 2005b]. To
the best of our knowledge, this work is one of fing efforts to develop tools for the
guantitative analysis of surface features obtaineth segmented geometrical primitives
(shapes) in data acquired from large numbers AFtd filames obtained from scanning a

single sample or object.
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In the following discussion, the terms AFM data,M\Bcan, and AFM image are closely
related but not synonymous. The term AFM scan Bdushen discussing the data
acquisition process of the AFM. The output of thEMA scan is AFM data, which

contains the 3-D matrix of points obtained from iheraction of the scanner head with
the surface. An AFM image, for example Figure 2&he result of applying a false-color

map to AFM data.

Figure 26 shows a representative sample of an ARMye from exposed and etched CR-
39 PNTD and many types of features can be seerFM Aata. A general problem of
AFM data analysis consists of distinguishing betwésatures in the data that represent
nuclear tracks and those features that are atidberito surface noise, dust, scratches and
other non-track features. Additionally, nuclearcks found with a portion of the track
cone lying outside the scan frame, and other tréfwddsare obscured completely by dust
or anomalies in the PNTD surface must be rejecidte nuclear track data, once
extracted from the AFM data, must be analyzed terdene the reduced etch ratio of

each track.

In the analysis of the AFM data, there are sevattlbutes that can be utilized to
distinguish between nuclear tracks and non-trackase features. Nuclear tracks can
have a variety of depths, typically greater thannt® while surface noise is usually
contained within£10 nm of the surface. Additionally, etched nucleacks generally
form well-defined cones that intersect the CR-39TBNsurface to form elliptical or

circular features, while non-track features tend b® amorphous. Nuclear tracks
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occasionally overlap, complicating analysis as acugte analysis method must

recognize each distinct track.

Edge Nuclear Track
ge Nuclear Trac]

Nuclear Track

Co-joined
Nuclear Tracks

Dust Inside a
Nuclear Track

Figure 26. AFM image obtained from a detector thias exposed in low
earth orbit, containing a range of particle LET wed and incidence
angles. Various features are labeled to illustifa¢evarious difficulties in
AFM data analysis.

5.0 Veeco Analysis Tools

The standard Veeco software analysis tools haverakewmajor limitations that make
them unsuitable for AFM/CR-39 analysis. The onlgnstard Veeco function useful for
nuclear track measurements is the section andbyaisillustrated in Figure 27. With this
tool, the operator can place a line across thensthdata and then position markers at
selected points restricted to that line. A dataepalisplay on the section analysis tool's
display shows the various physical parameters #nat calculated between the two

markers. If a marker is placed at each end of Bptiedl opening, the distance between
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markers is the major axis. A second marker setbeansed to measure the length of the
minor axis. The values reported in the sectionyamatool’s data panel must be manually
recorded to a spreadsheet to conduct further edionk. This process must be repeated
for each track present in an AFM image. After tfaeks are analyzed in this fashion, the
reduced etch rate ratié/g, can be calculated, as discussed in Chapter rid, farther

analysis can then be performed.

Section Analysis

Spectrum

Figure 27. Screen capture of the section analgsisin use to measure an
elliptical track. The red markers are in positiomteasure the major axis

and the result is displayed in the data panel edd¥er right hand side.

For each track to be analyzed with Veeco’s sedimalysis tool, the analyst must choose
the placement of the sectioning lines manually.dlgunultiple attempts are required to

attain proper positioning. Additionally, it may bpecessary to adjust the color mapping
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contrast during this process to accurately revaalttack’s edge. Sometimes it is useful
to perform a zoom operation to isolate the tracknfiother features. The involvement of
a human analyst, regardless of skill, introduceasueement uncertainties due to manual

establishment of major and minor axis positions sextion marker edge placement.

In order to obtain good (Poisson) statistics actieegull range of particle LET, hundreds
of tracks must be analyzed. It is difficult for arhan analyst to maintain a high level of
concentration and objectivity for the time requiteccomplete the analysis. These factors

also lead to large time requirements for AFM datalysis which are prohibitive.

5.1. Image Processing Approach

As an alternative to the section analysis tooljouar traditional 2-D image processing
methods were evaluated. In image processing, amm@gaof which is shown in Figure

28, the AFM data is converted to an AFM image €@ing a false color mapping and
saved to computer disk. The AFM image is then amaywith edge detection, watershed
segmentation, or other morphology tools. The draklta this approach is that the false
color mappings typically do not have linear scdtesn one color extreme to the other.
Instead there is usually a more rapid change ioraotar the surface zero value. This
type of color map is useful to highlight subtlefage effects for qualitative work, but it

complicates image analysis in quantitative appboet

In image analysis, it is necessary to apply a oignation threshold, which is tantamount

to single layer analysis. An accurate analysis pwtheeds to identify circular and

79



elliptical features on a surface and then provisst for acceptance as a track. Image
processing tools work well for edge detection, failtto provide additional tests required
for track acceptance. In addition, information rexedtb discriminate between track and
non-track features is often lost. It would be poigsto implement an analysis package for
CR-39 PNTD based entirely on an image processingoagh, but it would be
unnecessarily complicated and limited. For thisoea the traditional image processing

approach was rejected.

Raw image in RGB format Image in Grayscale format

Binary image after thresholding Binary image after edge detection
® » h : '
@ L
. - ®e
- - .
o
e . -
- - -
2 o -
- :
- - !

Figure 28. An AFM image processed with traditioimahge processing
methods.
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5.2. Data Filter Usage

In the initial stages of this work, various noigeluction filters were evaluated for use in
processing AFM data. There are many filtering ampioavailable. Data filtering

algorithms compute an output matrix of points inickheach point is the result of a
computation applied to a set of points from thgioal matrix. The set of points from the
original matrix is called an analysis neighborhodaalysis neighborhoods can be of
various shapes and sizes. The data filter typelsi@ea in this work included Gaussian,

median, Wiener, and others with varied neighborhssldctions.

After evaluating the effects of data filters witkspect to overall analysis performance, no
clear benefit was recognized and the decision wadento discontinue their use. The
filtering process alters the data such that edgwildeare rounded off, making

interpretation more difficult. The smoothing of ddity a filter has an effect that is similar

to a reduction in AFM resolution, which is not dabie in this application.

5.3. Initial Topographic Analysis Efforts

A major conceptual breakthrough in this effort aced when we realized that despite the
way in which we normally see AFM data on the corepstreen, i.e. as a 2-D false color
image (Figure 26), the 3-D AFM data matrix contaigmdamentally different

information than a 2-D grayscale or false colorgmaRather, it is more akin to the data
matrix needed to describe a 3-D topographic mag se#ction of the Earth’s surface. As
such, the AFM analysis tools developed in this war& based on a 3-D topographic

approach.
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New analysis tools were developed to surpass theeraentioned analysis issues and
create a robust analysis system. Initially, a mhtraak analysis approach was developed
that would provide enhanced feature identificatiath final track acceptance decisions
made by the analyst. The various algorithms needse designed and implemented in
the Matlab software environment as command linectfans. This method can be

summarized as follows:

e convert the AFM data to a topographic map;

manually select points on the edge of the track;

calculate a least squares ellipse fit to the setkpoints;

record ellipse features to a spreadsheet program;

calculate reduced etch rate ratio and convert fb. LE

To analyze an AFM scan of an area on a CR-39 PNA@®AFM data file must be loaded
from computer disk and the data parsed to septratheader information from the data
matrix. The header data for an AFM scan file corgaa listing of all of the system
variable settings used to obtain the scan andadet:to convert the X, Y, and Z values

in the data matrix to nanometers.

To analyze the 3-D data matrix, it is first conedrtto a contour plot. The contour
plotting algorithm assigns regularly spaced isadinto the data, resulting in a
topographic map of surface features. A comparisetwéen an AFM image and its
associated contour plot is shown in Figure 29. Whewing AFM data in a contour plot,
as opposed to a false color image, we observethisaimost striking features are now

related to nuclear track interiors as opposed ¢ostirface of the detector. The isocline
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spacing can be readily interpreted visually, ashim reading of a topographic map, to
understand changes in slope and to directly seditfezence between conical and bowl
shaped tracks. In an AFM image, it is common fotratk interiors to appear to be the
same dark color, which can easily be misinterpretéging the contour plot, the same
track interiors are shown to be highly detailedrf&e roughness and dust are very
apparent in an AFM image, since the color map ssgihed to enhance all surface details.
In the topographic display, all contours lying abathe mean surface value can be

rejected, making analysis less difficult.

e VO

Q =

Figure 29. Comparison between AFM data shown ialsefcolor image
(left) and in a topographic mapping (right). Reglylsspaced isoclines
permit examination of the change in slope insideclear tracks.
Additionally, minor surface features lying abovee thverage surface
contour are rejected.

Following generation of the contour plot, an algon was used to manually collect a
series of points (>15) around the perimeter of damtk [Doke, 2005]. Then, an over-

determined least squares ellipse fitting [Hati al., 1998] is applied to the set of selected
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points. With least squares fitting applied to tHipse edge points, the track interpretation
is much less reliant on analyst skill or color npepperties. The topic of ellipse-specific,

least squares ellipse fitting is discussed in gredétail in the next section.

A. B. C.
Figure 30. This figure shows an elliptical nucléarck in the amber color
map at left (A) and in topographic display (B). Tio@-most contour can
be used to identify the track edge and select pdpxis in black) for an
ellipse fit, as in C.

The overall process used in the first topographadysis method, summarized in steps A,
B, and C in Figure 30, is labor intensive and tooasuming, primarily due to the manual
selection of track edge points. On the other htomhgraphic analysis, coupled with least
squares ellipse fitting, immediately proved to bm@e accurate and effective approach,
in comparison to the use of the section analysd. ttt was clear that further
improvements could be made that would automatsehection of track points along the

tracks perimeter, as well as improve other aspddtse analysis.

5.4. Second Effort: Semi-Automated Topographic Analysis

The semi-automated analysis method presented lsesesgeveral algorithms to prepare

the AFM data, isolate track candidate (TC) datanfrthe matrix of AFM data, and

84



calculate ellipse properties needed for LET deteation. The net result is a method that
no longer requires manual edge point selection dach TC, but requires analyst
acceptance for each analyzed AFM scan, hencetine'semi-automated”. In AFM data

processing, it is important to manipulate the AFfitad as little as possible, which
precludes the use of false color mappings (excepigfaphic display purposes), data
filters, or the implementation of phase correctialyorithms. The semi-automated
methods presented in this section are designedoudifynthe source data as little as

possible.

Figure 31. Flowchart showing the steps performeth@nsemi-automated
AFM data analysis process.



5.4.1. Algorithm for AFM Data Analysis

The process flow-chart for the AFM data analysgoathm is shown in Figure 31. The
order of operations is critical with the exceptibat the depth and ellipticity criteria can
be applied in either order. Portions of this precegere described in Section 5.3,
specifically Step 1: ‘Open AFM Data File’, and St2p‘Convert to nm’. Additionally,

Step 14: ‘Plot and Save Track Data’ is trivial asdot discussed.

5.4.2. Flattening Algorithm

This section discusses the execution of Step Zitt#n the AFM Data’ in Figure 31.
After opening the AFM data file and isolating theas data matrix from the header data,
it is necessary to remove the effects of scannad likift that occur during scanning.
Scanner head movements are normal and expectbd asan head is adjusted to ensure
proper surface tracking. The adjustments are evigtethe AFM data as horizontally
oriented lines. These lines are normalized to thkamsurface value by performing a line-
by-line polynomial subtraction. For each row in tbean data matrix, a third order
polynomial least squares fit is made to the dakés Ppolynomial is then subtracted from
the row of data. This process is sometimes refetoechs polynomial de-drifting,
flattening, or flatting. A composite output matarnsisting of the corrected row data is
produced for further analysis. The flattening psschas no discernable influence on the

interpretation of nuclear tracks in later steps.

The problem of obtaining a least squares fit taadatof general interest, with many

varied approaches [Bjork, 1996]. Solutions to tisblem were originally proposed by
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Gauss in 1795. For this application, a computatipnefficient fitting process was
required. The flattening algorithm used in this kvdPastushenko, 2006] uses a
Vandermonde matrix approach to the least squatgagruial fitting [Gemignani, 1999].

Each AFM scan line is fitted by finding the solutito the general least squares problem:

mxin||\/x—b||2 , (5.1)

where the notation”..“z, denotes the Euclidean vector norm. In this chsevector 2

norm is simply the Euclidean length of the vectior.equation (5.1)V is ann x n

Vandermonde matrix of the form:

X oxr L% 1
Xt x5t L x, 1

V= ’ 2 (5.2)
XXt L ox, 1

and the matrices andb are column matrices of length The solution to (5.1) takes the

form:

Vx=b, (5.3)

to which matrix left division is applied. This isd same as the matrix inversebaimes
V, yielding:

x=b\V. (5.4)

The elements of the matrix, are the coefficients of the polynomial fittedthre least

squares sense.
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5.4.3. Surface Zero Correction

This section discusses the details of Step 4, gurei 31. For consistent application of
analysis system variables to AFM data, it is imaottto present the same zero level for
each AFM scan in the later analysis steps. It mroon for the apparent surface plane to
shift up and down by 100 to 200 nm between suceessian frames. This effect can be
problematic when calculating track depth, for exBnpvhich is used as a track

acceptance criterion. To remove the effect of plafifsets, an algorithm was developed
to identify the actual surface height and then mabthis value from the entire AFM data

matrix. The input AFM data matrix;,, is modified as follows,

Ioutzlin_loﬁset’ (5.5)

where,lqist IS determined using a histogram to sort the AFMadaatrix height values

from lowest to highest, as shown in Figure 32. fieximum value of this histogram,
e.g. the peak count bin corresponds to the actutdce of the detector. An exception to
this condition occurs when the AFM data containsnynauclear tracks or surface

artifacts, but this is a rare occurrence with pragg@anning techniques.

In Figure 32, (top-left) AFM data were obtainednfr@a scan of a 1dm x 10um grid

reference, which has ~ 200 nm deep square piteetchan array. The histogram of the
height data (top-right) shows the surface valué@bhm and the pit depths to be at
-130 nm. The surface zero correction is implemenitedhis case by subtracting 50 nm
from the data, thereby presenting a data set \uighstirface value at zero. The bottom-

left figure shows data from an AFM scan of a CRF9TD and its histogram on the
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bottom-right shows that the uncorrected surfacgttias approximately 105 nm prior to

surface zero correction.
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Figure 32. The surface height correction algoritatculates a histogram
of the AFM data to determine the peak count binictvttorresponds to
the surface zero value.
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5.4.4. Topographic Analysis

In this section, Steps 5 through 8 of Figure 31diseussed. After scanner drift effects
and surface zero offset have been corrected, aytapbic analysis is performed. This

analysis generates a set of track candidate (TQjices at a fixed depth below the

surface for each AFM data matrix. A general aldonitfor contour generation parses the
matrix for each value within some small range @& desired depth. The depth below the
surface is called the analysis sub-plé®elhe algorithm for finding thé" point, P, on an

isocline has the form (in set notation):

P(X.Y.2)={z€l:S-5<7<S+5}, (5.6)

whered is a small, but non-zero valué € S) andl is the set of source data. For each
AFM scan, a set of TC matrices are returned in wheach TC matrix contains the
contiguous point$ belonging to a single surface feature. This opmmaaccomplishes

Steps 5 and 6 of Figure 31.

For data from 5@um x 50um scans of CR-39 PNTD with B of 0.5um, the optimal
value ofSis typically 5-10 nm. This was found empirically produce the fewest false
tracks. IfS is chosen to be too close to the detector surfdaee, very many small
features attributable to surface noise are passddet subsequent analysis stepsS i§
chosen to be too large, some tracks could be eadldicom analysis or the measured
track shape may be altered by the appearance &RNktip artifact, as discussed later in

Section 5.5 and illustrated in Figure 35.
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TCs with fewer than 15 points in the matrix areoaudtically omitted from analysis,
thereby accomplishing Step 7. Such TCs can represeall, lower LET tracks. Even
though the least squares ellipse fit would workhvas few as 5 points, there would be
insufficient data present in the track interioretmable further testing for acceptance. Due
to the slope of the AFM tip edges, and the surfarapling separation, a TC with less
than 15 points would be indistinguishable, bothrfranother similarly sized TC and from

surface noise normally present on the surfaceeétbhed detector.

To accomplish Step 8 of Figure 31, tracks neaetlge of the scan frame are rejected. It
would be technically feasible to attempt an ellifiséo a portion of a TC, but the fitting

error would increase and further tests for acceygamould, in general, not be possible.
The area rejected in this step is accounted fdater analysis steps to ensure that the

total area scanned on a given detector is correct.

5.4.5. Least Squares Ellipse Fitting

After the contour plot operation is complete, thatmx is analyzed to locate and isolate
all TCs present in the scan. Each TC has an assdaiatrix of edge points in X and Y

that were obtained at the de@hbelow the detector plane. The collection of TGrinas

is then iteratively processed and a least squdhgseefit, as shown in Figure 33, is

applied to each TC matrix to achieve Step 9 of FEgB81. This ellipse fit, and the

verification of its accuracy using an estimate itting algorithm (see section 5.4.6),

increase analytical accuracy and represent a gignifadvantage of this method. The TC

matrix analysis results in the determinatiora@ndb for the ellipse fitted to the TC data
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points. Taken togethea,b, andB are used to calculat, which is, in turn, proportional

to LET.

Ellipse Edge
Points Semi-major
Axis, A

h\

h.

LS Ellipse
Fit

Semi-minor
Axis, B

Figure 33. Ellipse specific least squares fittimplaed to non-uniformly
spaced data points.

There are numerous methods for fitting conic sestito data [Bookstein, 1979; Zhang,
1997; Half et al., 1998; Fitzgibbon et al., 1999]. An ellipgeecific least squares method
was implemented, which assumes that the data tditted represents an ellipse or
possibly a circle, and not a hyperbola. This apgmo@merged in parallel with
applications of machine vision systems. The mathieseof precisely locating a
motherboard on a conveyor belt using a machinewisystem or of locating the cranium

of a fetus in ultrasound data are very similarhat tof identifying nuclear tracks on the
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surface of an etched CR-39 PNTD. More sophisticatedc fitting algorithms have been
developed, such as those based on Hough Transfbouret al., 2008]. These algorithms
are less sensitive to noise, but have not beenssaein this work since AFM data,

when collected properly, are relatively artifactdr

The ellipse specific least squares fitting alganthised in our analysis algorithm was
developed by Fitzgibbon et al. [Fitzgibbon et 4895; Pilu et al., 1996] and later refined
by Halit et al. [Half et al., 1998]. Their method reduces the problenteast squares

ellipse fitting to one of finding the solution ton aeigenvalue problem, which is
particularly attractive for computational purposé@$ie general equation of a conic
section, in implicit form is:

F@a,x)=aX +bxy+cy +dx+ey+f= (5.7)

where the matrixa, containing the ellipse parameters, and the vectwe defined as:

A 2

a X
b Xy
a=|C| x=|Y|, (5.8)
d X
e y
_f_ _1_

The ellipse specificity is provided by the consitd” — 4ac< C, which can be rewritten

as b’ — 4ac= lunder the proper scaling. Defining the Nx6 desigatrin D and the 6x6

constraint matrix C:
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D= %x* Xy, ¥ X 1,cs2 29999 (5.9)
Y | 000000
2 : 000000
% XY Y X Y 1) o0 0 00 0 0

and imposing the rewritten constraint a%Cazl, Halit et al. found that the least
squares ellipse fitting problem became equivalerinding:

main|| Da||2 . (5.10)

The solution to (5.10) is obtained by the use ajrbage multipliers:

Sa=A4Ca, (5.11)
where S is the scatter matrix:
S=D'D. (5.12)
The solution is found by:
|Dalf =a'D"Da=a"Sa=1a"Ca= 1, (5.13)

in which the selection 0f;Ca, =1 has been made in the final step. The ellipse define
by the elements d is the least squares fit to the matrix of poinsvied. If the matrix

of points to be fitted contains erroneous pointg, Boise, surface aberrations, or points
that belong to another nuclear track, the fittinggess can be improved considerably by

rejecting these points provided a reliable meaist®io identify them as such.
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The mathematical requirements to complete an ellgpecific fit are that a minimum of
five points of data be used. This is due to thenfitalgorithm; five points are needed for
a well determined system since there are five unkncoefficients in the ellipse formula.
In this work, a stricter limitation of 15 points minum was chosen, leading to an over
determined system, with the additional restrictiloat the 15 points be uniformly spaced
around the ellipse perimeter. The increased degfettting restriction is primarily

implemented to increase the overall accuracy oatradysis.

5.4.6. Estimation of Fit Accuracy

Following application of least-squares fitting toetdata, the goodness of the fit is
computed as part of Step 10 in Figure 31. The esitbm of fit, or EOF [Rosin, 1996],

represents the accuracy of an ellipse fit to th&a gmesented. Operationally, the EOF
algorithm computes the algebraic distance betweeh @oint of the data matrix to be

fitted and the points of the fitted ellipse reprase by:

EOF '=Q(x;,Y,)= A¢ +Bx;y, +Cy’ + Dx, + Ey, + F . (5.14)

This fit is weighted by the gradient [Agin, 1981arfpson, 1982; Taubin, 1991] as

follows,
cor = %y (5.15)
VQ(x;,y,)
where,
2 2 1/2
VQ(xj,yj):[(Zij+Byj+D) +(Bx].+2Cyj+E) } : (5.16)
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As the ellipse fit is improved, e.g. by omitting tm& points that do not actually belong to
the elliptical track, the values returned by theFE€alculation get smaller because the

distance between the fitted ellipse and the datatpbtted is smaller.

5.4.7. Separation of Overlapping Tracks

Since an accurate ellipse fit is known to have sB@IF values, it is possible to indentify
both poor ellipse fits and bad regions within dipsé fit by observing regions of a given
fit with a high value of EOF. This property was dse develop an overlapped track
separation algorithm. Overlapped tracks are segdriat two steps. First an ellipse is
fitted to the TC representing the overlapped trackse EOF is then calculated.
Fortuitously, the maximum values of EOF, which #re regions of worst fit, exactly
match the points at which two tracks intersectngghis result, the original TC matrix is
separated into two smaller matrices and a secdipbeslfit is performed on each sub-
matrix. Some of the edge points near the tracksetgion are rejected to enhance the
accuracy of the second fitting. It was found thas talgorithm works extremely well in
identifying and separating overlapped tracks. THg Separation algorithm has also
proven effective in instances where dust or arisface present on the edge of a track. In
such cases, the algorithm removes regions of ramktdata from the TC, which

improves the accuracy of the fit.

Since triple overlapped tracks are extremely rtre,separation algorithm as currently
implemented is only capable of separating two @agréd tracks. It would be possible to

extend this algorithm to separate multiple over&ppracks via an iterative process.
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5.4.8. Track Acceptance Criteria

Following least squares ellipse fitting and separabf overlapped tracks, the track
candidate (TC) is evaluated for acceptance as keanutrack. There are many features
that can have a post-etch appearance that is airaul elliptical. The advantage of
topographic matrix analysis methods over image ggsing methods is most evident in
this step. By performing direct matrix manipulagorit is possible to make many local
calculations without having to correct for color ppang, contrast, brightness, etc. The
following tests for track acceptance can be moditie suit the needs of the analysis.

Additionally, new tests for track acceptance careasly added to the process.

5.4.8.1. Depth

Some circular post-etch features are artifactténGR-39 PNTD from the plastic casting
(manufacturing) process. These features can bedfalone or are often found oriented
together in a linear region on a detector. Actuatlear tracks have a depth which is
easily calculated for both circular and ellipticzdses. For each TC, the depth is
calculated at three points: the track center arehah of the two foci. The deepest point
of the three is then compared to an empiricalledeined depth cut-off. Only tracks that
are deeper than this value are accepted. The nemasot of actual track depth from
AFM data is not generally possible, as discusseddation 5.5. Rather the depth
calculated here is used to eliminate shallow serf@atures that are not actual nuclear

tracks, thereby accomplishing Step 11 in Figure 31.
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5.4.8.2. Eccentricity
The eccentricity of an ellipse is defined as:

1- [b—Zj , (5.17)

e

a

where isa is the semi-major axis arxis the semi-minor axis. The values of eccentricity
can beO<e<1 for ellipses, and for a circleg=0. The eccentricity of an ellipse is a
measure of its elongation. Actual nuclear trackgeha limited range of eccentricity due
to the nature of track formation and chemical etglprocess. As the dip angle of a track
increases, the track becomes more elliptical fgivan LET. This parameter is used as an
acceptance criterion because some non-track sudat@es and image artifacts can also
be highly elongated and elliptical in appearance.ekample of this is situation occurs
when there has been incomplete image flatteningldaaes behind horizontal features

which are not nuclear tracks.

For each TC, the eccentricity is calculated andy arnCs with eccentricity below an

empirically determined threshold are acceptedetinecompleting Step 12 in Figure 31.
This threshold is called the eccentricity cut. #sMfound empirically that the semi-major
axis, a, of real nuclear tracks is rarely greater tham&s the value of the semi-minor
axis,b. The eccentricity cut can be set to a smallerejadug. if one is interested in only

the nuclear tracks of normally incident particles.
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5.4.9. Analysis Sub-plane Correction

A TC matrix that has passed the previous testadoeptance is now considered a nuclear
track matrix. After a TC has been confirmed to bauslear track, the effect of the
analysis sub-plane& must be removed. Since the TC matrices were radxdabelow the
surface, the measured ellipse dimensions will ightty smaller than the dimensions that
would be obtained at the surface. This fact assese the AFM measurement is made on
the interior surface of an inverted cone. To comspém for this effect, the surface
gradient is calculated in the track interior, ahe slope value is used to project the
ellipse up from the analysis plan®, and onto the actual surface to obtain the correct
values of the semi-major axis and semi-minor agisefach ellipse. It was observed that
for a modest range &values, roughly 5-15 nm below the surface, theestinal ellipse

is obtained. This is an expected result, sinceirttexior of the track cone typically has
uniform slope, unless LET is changing rapidly. Beling projection onto the surface, the
final values of ellipse semi-major axia, and semi-minor axish, are calculated to

accomplish Step 13 in Figure 31.

As one final acceptance criteria, nuclear tracks @wisemi-minor axidy, greater than the
bulk etch,B, are rejected. High LET charged particles, e.gs¢hwith LETo0CR39

> 1500 keV/pm, are known to saturate the detectagakility of the CR-39 PNTD. The
result is that all LET’s above the saturation vahik have nearly the same cone angle. It
is assumed that real nuclear tracks will alway=lev B. Occasionally there is a circular

or elliptical TC withb > B. Such features are not common, but must be rejesehey
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cannot be tracks consistent with the calibrationisTcriterion is applied last to avoid

eliminating actual nuclear tracks from analysis.

Figure 34. The AFM tip artifact is shown inside twaclear tracks from
the same AFM scan. The right hand portion of taekiron the left is well
sampled, while the left hand portion has a constkye below the fifth
contour. This slope is the tip profile and not #wtual track interior slope.
The track on the right appears to be well samptednfost of the track
cone except for a portion in the upper right side.

5.5. Interpretation of Depth Measurements

The track interior measurements, including tragatidemust be interpreted with caution.
Since the AFM tip has a radius of curvature thdixisd, no detail finer than that allowed
by the shape of the tip can be measured. Additpniile shape of the tip is roughly an
inverted pyramid with an elongated profile. In tlseanning of nuclear tracks, a
breakdown of measurement accuracy is encounteriedv ke certain depth inside the
track as shown in Figures 34 and 35. This is afaattof the sampling process and the

shape of the AFM tip, and cannot be overcome byimgascanner setup adjustments. We
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refer to this as an AFM tip artifact. Ellipse fitjy and other operations must not be based
on data below the region of the tip artifact. Farannular region, near the post-etch

surface of the CR-39, accurate measurements carade.

B <= Upper Limit {Zmax)
— +— Analysis sub-plane §
™ = Lower Limit {Zmin)
\ Region of constant
slope

Measured
Track Profile

AFM Tip
Artifact

\ Actual Track

Profile

Figure 35. Cross sectional view of a nuclear tradth the AFM trace
shown to illustrate the tip artifact. The analysisthe track must be
performed such that, < S< Znaxfor accuracy.

5.6. Calibration of AFM/CR-39 PNTD Analysis Methods

A calibration or response function is needed tovednthe analysis results, i.e. the
individual track measurements of reduced etch r@figl), into units of LE}oCR-39
(keV/um). This is accomplished by using detectors expdeedarious mono-energetic

heavy ion beams, each with a different but knowlueaf LET,,0CR-39. The patrticle
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beams are selected such that their collective L&Tge spans the sensitive range of
CR-39 PNTD. Following beam exposure, the detecioesetched and scanned with the
AFM using settings identical to those used in asialypf experimental CR-39 PNTD.

Any systematic analysis error is thereby incorpegtanto the calibration curve.

For each calibration detector, the semi-automatedysis system was used to measure
the population of nuclear tracks present on it$aser Figure 36 shows calibration data
for a detector exposed to 421 MeV/n°Favhich has LETo(CR-39 of 273.8 ke\fim.

From this analysis, it is found that the mé&&yfor this LET is 2.113+ 0.112.
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Figure 36. Track data obtained from a calibratiatedtor exposed to
421 MeV/n F&° and analyzed using semi-automated analysis methods
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Figure 37. Histograms of data obtained for thréfedint LET values used
for calibration.

In the semi-automated analysis method, since afthef nuclear tracks present on a
detector’'s surface are measured, the potentiaktsekisintroduce track measurements
from charged particle sources other than thosetitotisg the primary beam. A second,
smaller population of tracks with measuMdg~1.3 can be seen to the left of the main
peak in Figure 36. Tracks contributing to this dagan likely originated from projectile
and target fragmentation reactions and do not septethe primary beam LET. These
tracks are omitted from the data prior to detertnomaof the average reduced etch rate

ratio, Vg. Figure 37 shows histograms for three calibratietectors.

Measured average values \§t-1 from each calibration detector are plotted agfaihe

known values of LETooCR-39 and a least squares polynomial is fit to résultant

points. Figure 38 shows the analysis results frdmcalibration detectors and the
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calibration curve obtained from least squaresfittio the data. The calibration curve is

of the form:
y =100, (LET,,CR-39), (5.18)
X= IOglO(\/R -1), (5.19)
y=A+Ax+AX+AX (5.20)

For CR-39 PNTD used in this work and etched f@& af 0.5um, the coefficient values
were determined to bed; = 2.3085583A; = 0.6574401A; = 0.442262, andh, =

0.4392032. This functional form is integrated itlte analysis software.

It is necessary to convert the measured data frBfddCR-39 to LET.H,O in order to
make comparisons to measurements made by othetatsteThis conversion is achieved
using the following formula [Benton, 2004]:

log,, (LET,H,0)=0.1689% 0.984log LET,LCR— 3 (5.21)

in which the coefficients have been empiricallyedstined. This conversion was based
on an analysis of the Range/Energy relations [Bestal., 1969a]. For the remainder of

this document, LET will be used in the place of LEFO unless otherwise noted.
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Figure 38. The calibration curve for AFM/CR-39 PNEPmi-automated

analysis method is shown with the particle beampmsition and energy
values used.

As previously mentioned, AFM scan size selectiopases a limit on the minimum LET
the AFM is capable of measuring. Therefore calibratietectors exposed to low LET
beams cannot be reliably analyzed using large staas, e.g. 50 um x 50 um, and must
be scanned at a suitable scan size, such as 20 20mum or less. Multiple calibrations

for each scan size were found to not be needed J®mwesince nuclear track
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measurements made with AFM are consistently in meters and are accurate

regardless of scan size.

A variation in analysis parameters, such as areass or decrease in bulk etch value,
requires determination of a new calibration curkgamed under the new conditions. Due
to the time and expense of obtaining a new caldmafunction, experimentation with
various etch parameters is prohibitive. There amesinstances in which it would be
worthwhile though, e.g. for a 4 hour (1 pm) etchalhwould provide low LEF,/CR-39

sensitivity for 50 pm x 50 um scans.

5.7. Further Improvements

The methods presented in this chapter can be figtesdended to provide additional
information about the particles that form nucleacks. Preliminary work has been
completed on enhanced analysis tools that repgasadthple the AFM data matrix at
multiple levels, as shown in Figure 39. The leagtases ellipse fit is applied to the data
at each of the levels in turn and the resultingigalf track LET can be derived from the
analysis of hundreds of data points instead ofni@mum 15. This could be used to

calculate the track length, which is also proportional to LET.

While a multiple level, volumetric approach woulcdavie obvious advantages, its
implementation would require extensive modificaiolo the current procedure. The
value of bulk etch currently used would more thiely need to be increased from
0.5um to 1 or 2 um. The reason for this is thatghbst-etch track appearance for most

tracks is too small to be sampled adequately flimble multi-layer analysis. Instead of
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increasing the bulk etch value, smaller scan sipegd be used, but smaller scan sizes
would fail to adequately sample short-range, hig¥Liracks unless many such scans
were performed, resulting in a large quantity adirecand increased scan time. A multi-
layer analysis approach based on this method &glliire robust discrimination between

actual track interior data and AFM tip artifactateld data.

Trajectory

Figure 39. A novel track reconstruction algorithastbeen developed that
is capable of extracting all relevant nuclear trackperties. The algorithm
is currently only effective under certain condisonand further
development would be required to integrate thishmetinto a calibrated
analysis system.

One possible extension of the volumetric approadulev be to use the multi-layer

analysis previously discussed to extract input dataa three dimensional cone fitting
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algorithm such as the 3L algorithm [Blane et a@0@)]. Using the 3L algorithm, as few as
3 layers of analysis (based on our existing methooild be used to perform a conic
section fitting. If the 3 input surfaces were stdecabove the height of the tip artifact, the
fitted cone would represent the track cone witlsoeable accuracy. In the general case,
in which the interior of the track cone attains @asurable curvature, such as the case for

charged particles with rapidly changing LET, anotigorithm will be needed.
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CHAPTER VI

PROTON BEAM EXPERIMENTS

In this chapter, the experiments carried out to aestrate the efficacy of the CR-39
PNTD/AFM analysis methods and to collect prelimjyndata on HNR particle tracks in
CR-39 PNTD are described, with an emphasis on d@bbniques used while exposing
detectors at particle accelerator facilities. Ackralassification schema is introduced that
is useful to categorize the various types of tragsducing charged particles. A complete
detector analysis using the methods of the prewibagters is presented, and the features
of the resulting LET spectra are explained. Theltegrom the remainder of the protons

beam experiments are then discussed.

6.0 Detector Preparation and General Considerations

To study short-range, high-LET HNR particle traak<CR-39 PNTD, experiments were
carried out using the 250 MeV proton synchrotron.BUMC and the 1 GeV proton
beam at the BNL NSRL. The detectors exposed tdcpatheams were arranged in a
stack configuration, which consisted of two CR-39T® layers with a known material
placed between them, as shown in Figure 40. Tamgserials included a range of
materials, primarily metal foils ranging in Z fradnto 80. For each combination of proton

beam and target, a separate detector stack wasarpiepexposed, etched (see
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Chapter Ill), scanned with the AFM (see Chapter, Iihd then analyzed using the

methods presented in Chapter V.

f CR-39 PNTD
i

—
—>

—
BT (ot Detestor

‘ Target ‘

Figure 40. CR-39 PNTD stack with a target inselietiveen two detector

layers. The sensitive sides of the PNTDs face #nget material. The

detector on the right is called the front detett®cause particles that enter

this detector from the target are traveling infihrevard direction (with the

beam).
Target foils are held in position during beam expesby small pieces of adhesive tape
applied on the edges. Careful attention was givemdtector positioning and beam
monitoring during the beam exposures. It was alsgessary to scribe a unique
serialization onto each detector for identificati@uring later processing steps.

Additionally, all activities at the accelerator ilag were recorded in a log for later

reference.
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Because target fragmentation reactions can occhotim the target and the detector, the
exposed CR-39 PNTDs contain HNR particle tracksnfrouclear interactions that
occurred in both materials. It is necessary toirtisish between secondary particles
produced in the target layer and those produce€Ri39 PNTD itself. Secondary
particles produced within the PNTD itself are rederto as the internal component. To
measure the internal component, detector stackexgresed in which target material is
omitted and the CR-39 layers serve as both detectdrtarget. The contribution of the

internal component is subtracted from that of Hrget layer as described below.

The beam exposure is monitored at each acceldeaitity and recorded in units of dose
in water. From the measured beam dose, the beanchuis calculated using equation
(3.19), since the primary beam can be consideredoreoergetic. The fluence for each
beam exposure is then used to determine the naedallifferential fluence for each

experiment.

6.1. Secondary Particle Formation Regions

Track forming charged particles can be produced mumber of regions throughout the
detector/target assembly during a given exposurerigure 41, a number of possible
nuclear track producing events are illustrated wibkpect to depth through a given
detector stack. The detector/target assembly igelilvinto four regions. Region 1
consists of the detector closest to the beam s@urdas referred to as the back detector.
Region 2 encompasses the interface between the dietekctor and the target, while

Region 3 encompasses the interface between thet tang the detector farthest from the
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beam source (referred to as the front detectonallyi Region 4 consists of the front

detector.

‘No Track Registration‘

L

ﬁ: Bulk etch, B

—
Pre-etch Surface Post-etch Surface

Figure 41. Diagram showing the various possible lgarc reaction
outcomes at four separate depths (regions) indige detector stack.
Nuclear reactions that generate secondary partadesshown as black
circles. If the secondary particle registers a @aictrack in a PNTD, it is
shown with a red vector; otherwise a blue vect@hiswn. The length and
direction of the red and blue vectors are for tHasve purposes only.

In Region 1, primary beam particles penetrate #k lletector and can undergo inelastic
nuclear collisions as discussed in Chapter Il. Bedaoy particles formed in these
collisions can vary in composition (Z), can be eettin any direction, and can have a

range of velocities. As shown in the Region 1 indet possibilities include, from top to
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bottom: undetected internal secondary particlefgatied internal secondary particles that
stop traveling inside the volume of detector matelater removed by etching, and
detected internal secondary particles formed ingfde volume of detector material

removed by etching and that pass into the target.la

In Region 2 of Figure 41, in order to produce naclé&racks in the back detector,
secondary particles produced in the target layestnmavel in the backward direction
(relative to the primary beam). The nuclear trapksasured in this region consist of
forward traveling secondary particles producedhmlback CR-39 PNTD layer (internal)
and backward traveling secondary particles producethe target layer. This latter
component consists of the HNR patrticle tracks oérest in our analysis. Region 3 is
similar to Region 2 except that the directions @vel for the internal and target
secondaries are reversed. Again, it is the forwmaoging HNR particles produced in the
target and registering tracks in Region 3 thatodnaterest. Additionally, in Region 3, a
greater component of forward travelling knock oattjgles, light charged particles, and
intermediate mass fragments are expected, all aéhviave momentum peaked in the

forward direction (parallel to the primary protoaam).

Region 4, the inset detail of the front detectdrovgs internal nuclear reactions that
produce detected and undetected secondary particléss region, the detected internal
secondary particles must travel in the backwarddtiion, this places a constraint on the
type of particle that can cause an internal nudesaok in this region. Since knock-out

particles are peaked in the forward direction, feivthese particles are expected to
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produce tracks in the front detector, leaving baakivraveling HNR particles as the

predominant internal component in this region.

6.2. Track Classification Schema

The following track classification schema was @daib categorize the various possible
track producing reactions. The purpose of the tratkssification schema is to
exhaustively categorize all events which produeeks in CR-39 PNTD in this type of
experiment. Despite the exhaustive categorizatitors understood that nuclear tracks
found in the post-etch surface of a detector ateganerally identifiable as belonging to
one group or another, although in some instandssdéntification is possible. The need
for a track classification schema arises from gwué of separating the CR-39 PNTD
internal component from the component producedhim target. This subtraction is
analogous to measurements of background radiagwal lused by low background

counting facilities to make corrections in laborgtoounting experiments.

In beams with a particle and energy combinatiort thaults in an LET in excess of
5 keV/um, a primary particle will produce a nucléaack in CR-39 PNTD. Tracks of
primary particles are readily distinguishable frother tracks due to the fact that they
will have an LET consistent with the beam LET anelytwill be normally incident on the
surface of the detector. The post-etch appearaittesarack type is a conical pit with a
nearly circular opening at the surface of the detecThis type of nuclear track is

classified as RP, for track registering primarytiole. An example of this type of track is
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found in the calibration detectors used in our wankwhich most tracks present can be

classified as RPs.

CR-39 PNTD M CR-39 PNTD
Back Detector h ﬁ A Front Detector
>
P o7
> e
Te)| > e T

L) > =

v

Detector's
Sensitive Surface

Figure 42. lllustration showing the various possisburce locations of
nuclear track producing charged particles withimledector stack. The
most common event classification for proton beaposyres is NP, i.e. no
nuclear reaction occurs. The remaining classediaceissed in the text.
For the majority of beam exposed detectors analyzdicis work, e.g. proton exposures,
the primary particles do not register. In Figure #fis situation is depicted as the NP
trajectory (an abbreviation for non-registeringnparry particle), in which the primary
particle passes through the detector without gdlgesadergoing an inelastic nuclear

reaction. NP class events are by far the most camim@roton beam exposed detectors

by a factor of approximately 1000.
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Table 6.1- Classification of nuclear tracks in CRBNTD exposed in
target fragmentation experiments.

Event
Origination Layer Constituents Characteristics
Class
I Back detector .
F Intra-nuclear cascadeHNR particles from
s Eront detector knock out particles |C and O nucle
only
T Target layer’s, outer Intermediate mass
F get layers, fragments
surface near front
detector ’ Evaporation nucleonsHNR particles with
Ts Target layer’s, outer Z up to target Z
surface near back HNR particles
detector

Target fragmentation reactions that occur insigedétector have the classification | and
can be emitted in the forward or backward directiime nomenclaturg: and k, are used
to distinguish forward and backward traveling intdrtracks, respectively. For target
fragmentation reactions occurring inside the talgger, the classification T is used. The
classifications ¥ and Tz represent forward travelling and backward tramgllparticles,
respectively. Using this classification, the fraietector (on the right hand side of Figure
42) will register nuclear tracks from classgesahd g only. Similarly, the back detector
will only register nuclear tracks of typeg @nd . The various types of tracks occurring

in CR-39 PNTD exposed in target fragmentation expemts are summarized in

Table 6.1.
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Figure 43. lllustration showing the possible typésletected tracks for the
case where target material has been omitted. feofréimt detector (top)
the back detector is the target, and for the bat&atior (bottom) the front
detector is the target. The dotted line in the @ergpresents the analysis
plane of each detector.

The result of an individual detector analysis ipressed in terms of normalized
differential fluence (particles C'Fnion'l) as a function of LET. The fluence measured in
the front detector surface can be written:

Do = Dp + O, (6.1)

Front

and the fluence measured in the back detectorcudan be written:

Do =P, + P, (6.2)
The contributions to measured fluence from the eélargpmponent and the internal
component are not known and cannot be determioea & single CR-39 PNTD layer. A

separate detector stack, with a CR-39 PNTD tasgetriadded, is needed to estimate the

internal component and its contribution to meastiezhce.
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To measure the CR-39 PNTD internal component, tietstacks without target material
placed between the PNTD layers, are exposed tolezenm energy used in this work, as
shown in Figure 43. For this arrangement where GRagers function as both the target
and the detector,fTand k are equivalent to the Bnd T components measured in the
back detector. Hence, the two detectors necesswidllyl the same LET spectrum
measurement. Another approach that arrives at ahee sconclusion is that for CR-39
PNTD, the only charged particles detected are thbae pass through the sensitive
surface and if two such sensitive surfaces on adfaCR-39 PNTD layers are positioned
at the same depth in a detector stack, they wikj@sed to exactly the same radiation
field. In this type of detector stack, the popuatdf particles measured can be expressed
as:
Front=Back =T +1;=1-+T;. (6.3)

Expressed in terms of fluence:

D} =D+, (6.4)
and,

D = D + D], (6.5)

where the prime superscript indicates that thissmeanent was made from an internal
component determination detector. Thus:

Dt o = D - (6.6)
This result provides an important measure of expental accuracy and also serves as a

confirmation of the analysis methods used.
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Measurements of the charged particles in classeend Tz for various target materials
and beam energies are the quantities of interestieMer, for any given experiment the
actual measurement result consists pf+Tg or Tg + If, respectively. Thus, the internal
component subtraction must be performed for eachsorement. An assumption is

adopted, thatb, (and @, ) in a detector stack with a target included, isa¢do half of

the fluence, @, = @7 +®] measured in a detector stack where CR-39 is bogetta

Front
and detector. This assumption is valid for suffithg high beam energy due to the small
momentum transfer in the first step of the nuclesaction. In terms of fluence, this

assumption can be expressed:

O =0

F Front —

(DIB =Dy — Front 1

1
~ | 6.7
> (6.7)

Y
(DTB = (DBack _CDI = (DBack _ECDFront : (6.8)

F

It may be possible to refine this correction focreased accuracy at lower energies by
using carefully prepared detectors and additionehnb exposures. Through the
application of this relationship, the desired floercorrection to account for the internal

component of nuclear tracks formed in the CR-39 BN$elf has been achieved.

6.3. Measurement Limitations

For each of the four track classifications, thetdeg nuclear collision and associated
charged particle formation inside the detector layetarget layer is unknown. Since
charged particles lose energy passing through madkte particle’s associated LET is

changed as a result. In this case, the resultin§ hfeasurement in CR-39 PNTD is
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higher for an HNR particle formed at some arbitrdepth than the LET measured for the
same HNR particle formed at or near the targetaserflf a nuclear reaction occurs deep
enough in the target layer, the resulting secoedanill completely range out and not
leave the target layer. HNR particles formed witthia outer 1-10 um of the target layer
have sufficient range to pass into the detectorragister as nuclear tracks. The result of
this effect is that various HNR particles generdtgdhe same charged particle source,
e.g. the reactiorF7AI(p,2pn)24Na (which is known to have a Maxwellian velocity
distribution [Winsberg, 1978, 1980a]), will registerange of nuclear track sizes and lead
to a broadened spectrum of LET distributions. Exigerimental difficulty could possibly
be overcome by using very thin layers of targetamal formed by sputter deposition or

other techniques.

There are several additional types of target fragat®n secondary particles that can
register as nuclear tracks. It is possible for kroat protons, neutrons, andparticles
formed in upstream nuclear reactions to undergdeauceactions themselves with other
nuclei downstream (along the beam direction) resylin HNR particle formation. To

limit this contribution source, the detector st&chks thin as possible.

Since our detector stacks are exposed to the pbmam in air at STP, it is possible for a
nuclear reaction to occur in the air in front of tthetector stack, resulting in HNR particle
formation. Since the detector’s sensitive sideasrfg away from the air upstream, it is
unlikely that this HNR particle will have sufficienange to register a track. Also, inside

the detector stack, surrounding the target materemiges, there is a small air gap. If a
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primary particle undergoes a nuclear reaction is tégion, it is possible for a HNR to
form and register a track in either the front oclbdetector. Since the detector is marked,
showing the location of the target during exposarel no data is collected outside of this
region, this type of reaction can be neglectedwBenh the target material and detector,
when placed in close contact, there still existgegy thin layer of air and perhaps an
adsorbed water film. It is possible for a HNR paetito form in this layer and register a
track. However, the areal density of this air/wddger is small with respect to the target

material, so this type of reaction is neglected.

6.4. Application Methods Overview

In this section, the analysis methods previousksented herein are applied to LET
spectrum determination from an experiment performigd a beam of 230 MeV protons
on an aluminum target. For this experiment, tweedetr stacks were exposed, one stack
with an aluminum target and another stack with amdt material placed between
detectors for use as an internal component deteEwtowing beam exposure, each
detector was etched for 2 hours in 6.25 N NaOH taaird at 50° C for the duration of
etching. The bulk etch valuB, for this etch is 0..um. Following chemical etching, the
detectors were allowed to dry in air for at lea&th?. The detectors were then scanned by
AFM (Veeco Instruments, Dimension 3100) using aieserof Programmed Move
commands with 5@um x 50 um scan size and 0.4 Hz scan rate. The AFM data was
analyzed for nuclear track physical properties gisihe algorithms documented in

Chapter V.
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Figure 44. Differential LET fluence spectrum for(281eV protons on

CR-39 PNTD and normalized to primary proton fluence
The results of the analysis for the internal congmrdetermination detectors are shown
in Figure 44. For LET below approximately 220 keWuthere is a marked decrease in
events recorded. This feature, discussed in Chdptens the result of decreased
measurement resolution of the AFM at larger scaess{50 pm x 50 um). Smaller AFM
scan sizes and/or increased etching (or alternatasesting OPT methods) could be used
to obtain accurate results in the lower LET rarf§jace tracks produced by short-range,
high-LET HNR particles are of primary interest imstwork, additional scans to measure

the LET spectrum at lower LET were not performed.

For this experiment, the LET of the primary bearotgns is 0.4 keV/um, which is less

than the 5 keV/um LET required for nuclear traclgisgration in CR-39 PNTD.
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Therefore, the resulting LET spectrum consists efosdary particles produced in
inelastic nuclear collisions, e.g. target fragmeatareactions, with the C and O nuclei

present in CR-39 PNTD.

!

To improve statistics across the LET spectrum, ridation @, =Dy, has been

applied in obtaining Figure 44, by adding the tradkalysis results from both front and
back detectors together. The individual spectraewebserved to have the same

gualitative features, prior to this addition, tH®reonfirming the relation.

The analyses of the front and back detectors witlAlatarget are shown in Figure 45.
The results from Figure 44 are included for congzari While all three curves have the
same basic appearance, there are subtle differémaearise from the introduction of the
Al target layer. The Al nuclei present in the tarfgger have a greater cross section for
inelastic nuclear collisions, than do the C andu@lei in CR-39 PNTD, increasing the
number of secondary particles detected. In additioe Al nuclei extend the range HNR
particle Z. In Figure 46, the results are showeragubtracting the internal component as

determined from the CR-39 target shown in Figure 44
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Figure 45. Results of analysis for 230 MeV protonAd, front and back
detectors. The result obtained with CR-39 as tarngetshown for
comparison.
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Figure 46. Final analysis results, with front andcl spectra after
correction for the internal component, for 230 Meféton on an Al target.
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The data in Figure 46 represent the short-rangg, bET charged particles produced by
target fragmentation reactions between primary bpastons and the Al nuclei in the

target layer. The possible HNR particles producethese reactions include (but are not
limited to) the nuclef’Na, >*Na, ®F, ’C, 8Li, and ‘Be. The Na and F reactions are not

possible in CR-39 as a target.

In Figure 46, the differential fluence measuredthe front detector lies above that
measured in the back detector over most of the umedd ET spectrum. This feature is
expected due to the forward peaked velocity distitim for knock-out particles and
IMFs. At approximately 1000 keWm, the front and back spectra begin to coincide. At
higher LET values the statistics are noticeably s#odue to low numbers of events
measured. Further experiments are required to wepstatistics in this highest LET

region.

6.5.  Additional Experimental Results

The study of proton-induced HNR particle formatiooluded detectors exposed to 60,
230, and 1000 MeV proton beams. For each of theoprbeams, exposures were made
with CR-39 PNTD target layers for internal compandatermination and with Al and
Cu target layers. The results from these experisnaré presented and discussed in this

section.
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Figure 47. Comparison of results obtained from@&agr beam energies on
CR-39 PNTD targets.

6.5.1. Internal Component Determination Detector Analysis

The LET spectra in CR-39 PNTD (CR-39 target ane@cter), for the three proton beam
energies used in this research are shown in Figdrdn these spectra, the products of
inelastic nuclear collisions between beam protarsthe nuclei C and O are the primary
contributors to the data. The internal componemg¢rd@nation detectors were also used
for the purpose of absorbed dose calculation dimeg contain information regarding C

and O target fragmentation reactions, which aret masvant in tissue.

The data in Figure 47 is consistent with the inetasuclear reaction cross-section
measurements fdfC and'®0 previously published by other investigators [Reglet al.,

1972; Carlson et al., 1975; Schwaller et al., 19¥hni, 1982; Paganetti, 2002], in as
much as the fluences measured in our detectors sa#i cross section measured by

these other investigators. The inelastic nucle@raction cross sections for 60, 230, and
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1000 MeV protons on C, O, Al, and Cu target nualel summarized in Table 6.2. The

inelastic nuclear cross sections are plotted vasipect to energy Figure 48.

Table 6.2. Inelastic nuclear cross sections (in tiab) selected nuclei
obtained by interpolation from Janni [Janni, 1982].

Target | C O Al Cu
Energy
60 MeV 336 mb 402 mb 562 mb 965 mb
230 MeV 204 mb 233 mb 385 mb 706 mb
1 Gev 240 mb 268 mb 438 mb 778 mb

1200 T T TTTTIT T T TTTT7IT T T TTTTIT T T TTTTIT T T TTTTI

i —o0
D] e— Al |l
Cu |

1000

800 +

600

400

200

Proton Nonelastic Nuclear Cross Section (mb)

100 101 102 103 104 108

Proton Energy (MeV)

Figure 48. Summary of non-elastic nuclear reactomss sections, in
millibarns (mb), for C, O, Al, and Cu [Janni, 198d]he cross section
values are annotated with circles in the figurthatspecific energy values
of 60, 230, and 1000 MeV.

It is useful to divide the LET spectra in Figure into two regions: LETS 600 keV/pm,

and LET= 600 keV/um. In the LET range below 600 keV/um, dioeninant fraction of
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tracks are expected to be light charged partid€3P§), with Z < 2, and IMFs with
3<Z < 10. These secondary particles are ejected duhieditst step of the two-step
nuclear collision process. A characteristic of thegjion is the gradual reduction in

fluence, by approximately an order of magnitudehwicreasing LET.

In the LET range above 600 keV/pum, HNR particlesnied in the second step of the
nuclear collision process are expected dominate. grimary characteristic of the high
LET region is that the fluence remains relativetyform with increasing LET, reflecting

a variety of HNR particles with varied velocity,nge, and depth of formation in the
target layer. It is understood that there is a elegf overlap between the high and low
LET ranges and that more detailed experimentseaygined to impose a clear distinction

between IMFs and HNR particles.

The results of Figure 47 were used in the follows®gtions to correct for internal
components of fluence, as well as for total dodeutations for the short-range, high

LET particle contribution to dose.

6.5.2. 60 MeV Proton Results with Al and Cu Targets

An experiment was performed with the 60 MeV protmam (LLUMC) using an Al

target foil placed between CR-39 PNTD detectorigyEigure 49 shows the differential
LET fluence spectra measured in the front and lolet&ctors, and normalized to primary
proton fluence. Increased secondary particle flaeseen in the forward detector relative

to the back detector is consistent with expectatimn this energy. For 60 MeV proton
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exposures, we expect a large fractional momentanster in the first step of the nuclear
collision, which results in a final HNR patrticlestlibution that is peaked forward in the

laboratory frame of reference relative to the pryrfaroton beam.
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Figure 49. Analysis results for 60 MeV protons onAd target, front and
back detectors after internal component correction.
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Figure 50. Analysis results for 60 MeV protons oG target, front and
back detectors after internal component correction.
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A similar experiment was performed using a Cu tafgi shown in Figure 50. For the
Cu target, there is no forward velocity peak obedrvThis is likely due to poor AFM
scan quality affecting the statistical significamé¢he analysis in the back detector. More
AFM data would be needed to complete the analysithe Cu target for this proton

energy.

A comparison of LET spectra measured in the 60 MeMon beam for CR-39, Al, and
Cu targets is shown in Figure 51. The results ©f tomparison are consistent with the
non-elastic nuclear cross sections shown in Figi@&dJanni, 1982], in which the Cu
nucleus has the greatest nuclear reaction crotiers€865 mb), followed by Al (562 mb)

and then the C (336 mb) and O (402 mb) nucleienGR-39 PNTD.

In Figure 51, in the high LET region, particuladypove 800 keV/um, there does not
appear to be a clear relationship between targeind the measured HNR particle
fluences. This is likely due to poor statistics gauch high LET events. The additional
HNR particle Z values present as target Z increase® ranges that decrease rapidly
with HNR particle Z. It has been shown in the cas&Al target material thafBe HNR
particles have a range of approximately 4.6 umsdgifor the density of CR-39, while
*Na HNR particles have a range of 0.37 um [Winslstrgl., 1980]. More AFM data is

needed to improve the statistics for LET valuesval®00 keV/um.
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Figure 51. Comparison between CR-39, Al, and Cgetaanalysis results
for 60 MeV proton beam exposures performed at LLUM®Ge data is
from front detectors only.
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Figure 52. Analysis results for a 230 MeV protoarneon a Cu target.
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6.5.3. 230 MeV Proton Results with Al and Cu Targets

The results of an experiment performed with the RI&Y proton beam (LLUMC) using
an Al target foil placed between CR-39 PNTD detetagers are shown in Figure 46.
Figure 52 shows similar results for a 230 MeV pndb@am on a Cu target. For 230 MeV
protons on Cu, an increase in fluence is obsenmvele forward direction, i.e. in the front
detector, which is likely due to additional forwdrdvelling knock-out particles. At high

LET, the data suffer from poor statistics, as i ¢ther reported spectra.

230 MeV proton comparison

10°
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—e— Al Front
Cu Front

10¢ T T T T T T
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Normalized Differential Fluence (particles cm? ion™)

LET, H,0 (keV/um)

Figure 53. Comparison between Al, Cu, and CR-3§etaanalysis results
for 230 MeV proton beam exposures performed at LICJM

A comparison of experimental results for CR-39 PNAD and Cu targets exposed to
230 MeV protons is shown in Figure 53. The datacpralitatively consistent with the
nuclear inelastic cross sections as shown in Fig8ieexcept for the spectrum for Al

measured in the forward direction, which appeansetahan expected. The cause for this
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is not known and more data, i.e. additional AFMnscand/or additional beam exposures,

are needed to clarify this region of the LET spautr

6.5.4. 1 GeV Protons on CR-39, Al, and Cu Targets
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Figure 54. Comparison between CR-39, Al, and Cgetaresults for 1 GeV
proton beam exposures performed at BNL NSRL.

An experiment was performed at the NASA Space RiadiaLaboratory (NSRL) at

BNL, in which CR-39, Al, and Cu target materialsreveexposed to beams of 1 GeV
protons. The results for this set of experimengssiiown in Figure 54. In this plot, the Al
and Cu data were obtained from a smaller numb&FM scans than the number used in
the 60 and 230 MeV analyses, resulting in a redodi statistical significance. It has
been observed that the LET spectrum fluence vdkresto decrease as additional AFM
scans are added to the analysis. This is expedteg the area term in the fluence
calculation is in the denominator and, as the denator grows, the resulting fluence is

reduced until the number of events of a particuaf prevent further reduction. The Al
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and Cu spectra in this plot are of the appropreitape, but are likely too high by

approximately a factor of 5.
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Figure 55. Comparison of proton beam exposure®,&230 and
1000 MeV with an Al target.

6.5.5. Comparison of Results from Three Proton Energies

The results of the experiments on Al and Cu targetsshown together as a function of
primary proton energy. The Al data are comparedrigure 55 and the Cu data are
compared in Figure 56. In each of the plots, thia dar the 1 GeV beam exposure is
affected by poor statistics as mentioned above. ddmeparisons between 60 and 230
MeV proton exposures, for both Al and Cu targets,ansistent with expectations based

on nuclear cross section data listed in Table Bd2stown in Figure 48.
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Figure 56. Comparison of proton beam exposure6@p230 and 1000
MeV beams with Cu targets.

6.5.6. Dose Calculations

Using the LET spectra measured with AFM, the abstidiose was calculated for CR-39,
Al, and Cu targets using equation (3.20). The desésulated are listed in Table 2 with
units of Gyion. The dose calculation includes LET > 200 ke¥/ therefore it
represents the dose from intermediate mass fragnantvell as HNR particles. These
dose measurements and their implication for prodmiiotherapy are difficult to interpret
due to the nature of short-range, high-LET partsttgpping in tissue. It is not clear what

the biological impact of the particles in questroight be without further experiments.
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Table 6.3. Dose measurements for three proton Eseon CR-39, Al,
and Cu targets. The units are-®y". For entries with two listed values:
the top value is from the front detector and thédwmo value is from the

back.

Target | CR-39 (C and Al Cu

Proton Ene 0)
14402 x1¢ | 5-5+0.9x 10’
60 MeV 6.6+ 1.0x10°| o0 8 [ | 5.8+ 1.4x10°
11402 x1¢° | 14102 %10
230 MeV 7.3+1.2x10°| om0 o | 11402 x 10°
1000 MeV | 88+1.4x10°| 6.0+23x10° | 5>2£12x10

6.5.7. Results of Angle Detector Exposures

10

Normalized Differential Fluence (particles cm? ion™)

200 400 600 800

1000 1200 1400

LET, H,0 (keV/um)

Figure 57. CR-39 PNTD was exposed to a 230 MeVoprdieam at
LLUMC, with the angle of beam incidence varied. Emalysis results are
consistent with an isotropic distribution of HNRrjpeles.

Because HNR particles are the result of the evaiporarocess in the second step of the
Serber two-step model, the distribution of HNR jotet is expected to be isotropic with
respect to direction. A set of experiments weraedogted using the 230 MeV proton

136



beam at LLUMC to test the validity of the isotro@ssumption. For this set of
experiments, a detector stand consisting of ameticlip, vertical post, and a circular
base with degree increment markings was used. péetra shown in Figure 57 include
data from both front and back detectors for impdoggatistics. The results from the
angled detectors are generally consistent with fdaures expected for an isotropic
source of HNR particles produced in reactions Wtand O nuclei in CR-39 PNTD. A

deviation from isotropy, were it to exist would twe the order of experimental error, e.g.

< 20%.

CR-39 PNTD
Isotropic Case: Sensitive Surface
No preferred
direction

Non-Isotropic Case:
Lab Frame Recoil Fluence peaked in
Vector forward direction

Figure 58. A non-isotropic HNR particle formationeahanism, in red,
compared to an isotropic formation mechanism, shawgellow. The

blue vectors represent the vector sum of veloatygonents imparted in
the first and second steps of the collision.
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In Figure 58, the case for an isotropic HNR paetigtoduction mechanism is compared
to a hypothetical production mechanism that is pdak the forward direction. Note that
for a forward preference in HNR particle formatiam, increased fluence, as measured in
the front and back detectors with a normally inotdgroton beam (0 degrees) would be
expected. The increased fluence for a preferredsan direction could be peaked in a
small range of LET or across the LET spectrum & threctional preference had no
energy dependence. Our preliminary data indicagée tbr 230 MeV proton-induced
nuclear reactions, the HNR particle formation mec$ra is isotropic for HNR particle Z
less than 8. Figure 59 shows a comparison betweenatized integral fluence for LET

> 200 keV{um obtained for various angles of incidence, the data consistent with

isotropy.
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Figure 59. Normalized integral fluence for LET >020eV/jum obtained from 230

MeV protons on CR-39 PNTD with varied angle of dence relative to the
detector surface.
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6.5.8. Discussion of Measurements

Referring again to the data from 230 MeV protonasqul detectors, an attempt was
made to build a composite LET spectrum using imtlisl LET spectra obtained from
detectors processed with bulk etch values of Ocbla@um. In Figure 60, the blue curve
is identical to the previous result, while the reave was obtained from the analysis of
the detector processed with a il etch. The data in the 1un bulk etch analysis were
analyzed using the same calibration function asdhtained for 0..um. The relationship
between the two spectra reveals two important tesl) a multiple etch analysis method,
if properly calibrated, could be used to obtainulk $pectrum analysis using identical
scan sizes, and 2) the longer jurd etch is sufficient to remove a significant popioka

of short-range, high LET tracks, which is evidendinfi the poor high LET particle

statistics in the detector processed withivDetching.

In the thin-target/thin-catcher experiments coneddby previous investigators, notably
[Winsberg, 1980a], it was possible to determineghsmeters of the individual nuclear
reactions that take place in a target layer byfohexamination of the front and back
catcher foils. Unfortunately, this analysis is poissible with our present methods. It is
possible to convert the fluence measurements autamthis work to a total number of
events measured in the forward and backward dinestiand this would directly relate to
the activity measurements in catcher foil countiogt since all of the various possible
HNR particles are measured, and no means of igemitheir individual charges exists,

it is not possible to make calculations specifia foarticular reaction process.
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Figure 60. This plot compares the analysis resuttisn CR-39 PNTD
exposed to 230 MeV protons at LLUMC for varied amisuof etch. The

vertical shift in fluence for the lim etch indicates that a separate
calibration would be required for a change in etch.

It would be an interesting extension of both AFM/G® PNTD and radiochemical
methods to make a coordinated comparison, e.g.ucbrh experiment using the present
method and also using gamma spectroscopy methodscfivity determinations using
the same detectors. The AFM/CR-39 PNTD method wopldvide detailed
measurements of nuclear tracks while the radiocteinmnethod would provide isotope
identification. A comparison between the two measwent methods could be used to
determine the relative contributions from each tyfeHNR particle. This approach
would be complicated by the high doses requiredciivation studies with thin targets,

although with sensitive active detectors used encbunting facility it may be feasible.
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CHAPTER VII

EXTERNAL SPACECRAFT MEASUREMENTS

As described in the previous chapter, the analygihods for AFM track data from CR-
39 PNTD were tested in a number of acceleratoreb&fdR particle experiments. In
addition to the proton accelerator experimentsqgoeréd for this work, two detectors
exposed to high fluences on the exterior of spadean low Earth orbit (LEO) were

analyzed with AFM. In the first space exposure, R-39 PNTD was exposed on the
outer surface of the Mir Space Station for 130 days returned to Earth in 1997 [Benton
et al., 2002a]. AFM analysis was also applied to-3BRPNTD exposed as part of the
Matroshka experiment on the exterior of the Inteomal Space Station (ISS) for

539 days and returned to Earth in 2005 [Reitz.e28D9].

The radiation environment in the 400 km altitude,68 inclination orbit of the Mir Space
Station and ISS is dominated by the proton compioatthe GCR spectrum [Simpson,
1983], with additional proton contributions fromries trapped radiation belts and solar
particle events [NCRP, 1989]. The trapped protax fls at its maximum in a region
known as the South Atlantic Anomaly (SAA) [NCRP, 899 Based on recent
measurements in LEO [Badhwar et al., 1995; Alcastzl., 2000; Badhwar, 2002;

Benton et al., 2006], it is expected that the mijaf the protons that register tracks in
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CR-39 PNTD will have energg 20 MeV. Protons with such low energy typicallygsto
in < 0.1 g/cni of material. Due to the long duration exposurg@eeglly in the case for
the external Matroshka detectors, very high prdtoences are expected. Analysis of
detectors with OPT methods is difficult for fluesce 16 cm?, therefore the AFM must

be used to complete the analysis.

7.0 MIR Least Shielded External Analysis

The least shielded layer of CR-39 PNTD exposed armis mounted externally on the
Kvant 2 module under 0.005 g/éaluminized Kapton foil for protection during hami
and to maintain an oxygen environment around thectier. Following return to Earth,
the PNTD was etched in 6.25 N NaOH at 50° C. THk etch value measured for this
detector was 0.84m as determined by the ‘step method’ [Yasuda etl8P8; Benton et

al., 2002a].

The first analysis of this detector was performgdBenton using AFM, in the first
application of AFM methods for CR-39 PNTD exposedpace [Benton et al., 2002a].
In this analysis Benton, acquired the AFM scansuatiy and analyzed the track data by
means of the section analysis tools provided byAfRll manufacturer. To test the AFM
analysis methods developed as part of the curremtk,wthis same detector was

reanalyzed.
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Figure 61. Differential LET fluence spectra meaduime CR-39 PNTD
exposed under 0.005 g/émshielding on the exterior of the Mir Space
Station. Analysis of the detector was completechgigi combination of

small area (um x 5um) AFM scans and large area (@® x 90 um)
scans to ensure adequate sampling of low and HgJhdomponents.

Since the space environment contains energetiomsoand heavy ions from various
sources, an analysis of the complete LET spectrtom f5 to 1500 ke\{m was
measured. In order to properly analyze the compl&€ spectrum, a combination of
different AFM scan sizes was used to form a contpddtT spectrum for this detector.
Small scan sizes (@m x 5um) were included to accurately sample low LET tsaakd
large area (9@um x 90um) scans were used to attain sufficient statigbcshigh LET
tracks, which were far less common. In analysiseath sized scan frame, the area
scanned was independently recorded to properlyrdate fluence information. The two
resulting spectra were then merged by selecting pbiats with greatest statistical
significance from each curve. The composite spettftom the reanalysis of the

externally exposed PNTD from Mir is shown (in redFigure 61.
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The LET spectrum measured on the exterior of the $piace Station is dominated by
particles of LET < 100 keWim. These are primarily low energy protons encowater

during passage of the Mir Space Station througlSha.
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Figure 62. Comparison between differential fluespectrum obtained in
the original analysis and that obtained using neathods.

A comparison of the LET spectrum obtained usingAR® analysis tools developed in
this work with the original LET spectrum measureiebtained using the section
analysis tool is shown in Figure 62. The major etéhce between the spectra is the
reduced peak value in fluence obtained with the methods, largely due to the greater
resolution and lack of subjective bias in the newthnds compared to the section
analysis tool. Additionally, the LET spectrum obizd with the new methods has more

information in the high LET region above 100 kew#. This is due to the acquisition of
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AFM data over a much larger scan area which obtgmeatly improved statistics on

comparatively rare, high-LET tracks.

7.1. Matroshka Least Shielded External Detector

Figure 63. The Matroshka experiment consisted oftiphe detectors of
various types situated in a human phantom whichinstalled on the ISS
exterior during exposure.

The Matroshka experiment consisted of a tissuevetgnt phantom torso and head
exposed within a sealed container simulating an By exposed on the exterior of the
ISS as shown in Figure 63. Passive radiation dateetere exposed on the outside of the
Matroshka container and this included a layer of-ZBRPNTD exposed under

0.005 g/cr of aluminized Kapton foil.

The analysis of the CR-39 PNTD layer exposed whih Matroshka experiment was
similar to that for the externally exposed PNTD Mir with the exception that a mid-

range AFM scan size (50m x 50 um) was also used. The differential LET fluence
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spectra obtained fromam x 5um, 50pum x 50um, and 9Qum x 90um AFM scans are

shown in Figure 64.
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Figure 64. Analysis of the Matroshka least shieldet&rnal detector was
completed using three separate scan regimes. dtisdussed in the text.

The composite spectrum obtained from combining LB spectrum measurements
obtained from the three different scan sizes iswshdin red) in Figure 64. The
differential LET fluence spectrum obtained from tatroshka detector displays a drop
in fluence of almost four orders of magnitude ie tAnge between 10 and 100 kefvi/
This LET region is dominated by low energy protgmemarily encountered in the SAA,
that are attenuated in the first 0.1 gfoofi shielding. The high LET component of the

spectrum consists of primary heavy ions{3) in the GCR.

146



7.2.  Comparison of External LET Spectrum Measurementdtioand ISS
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Figure 65. Differential LET fluence spectra meaduime CR-39 PNTD
exposed on the exterior of the Mir Space Statioth &5 and analyzed
using the newly developed AFM analysis methods.

In Figure 65, the LET spectra from the outside of &hd ISS are plotted together for
comparison. The detectors from the two experimemse exposed under different

localized shielding and under different environna¢értonditions, accounting for the

differences between the two curves. The differenoesxposure environments include
spacecraft orientation, external experiment placemenounting hardware, and the
difference in phase of the solar cycle. For bothcspexperiments, an analysis of the
detector would not be possible using OPT methodstduthe high fluence of protons

encountered during the exposures. OPT methodsiraited to fluencess 10°, above

which track overlap becomes a limiting factor.
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Figure 66. Differential LET fluence spectra meadune CR-39 PNTD
exposed on the exterior of the ISS and analyzedBy and in CR-39
PNTD exposed on the interior of the ISS and analymeOPT methods.

Figure 66 compares the differential LET fluencectpen measured on the exterior of
the ISS with a spectrum measured in CR-39 PNTD segb@n the interior of the ISS
during the same period. The internal LET spectruas abtained by OPT analysis of the
CR-39 PNTD. The principle difference between the spectra is the presence of low
energy proton tracks with LET < 100 kew in the externally exposed detector. These
low energy protons are attenuated before they l@awhance to reach the internally

exposed PNTD.
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CHAPTER VI

CONCLUSIONS AND FUTURE WORK

The methods presented in this paper for the asabfsCR-39 PNTD with AFM using
topographic analysis have been applied to numeaouslerator-based experiments and
to experiments with detectors exposed in space. é}dperimental applications have
successfully demonstrated the capability of resgivinuclear track features of short-
range, high-LET charged particles. However, thdimpreary nature of these results must
be stressed. It is only with the completion of amfitative AFM analysis methodology
that we can now begin a rigorous investigation bifRHparticles and their contribution to
total dose in proton radiotherapy patients andbaatits. In this Chapter, the conclusions
reached as a result of this investigation will Iecdssed, as well as the possibilities for
future work, both to further improve the AFM dataalysis methods and for applications

of these methods in research.

8.0 AFM Enables Use of Short Etch

An important feature of this work is the implemeita of a short duration chemical etch
to achieve a bulk etch of Oin. This bulk etch value has been demonstratedesepve
short-range high LET tracks for analysis. Our asiglyndicates that additional etching,

up to 1.0um, is sufficient to remove many nuclear tracksrdétest in this work. This
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finding is consistent with recoil range data présdnby various investigators, which
show that many HNR particles have ranges less thamm. With respect to CR-39

PNTD, it has been shown that the bulk etch valiedmaintrinsic effect on the analysis
result attainable for any given exposure. The tmahnmerits of reduced chemical
etching have been previously established [Bentoal.et2000; Benton et al., 2002a,
2002c]. The work reported here provides a quantdahssessment of the benefit of

reduced etching in a few selected circumstances.

8.1. Importance of Scan Automation

With respect to AFM operation during scanning, #shbeen demonstrated that scan
automation, e.g. the implementation of a propedgighed Programmed Move or Auto
Scan, is an essential analytical practice. Autothatanning enables the acquisition of
multiple AFM scans without overlapping successigans. Manual scanning, e.g. each
scan is started individually, may be used provittedmicroscopist maintains a record of
each position scanned and selects a previouslycaimgd area for successive scans.
Scan automation enables unattended operation ofAfd for protracted scanning
sessions that, taken together, total in severad d&yAFM scanning for each detector. A
large quantity of AFM data is required to collecffiient statistics on the comparatively
rare short-range, high LET charged particle tradksperiment parameters can be
adjusted to a certain degree to increase the nupnfbldNR particles by increasing the
primary beam dose delivered, but high beam dosesnat always practical due to
accelerator limitations. The experimentalist mugerate within the restrictions of the

beam delivery system, which often requires the gtecee of relatively low beam doses.

150



8.2.  Use of Semi-Automated Analysis

Regarding the analysis of AFM data, image procegsbased methods, existing Veeco
software, and manual topographic analysis were eachluated extensively for
adaptation into a robust AFM/CR-39 PNTD analysisteyn. The semi-automated
analysis method presented here enables rapid @alyAFM data while maintaining a
high degree of accuracy, both attributes that Waaking in previously existing methods.
Application of ellipse specific, least squarespsié fitting, followed by the estimation of
the goodness of fit has been demonstrated to bewarful tool, both for analysis of
nuclear tracks and for the separation of conjoitmadks, as well as for the rejection of

non-track features.

It is clear that established OPT analysis methadssaitable for the vast majority of
applications using CR-39 PNTD. The use of AFM fdR-@9 PNTD analysis is a time
consuming endeavor, which is only appropriate ilecded applications, such as the
analysis of CR-39 PNTD exposed in space or forlreseneasurements used to confirm
Monte Carlo calculations for proton radiotherapyr Fletectors in which the fluence
limitations of the OPT method are exceeded, the Apielvides a valuable alternative
analysis system that is capable of accurate asalysi detectors exposed to particle
fluence >10° cn?. Additionally, in instances in which informatios heeded regarding
short-range, high-LET charged particles, such agkHpidrticles, the AFM offers a viable

means of analysis.
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With detailed measurements of short-range, high-LBENR particles possible, a
theoretical framework can be established to acelyrateat the dose delivered to tissue
by such particles. The energy deposited by HNRighest in their track cores is highly
localized, but long rangé-rays generated in the electronic stopping processtravel
significantly further. The distribution of energy iissue, and therefore the distribution of

dose, and the associated biological impact of HEfges, remains to be analyzed.

In applications of CR-39 PNTD in space dosimethg tdvantages of the short-etch
process accompanied by AFM analysis are clearyraltwoccurring protons in the low
Earth orbit environment lead to target fragmentatieactions that can deposit dose in
tissue. Using the methods described in this doctinaginamework for a detailed analysis
of this dose contribution now exists. Methods usediodel astronaut dose from target
fragmentation secondary particles can be augmemed supported by detailed

measurements using CR-39 PNTD and the analysisotiettresented herein.

8.3. HNR Particle Isotropy

Many nuclear interaction models have emerged tdaexphe nucleon-nucleon energy
exchange that occurs in nuclear collision experisiedur challenge has been to identify
the theoretical formulation that most clearly déss nuclear interactions in the proton
energy ranges encountered in this work: 60 MeV ®BeV. The Serber two-step model
and its modern adaptation, the cascade/evapornatoaiel, serve well in the energy range
of interest. In our experiments which tested for RiNarticle isotropy, no appreciable

deviation from isotropy was observed. Since ouadaintain the nuclear tracks from all
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possible HNR particle Z values for a given targetlaus, it is not possible to conclude
that each particular HNR patrticle formation chanseakotropic. Rather, in terms of the

process as a whole, anisotropy has not been olaserve

8.4. Future work

Many improvements to the algorithms presented barebe made. Implementation of a
multi-level analysis method as discussed in Chayteould likely provide more detailed
information regarding the shape of track conessould be useful for identifying
tracks formed by particles with changing LET. Adzhially, the algorithm used for the
separation of over-lapped tracks could be modiedily to accommodate multiple
overlaps. A robust algorithm for separating mudigver-lapped tracks could allow

analysis of detectors exposed to fluences in exafesd cm’”.

The need for additional data must be emphasizedicpiarly with respect to proton
accelerator exposures. Additional detector expasare needed to completely analyze
the range of proton beam energies used in protdiotherapy. A reasonable objective
would be to study the 50 to 250 MeV proton enei@yge in 25 MeV increments. This
data is necessary to provide a comprehensive amadysthe dose contribution from
target fragmentation reactions. Additionally, mdaga is needed to assess the absorbed
dose associated with proton irradiation of targatemals of interest to the proton therapy
community, such as Ti and Ta. An experiment has Ipegformed with a Ti target layer,
but more AFM data is needed to obtain an accumtilkation of the absorbed dose to a

tissue layer adjacent to Ti when exposed to energebtons. The results of angled
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detector analyses could be vastly improved withtemdhl data. This would also directly

support an investigation into an improved methadriternal component correction.

In addition to beam exposed detectors, additiopats exposures would be useful for
guantifying dose to astronauts from HNR particBssed on the previous literature, it is
likely that the methods presented in this work wobk of benefit for internal and
external detectors exposed on spacecraft. Intémgréhe biological impact of HNR
particles to astronauts (and proton cancer thempalyents) remains an important
objective. With the methods presented here, nels toow exist to study the dosimetric

impact of short-range, high-LET particles.
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GLOSSARY

Atomic force microscope (AFM); This type of microape uses a fine silicon tip to
physically probe surface features, thereby formangopographic map of a surface.
Discussed in detail in Chapter IV.

Brookhaven National Laboratory (BNL); Laboratory Bnookhaven, NY that hosts the
NSRL.

Bulk etch B); The thickness of CR-39 PNTD material removedhgmical etching.

Bulk etch rate {g); The rate at which chemical etching removes CRRBID material
in areas not exposed to charged patrticles.

Charge coupled device (CCD); The optical encodiagisonductor device used by
digital cameras and video recorders.

Continuous slowing down approximation (CSDA); Thisproximation is used by the
Bethe-bloch formula to simplify the calculationsibpping power, it assumes interaction
occurs over a continuum as opposed to discretéidmsa

Estimate of fit (EOF); A formula used to quantifiget accuracy of a fitted ellipse.
Typically weighted as in gradient weighted EOF.

Fluence cascade (FLUKA); A Monte Carlo package wisdédr nuclear collision
modeling.

Galactic Cosmic Ray (GCR) background; Naturally wdag background radiation
consisting of energetic protons and heavy ionstoRrenergy can extend up to*i@V,
but as energy increases the number of protonstiathenergy is reduced.

Heavy nuclear recoil (HNR) particle; A type of hgaen radiation formed as a result of
nuclear collisions having short-range and high-LERese particles are emitted in the
second step of the Serber two-step model.

Intermediate mass fragment (IMF); A type of heawy radiation formed as a result of

nuclear collisions. These particles are formedha first step of the Serber two-step
model and have velocity peaked in parallel withghenary ion beam.
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Intra-nuclear cascade (INC); In recent literatures first step of the Serber two-step
model is often referred to as an intra-nuclear adscdue to the exchange of energy
between nucleons.

Linear energy transfer (LET); Term used to represiem energy deposition of a charged
particle along its path (dE/dx).

Loma Linda University Medical Center (LLUMC); Thmoton cancer treatment center
donated beam time for many experiments in this vawkvell as the AFM used in this
work.

Long duration exposure facility (LDEF); LDEF was arperiment placed in orbit by
space shuttl€hallenger consisting of many various test materials desigioetest the
effects of space exposure.

NASA Space Radiation Laboratory (NSRL); A laborgtalesigned to use heavy ion
beams to study the biological effects of simulapdce radiations.

Multi-layer Faraday cup (MLFC); An instrument useddetect charge deposition as a
function of depth in beam experiments.

Optical microscopy methods (OPT); This term is u$edthe established means of
CR-39 PNTD analysis via examination with an optioatroscope. For this analysis
method long duration chemical etching is typicaibed.

Plastic nuclear track detector (PNTD); Term useddscribe a track detecting material
composed of plastic, a subset of the broader @leestson SSNTD.

Restricted energy loss (REL); Energy deposited galthe path of a charged particle
which is transferred to electrons with final enebgyow a predetermined threshold.

Scanning probe microscopy (SPM); Term used to dese broad class of microscopy
tools which use physical probes to analyze surtd@acteristics as opposed to visible
light or electron beams.

Scanning tunneling microscope (STM); First membkiethe SPM class, this variant of
SPM measures tunneling current with a sharp mgtalith respect to X and Y on a
metal (or conducting) surface.

Spread out Bragg peak (SOBP); This term appliearige modulated proton beams used
in proton radiotherapy. The spread out Bragg psake sum of multiple proton Bragg
curves after passing through a range modulationcdeguch as a stepped wedge range
modulator wheel.

Solar particle event (SPE); Temporary increasaabon flux due to solar activity.
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Solid state nuclear track detector (SSNTD); A diegle solid with characteristics that
make it useful as a track detector. ‘Good’ trackedmrs are homogenous, transparent,
and have a suitable etchant available for cheneichling.

South Atlantic anomaly (SAA); Region in orbit ovBouth America in which trapped
proton flux is highest due to an irregularity ire tmagnetic field of the Earth

Tissue equivalent proportional counter (TEPC); petyof gas-filled radiation detector
that is composed of materials that render its nreasent output nearly equivalent to
dose in tissue

Track candidate (TC); Used in this work to refertthe matrix of points collected at a
depth,S below the surface value for testing as a nucleak.

Track etch rate\(r); The rate at which chemical etching removes CRRBI D material
along the latent damage trail formed on the trapgodf a charged patrticle.

Track length I(r); The length of a latent damage trail formed by plassage of a charged
particle.

Z: The number of protons in the nucleus of an atom.
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