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CHAPTER 1

INTRODUCTION

Higher education leads to higher lifetime earnings but comes at an ever increasing
cost. Yet programs such as ”Declining by Degrees [1]” demonstrate that many stu-
dents do not receive what they pay for. Consequently, the stakeholders in education
are increasing the demand to demonstrate student-learning gains. For example, the
recent engineering accreditation program, ABET 2000 [2] [3] placed strong emphasis
on assessment. The program level assessment concerns have impact at the classroom
and individual instructor level. Most research institution instructors are concerned
about student learning but are rewarded more for research. Yet instruction can be
a research enterprise. What can individual instructors do to identify what course
components contribute most to the desired student learning?

Personal experiences as a student and an instructor motivated this study. A
statistics course on regression required a class project. Physics 1313, an inquiry
based physics course serving primarily elementary education majors, provided a nat-
ural object for this study. The project examined unique variation between course
components and the midterm exam. The course component with the highest unique
variation with the exam was the best exam performance predictor. The effect of on-
line quizzes was interesting because during the previous summer it was determined
that exam scores with online quizzes were equivalent to exam scores without pre-
lab quizzes. The goal of the project was to determine if pre-lab quizzes were good
predictors of exam performance.

The results proved surprising. The quizzes and the exams shared little unique vari-



ation. This indicated the online quizzes were a poor predictor of exam performance.
What was surprising was the only predictor that shared a large unique variation with
the exam scores was homework. Online quizzes, labs, and moon observations shared
little unique variation with the exam scores (less than 1 percent). It was expected
that homework would be a predictor of exam performance because homework ques-
tions and exam questions had the same format; but it was expected other components
would share more variation with the exam scores. As a result of this research, online
quizzes in Physics 1313 were eliminated in the spring 2007 semester.

The successful application of regression techniques in Physics 1313 raises the ques-
tion if similar studies to measure the effectiveness of course components have been
performed on entry-level physics courses? An extensive literature review revealed that
research on the effectiveness of course components is open for study. Prior studies
have been limited to a few predictor variables in the first semester of physics. Only
the relationship between these predictor variables and the exams has been explored.
The relationship between the different course components has not been explored. The
relationship between the course components and other non-course component factors
(ability, learning styles, and student physics attitude) has not been examined. Until
recently there has not been a standard exam for second semester conceptual knowl-
edge. Essentially, no research has been done for the second semester introductory
physics course.

This topic is important because Physics tends to be a challenging subject. There
is a need to identify possible variables that could lead to student success. If relation-
ships between variables are known it might be possible identify students who might
encounter trouble. Due to the lack of thorough prior research and a need to know
relationships among variables, investigating the exam predictors in a second semester

algebra-based Physics course proves to be a compelling thesis project.



CHAPTER 2

Background Information

2.1 Introduction to the Literature Review

It is important to know the factors that predict exam performance because it
becomes possible to help students before they encounter problems. Factors that have
been shown useful for predicting exam performance in first semester physics courses
include: math ability [4] [5], student attitude about physics [6] [7] [8] [8] [9], high
school physics background [5] [10] [11] [12] [13], and gender [12] [14] [15] [16] [17]
[18] [19] [20] [21]. These factors are not controlled by the instructor. Factors that
the instructor can control include teaching style [20] [22] [23] [24] [25] [26] [27]
[28] [29] [30] [31] [32]and course components. This literature review will focus on
work that has evaluated the effectiveness of course components. Most reviewed stud-

ies examine the relationship between performance on course components and exams.

2.2 Literature Review

Griffith’s [33] study examined the correlation between homework and several vari-
ables in both algebra and calculus-based physics courses. This study ran for two
semesters. Griffith found that the homework had larger significant correlations with
quantitative exams questions than qualitative exam questions. He also found the
homework had significant positive correlations with the math pre-test for the calculus-
based physics course, but the results were a non-significant negative correlation for

the algebra-based physics course. There were no correlations between a science rea-



soning test and performance on the homework for both the algebra and calculus-based
physics courses.

Pritchard [34] examined whether online homework was a predictor of final exam
performance in an introductory mechanics course. The web-based homework system,
MasteringPhysics, offered problems hints, simpler problems, criticism for incorrect
answers, and penalties for every hint. The predictor variables were: the time students
take to complete the problem (T), hints given (h), incorrect answers with advice (ia),
and solutions requested (s).

They found the fraction of problems completed in less than 2.5 minutes (pfr) had
a negative correlation with exam performance (r = -0.37). This indicated the more
problems completed in less than 2.5 minutes the worse the exam performance. This
suggested a lack of effort, so the authors removed these scores from the analysis and
used it as a separate predictor variable. Pritchard did not state what variables were

significant predictors, but the final exam prediction equation was:

f=-0.394T — 0.228h — 0.0787a — 0.062s — 0.472pfr + 0.991 (2.1)

Pollack’s [35] focus was factors that affected student gain on the Force and Motion
Conceptual Evaluation [36] (FCME) in a first semester calculus-based physics course.
The FCME is a standard exam given in first semester physics courses. The course
structure included use of personal response systems (clickers), McDermott’s Tutorials
in Physics, [37] homework, traditional homework, and attendance. Pollack found low
correlations between the normalized gain on the FCME and course components. The
squared correlation coefficient indicated the tutorial homework shared 4.8 percent
variation with the gain. Every other course element shared a smaller amount of
common variation with the gain. Non-course component factors such as a math pre-
test (6.25 percent) and student physics attitude (4 percent) proved to explain more

variation than most course components. The analysis was questionable because the



author did not state significance

Bonham’s [38] study compared exam performance in calculus-based physics courses.
One course completed homework online, the other course used traditional homework.
The online questions, which used WebAssign, were typically open ended calculations,
but there were some multiple choice questions and short essays. The traditional
homework questions were end of the chapter questions. The results indicated that
students using WebAssign performed better (p<0.05) on the homework average and
the quantitative exam problems than the traditional homework students.

Bonham ran a hierarchical regression in a calculus-based physics course where
ability variables were entered in the first step, and the homework was entered in the
second step. The variables entered in the first step included university GPA, SAT
math score, FMCE pre-test, and homework method. Entering homework method
(traditional, online) into the regression is questionable because homework method is
a categorical variable. This predictor set accounted for 46 percent of the variation
of the exam scores. The next predictor set included homework average, gender, and
ethnicity. Gender and ethnicity are categorical predictors, so entering these variables
in the regression is questionable. The new predictor accounted for 53 percent of the
variation in exam scores.

Once all of the variables were entered in the regression the standardized regression
coefficients indicated that ability variables were better predictors of exam performance
than homework. The best predictor of both qualitative and quantitative exam per-
formance was the SAT math score, followed by GPA, FMCE pre-test, and homework.
These four predictors all reached statistical significance (p<0.001).

Bonham had similar results in an algebra-based physics course. Higher scores on
physics exams in courses where the homework is completed online is consistent with
Bonham’s calculus-based physics course, Morote’s [39], and the Dufresne’s [40] results.

Dufresne argued that students scored higher on exams when the homework is online



because more time is spent on the homework, the students know immediately if their
answer is correct and the student can attempt problems repeatedly. In Bonham’s
study 46.2 percent of the students in the web-based courses spent over four hours
a week working on homework, while only 4.2 percent of the traditional homework
students did.

The hierarchical regression results in Bonham’s study were similar to the calculus-
based physics results. GPA, SAT math score, and the categorical predictor homework
method were entered in the first step. These variables accounted for 48 percent of
the variation. Homework and the categorical predictor’s gender and ethnicity were
entered in the second step. The variation now accounted for by the predictors was
51 percent, indicating the new set of predictors added 3 percent to the explained
variation. Bonham did not mention if this increase was significant.

After all the predictors were entered in the regression the unstandardized regres-
sion coefficients indicated that the best predictor of exam performance was the ability
variables. The SAT math score was the best predictor, followed by university GPA,
and homework. This indicates that student ability is a better predictor of exam per-
formance than the performance of the students. Another conclusion is the results
were similar even though the analysis was done on different courses. This says that
similar predictors work for different courses, so the analysis might be extended to

other courses.



CHAPTER 3

Method

3.1 Why Physics 1214

The purpose of this study is to evaluate Physics course components and other
variables that can be used to predict Physics 1214 exam performance. This might
allow the professor to identify students who may struggle in the course by finding
significant predictors of exam performance. It should be noted that if a variable is
a predictor it does not indicate that variable caused the exam performance. It only
indicates that a relationship exists. It also should be noted that if a variable is not
significant then that does not mean that the variable is not important. A professor
might have another goal for that variable besides predicting exams. Clickers, for
example, might be used as a way of taking attendance and the professor might not
care if a relationship exists between clicker scores and exam performance.

The study was carried out in Physics 1214, but conclusions might be extended
to other lower-level Physics courses because it takes similar skills to succeed in these
courses. After performing this study it will be interesting to see if the results are
different from first semester physics courses. Students in a second semester physics
course have already successfully passed a physics course, so they might have a better
idea of what to do to succeed than a first semester Physics student. This might lead
to different variables being predictors of exam performance. It is also interesting to
see if the results are the same, because students tend to have less incoming knowledge
concerning second semester topics as compared to first semester topics. [41] [42]

I chose Physics 1214 for several reasons. It is a second semester algebra-based



physics course and no studies similar to this study exist for a second semester physics
course. Second, Physics 1214 incorporated components including homework, labs,
pre-class quizzes, HBL activities, and the personal response system clickers (PRS)
that provide excellent quantitative data. Finally the sample population of students
was sufficient to allow many statistical analysis , but not so large that managing the

data was troublesome.

3.2 Measured Variables

In this section the variables that were measured are briefly discussed. More detail

on the variables is given in the method section of chapter five.
Dependent variables -Physics 1214 exam average

Independent variables-
Pre-test assessment Predictor Variables: (1) Homework average, (2) Lab

average, (3) HBL average

Homework is typically given in Physics because faculty believe it is training for
the exam. There seems to be a relationship between homework and exams in first
semester Physics. Homework has shown an important predictor of exam performance
in first semester Physics courses. [40] [33] [38] This seems to be true whether the
homework is completed online or on paper. Any study that involves predicting exam
performance should include homework.

All homework was completed online using the MasteringPhysics web system. This
allowed the students immediate feedback. Students were allowed to attempt incorrect
solutions again with a small penalty. The fall semester only had quantitative prob-
lems. The spring semester included both quantitative problems and multiple choice

questions.



Labs are considered an integral part of a student’s education process because
the lab allows the student to see the principles studies in class. It would seem that
there should be a relationship between the performance in lab and exam performance.
There has not been a study to examine this relationship.

The lab average was the average calculated for the lab portion of the course. This
average consisted of the average of ten labs and one lab exam.

Another predictor variable was the Hypothesis Based Learning (HBL) [43] [44]
average. In these writing intensive activities the students were shown something
interesting, and then were free to investigate their explanation for the interesting
event on their own. The HBL average was determined from HBL activities in the
spring semester. There has not been an investigation of integrating HBL in the classes.
HBL would be an example of students applying their Physics content knowledge, so

there should be a relationship between HBL performance and exam performance.

Aptitude Predictor Variables: (1) MPEX (2) University GPA (3) Math ability
(ACT subscore), (4) Science ability (ACT subscore), (5) Physics 1 grade

The Maryland Physics Expectations Survey (MPEX) was administered as a pre-
test and a post-test. The post-test may not be a good variable to use as a predictor
variable because it is taken at the end of a course. It is hard to predict an event if
the event has already occurred. This variable was chosen mostly because it might be
interesting to see how the student attitude after a semester of instruction is related
to their performance. The MPEX measures how much students think like expert
physicists. This survey is discussed in more detail in this chapter, but there has been
a relationship between gains in a student attitude and gains in first semester Physics

performance. [35]

The student’s university GPA was taken at the beginning of the semester that

they were enrolled in Physics 1214. GPA is measure of student motivation.



Students who work hard enough to have a good GPA will probably continue
working hard in Physics. GPA has shown to be an excellent predictor for a first
semester Physics exam. [3§]

Science and math ability have been theorized to be important in Physics
performance. Bonham found that the SAT math score was the best predictor
variable. [38] Others have found math ability to be important predictors [4] [5], and
Griffith found it non-significant [33]. There has not been a lot of research on the
research of science ability and exam performance.

The math and science ACT subscore from when the student enrolled in the
university were used as predictor variables. The next predictor variable was the first

semester physics course final cumulative grade.

Effort Predictor Variables (1) Lab attendance (2) Exam Help Session
Attendance, (3) Time Spent in the Physics Helproom, (4) Clicker average/class

attendance, (5) Pre-class quiz average

Most of these variables have not been investigated in Physics before this study.
The only variable that the was found in the literature was lecture attendance, which
was not related to gain in a first semester Physics course. [35] No other variable
has been investigated yet, but they are all a measure of the effort and motivation
that a student puts in a class. Randy Moore argued that student motivation is
one of the most important factors in success. He argued that motivation can be
measured by attendance in labs, help sessions, course participation, and voluntary
summer sessions. [45] [46] [47] He showed high correlations between attendance and
and performance in introductory biology courses. Physics probably does not work
differently. If a student is willing to put effort in a class, then one would expect that
student to score highly on a Physics exam.

The clicker average was the average score of the clicker questions. The clicker

questions were multiple choice questions that were asked during class. The students
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received full credit for attempting the questions. This meant the clickers were used
to take class attendance.

The lab attendance measured how many time students missed lab. Students were
allowed one drop. There are only ten labs, so every lab after this would significantly
lower the students lab grade. The students who are willing to come to lab every time
to ensure their grade does not drop should perform well on exams.

Exam help sessions were offered at night within a week of the exam. Students were
not required to attend the help sessions. The number of times that students attended
the help session was a predictor variable. There has not been a study in Physics to
test help sessions, but Moore found that there was a large correlation between the
number of biology help sessions attended and final grade. He also found that students
who attended at least one help session usually earned a higher course grade. [48] While
attending only one help session would not help on all course material, he speculated
that students who attend help sessions were motivated and also would complete the
other course related activities.

The Physics Department has a helproom where students can get help on physics
from graduate students. The total time that the students spent in the helproom was
an additional predictor variable. There has not been any research on the role of a
helproom, but it should work in a similar manner to what Moore found for the help
sessions. Motivated students who are doing what the course assignments probably
will take advantage of the helproom.

The pre-class quizzes were only measured in the fall semester. These questions
were essay questions. Students received full credit for attempting these problems.
This meant their score was either 1 for an attempt or a 0 if they did not attempt the
question. An average score was determined from these scores. This score is a measure
of student effort. It is very easy to earn a high grade on the course component with

little effort. The students who are willing to make sure they do not miss these
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assignment should also be willing to do the work in the course.

Learning Style

Students understand information differently depending on their learning style. It
has been demonstrated using both the Myers-Briggs and the Felder-Silverman model
that course performance differences can occur depending on learning style. [49] [50]
It should be investigated if differences occur in Physics.

The Index of learning styles measures student learning styles using the Felder-
Silverman learning style model. This predictor variable will be discussed in more

detail in a later section.

3.3 Data Collection

The participants in this study were students enrolled in the Physics 1214 course
during the Fall 2007 and Spring 2008 semester. The population is non-physical science
majors (zoology, biology, animal science, etc.). The enrollment for Physics 1214
averages two hundred students.

The study was explained to the students in ten minutes on the first day of class.
Survey data was collected during the first lab. The MPEX post-test was given the
last week of lab, a lab which normally does not take the entire allowed time.

The instructor provided course averages for each student. Once all data were
obtained the student names were replaced with identifier tags. This process was
approved by the IRB (AS0758).

Due to limited participation in the fall, the MPEX and ILS were given during
the first day of lecture in the Spring. The MPEX was also given as a post-test in
the last week of lecture. Administering the surveys in class ensured higher partici-
pation. It also addressed the concern that the Fall students who had participated in
lab surveys may not done so seriously because they could leave lab early. No such

perceived reward existed because class was conducted after all the students completed

12



the surveys.

3.4 Maryland Physics Expectations Survey

The Maryland Physics Expectations Survey (MPEX) [51] is a thirty-four question
survey that examines student attitudes about physics. The survey creators defined
student attitude about physics by how much the student responds like an ”expert
physicist”. The expert physicist response was determined from university instructors
that attended a workshop at Dickenson College. For an answer to be considered an
"expert response” eighty percent of the instructors had to agree on the answer.

The answers to survey questions range from strongly disagree to strongly agree on
a five point Likert scale. The survey is traditionally given as a pre-test and post-test
to measure student attitude changes after one semester of instruction. The results
are aligned with the expert’s response. A favorable response would agree with an
expert, and an unfavorable response would disagree. The higher the MPEX score the
more one responds like an expert. Remarkably students tend to shift away from the
expert’s response after one semester of instruction.

The MPEX questions are grouped into six categories. Each category addresses a

specific question. The categories along with favorable and unfavorable responses are:

(1) Independence Link - This link examines the process used to learn physics.

Research Question - Do students passively receive information from an instructor or

do they use an active process to gain their own understanding?

Favorable Response - The students take responsibility for constructing their own

understanding.

Unfavorable Response - The students take what is given by the teacher or textbook

without evaluation.
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Independence Questions-1, 8, 13, 14, 17, 27

(2)Coherence Link - The coherence link examines the structure of physics.

Research Question -Is physics a collection of isolated facts or is it a single coherent

system?

Favorable Response - Physics is a connected, consistent framework.

Unfavorable Response - Physics is nothing more than a set of unrelated facts.

Coherence Questions-12, 15, 16, 21, 29

(3) Concept Link - The concept link determines student beliefs about the content of

physics knowledge.

Research Question -Is physics a bunch of formulas or is physics the concepts behind

the formulas?

Favorable Response - The student focuses on understanding ideas and concepts.

Unfavorable Response - The student focuses on memorizing and using formulas.

Concepts Questions-4, 19, 26, 27, 32

(4) Reality Link - The reality link examines the connection between the material

learned in the classroom and physical reality.

Research Question -Is physics related or unrelated to activities in everyday life?

Favorable Response - The ideas in physics are relevant and useful.

Unfavorable Response - Ideas learned in the classroom have little relevance in the

real world.

Reality Questions-10, 18, 22, 25
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(5) Math Link - The math link determines student beliefs about the relationship

between math and physics.

Research Question - Are the formulas mathematical calculations that represent

nothing physical or do the calculations represent physical reality?

Favorable Response - Mathematics is a convenient way to represent physical

phenomena.

Unfavorable Response - There is no relation between physics and math.

Math Questions-2, 6, 8, 16, 20

(6) Effort Link - The effort link measure the activities that students should do to be

successful in physics.

Research Question -Are the students expected to think carefully and evaluate what

they are doing?

Favorable Response - Students make an effort to use available information.

Unfavorable Response - Students do not use available information.

Effort Questions-3, 6, 7, 24, 31

3.5 Learning Styles

Students do not learn in an identical manner. A teaching method that is effective
for one student may be ineffective for another. The reason for this is each student
has a different learning style.

Larkin [52] defines learning style as a biologically and developmentally imposed set
of personal characteristics that make a particular teaching method effective for some

and ineffective for others. Dunn [40] [52] describes learning styles as the way that
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each learner begins to concentrate, process, and retain new and difficult information.
Dunn states, ”Learning style is a combination of affective, cognitive, environmental,
and physiological responses and is a function of heredity and experience, including
strengths and limitations that develop individually over a life span.”

An instructor should care about their students’ learning styles. Students with
different learning styles will respond to instruction differently [53] [54] [55] [56] [57].
The method that information is presented may increase student performance. For ex-
ample, one study [58] demonstrated that students in an atomic physics course gained
a deeper conceptual understanding when a computer graphically demonstrated con-
cepts such as atomic orbitals and molecular dynamics. This technique demonstrated

these students understand the concepts better visually.

3.6 Choosing a Learning Style Model for Research

I considered several good review articles to help select a learning style model. [59] [60] [61].

Three criteria when choosing a model are.

(1) Use in literature - It is important to choose a learning style model that is used in
the field. There are many research models, so it would not be a good idea to pick a

model that may not be familiar to fellow researchers.

(2) Reliability of the survey - Because the reliability of several learning style models

was questioned, I considered reliability to be important.

(3) Focus of the model - Each model has its own focus, so it was important to

ensure that the focus of the learning style model matched the research goals.

There has been little research on learning styles research in Physics Education Re-
search. I based my selection on engineering education research. The Kolb model [23] [52] [62],
Myers-Briggs [52] [53] [54] [55] [56] [60] [62] [63], Dunn and Dunn [52] [22] [64] [65] [66] [67],

and Felder Silverman models [30] [62] [64] [50] [68]met my first criteria.
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The learning style model that I used in this study was the Felder-Silverman model.
It has been shown to be reliable [69] [70] [71]in engineering education research, it was
self scored, and it was free to use by academic institutions. An additional reason
to choose the Felder-Silverman model is the dimensions match up well with the way
that Physics is taught. Dimensions focus on doing activities which is something most
Physics teachers try to do. Lab activities are an example of this, as well as clickers,
discussion sections are other forms of active learning. Another dimension focuses on
visual or verbal learning. Most Physics professors try to do demonstrations. Another
dimension focuses on learners who like the ”big picture”. Physics professors worry
about the students understanding the ”big picture”.

The Kolb model was not chosen because it only has two dimensions which leads
to four different styles. The dimensions are basically the active/reflective dimension
and the sensing/intuitive dimension. By choosing the Felder-Silverman over the Kolb
model two dimensions and an additional twelve learning styles are gained. Myers-
Briggs is a well known personality test. The problem with the Myers-Briggs is it is
to long. A similar argument can be made against the Dunn and Dunn model. Both

of the surveys have at over fifty questions.

3.7 The Felder-Silverman Model

The five dimensions of the Felder Silverman model [30] [62] [64] [50] [68]are:

(1)Sensing/Intuitive: This dimension describes how people perceive the world.
Sensors are people who gather data directly through their senses. They like facts
and data, and prefer solving problems using standard methods that do not involve
complications. They work slowly but are not careless. Intuition involves indirect
perception such as imagination and hunches and intuitors are those who like
principles, theories, innovation, complications, and they dislike repetition. Intuitors

like complications and grasp concepts quickly. They work quickly but can be
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careless. Everyone uses both dimensions, but people tended to favor one of the two

dimensions.

(2) Visual/Verbal (Auditory): There are three possible ways that people
receive information. Visual refers to sights, pictures, diagrams and symbols.
Auditory refers to sounds and words. Visual learners tend to remember what they
see, and auditory learners tend to remember what they hear. Most students that

are in college are visual, yet most traditional teaching techniques are auditory.

(3) Active/Reflective: Active learners involve doing something (explaining,
discussing, and testing) with the external world with the information that is
presented. Active learners are more likely to be experimentalists. Active learners
prefer to work in groups. They do not function well in lectures because they are
forced to be passive. A reflective learner examines the information introspectively.
Reflective learners tend to become theorists. Lectures are not good for either style.
Reflective learners do not function well in lectures because there is not an
opportunity to think about the information that is presented. The categories are
independent, but there is a large overlap between active learners and sensors, and

reflective learners and intuitive people.

(4) Sequential/Global: Sequential learners prefer things to be taught in a
step-by-step method. They can work with material that they partially understand.
Global learners want to know the big picture. If they partially understand
something they will struggle. Global learners sometimes will perform better if the
simple material is skipped and the focus is on more difficult material. Global
learners tend to struggle more in school. They feel bad that they struggle with

material that their fellow students perform well on.

(5) Inductive/Deductive: Induction is a reasoning process that goes from

particulars to generalities. This is the natural human learning style. People do not
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come into the world with a set of principles. They observe the world and then draw
inferences. Deduction is a reasoning process that goes from generalities to
particulars. Deduction is the natural teaching style for the sciences. Instructors
start with principles and then work down to applications. Most Physics instructors

teach using deduction.

3.8 The Index of Learning Styles

Felder designed a 44 question survey called the Index of Learning Styles [72]
(ILS) to measure learning styles. This survey tests the first four dimensions (ac-
tive/reflective, sensing/intuitive, visual/verbal, sequential/global) of the Felder-Silverman
Model. Felder chose not to measure the inductive/deductive dimension because col-
lecting data on this dimension proved difficult. The ILS is shown to be reliable.
[69] [70] [71] Students are grouped into learning style categories based on the four
measured dimensions.

The method to score the ILS is given in Appendix B.4.

3.9 The Learning Styles of the Sample

The learning styles of the participants in the survey are shown in table 3.1 and
table 3.2. A 1 X 2 Chi-square analysis was used to determine if there are significant
differences in the number of student learning styles for each of the learning style di-

mensions.
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SensingfIntuitive | Active/Reflective | VisualMerbal | Glohal/Sequential
blale 2079 209 2247 18/11
Female 17149 17719 315" B/2g"
Total 3728 ariza 532 26139
T = p=0.001
"z p =005

Table 3.1: Learning styles for Fall 2007 participants.

It is interesting to note that every student who was an active student is also a
sensing student, and every student who is a reflective student is also an intuitive
student. There are significant differences for male students in the active/reflective
dimension. Male students are typically active students. There are significant differ-
ences for male students in the sensing/intuitive dimension, where male students were
sensing. Both male and female students are visual students. Female students tended

to be sequential learners.
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Sensing/Intuitive | Active/Reflective | Visualfverbal | Global/Sequential
Male B3/a5" B3/35* B4/ 14" /BT
Female 57/27° 57127 014" 15/68*
Tatal 120162* 120/62° 154/28° 46/138*

* = p<0.001

™ =p <0.01

Table 3.2: Learning styles for Spring 2008 participants.

Just like in the fall results every student who was active was sensing, and every
student who was reflective was also intuitive (Table 3.2). The results are consistent
with the fall results. More results reached significance probably because the sample
size was larger. Both male and female students were typically sensing, active, visual,

and sequential.
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CHAPTER 4

Research Questions and Results

4.1 Method Fall 2007 Semester

The participants for this study were sixty-six volunteers enrolled in a second
semester algebra-based Physics course during the fall 2007 semester. Thirty-two of
the students were male, and thirty-four students were female.

The criterion variable for all research questions was the average exam score for
the three exams. To be consistent with the weighting from the course, the final was
weighted 1.6 times greater than the first two exams. The exams consist of conventional
homework style problems. Measures from four course components were also recorded:
(1) homework average, (2) lab average, and (3) clicker score average, and (4) pre-class
quiz average. All course component averages are derived at the end of the semester.
The ability variables used in this study included: (1) GPA at the beginning of the
fall 2007 semester, (2) ACT science score, and (3) ACT math score. Finally, two
different surveys were administered. The MPEX and the ILS were given in the first
week. The MPEX was also given the last week of the semester. Lab attendance and
class attendance was also measured. Only students who completed the course are
included in this study. A Backward Stepwise Regression was used to eliminate non-
significant predictor variables. The fifth research question uses all significant exam
predictors from the previous four research questions.

A complete review of the statistical methods used in the study is given in Appendix
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4.2 Method Spring 2008 Semester

The spring participants were 201 volunteers enrolled in a second semester algebra-
based Physics course during the spring 2008 semester. 108 of the students were male,
and 93 students were female.

The data collection for the Spring 2008 semester is similar to the Fall 2007
semester. The average exam score is the performance measure with the final be-
ing weighted 1.5 times greater than the other exams. The same predictor variables
were collected during the spring semester as the fall semester with a few exceptions.
The pre-class quizzes were not collected, but instead Hypothesis Based Learning
(HBL) data was measured. The HBL activities were open inquiry activities where
the students would develop an explanation for observations. Other new data that
was collected included: Physics 1 grade, help session attendance, and time spent in
the Physics helproom.

The exams in the spring semester consisted of three sections. The first section
consisted of homework-style problems where students calculated a numerical answer.
The second section was multiple choice conceptual problems. The final section of
the exam consisted of essay problems. The analysis for the spring semester included
analysis on the total exam score, the homework-style section, the multiple choice

problems, and the essay section

4.3 Research Question 1

Research Question 1: What Physics 1214 course component averages are significant

predictors of Physics 1214 exam performance?

Yian = Buwxaw + Brav®ras + BctickTctick + BquizTquiz (4.1)

Yspring = BawTaw + BrabTrab + BctickTctick + BHBLTHBL (4.2)
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Backward Stepwise Regression was used to determine the course components that
significantly predicted exam performance. The unique variation or squared semi-
partials of each predictor variable with the average exam score was determined. The
larger the squared semi-partial, the better the variable was at predicting exam per-
formance. All four course components were initially entered in the regression, with
the worst non-significant predictor removed until only significant predictors remained.
The homework was completed online using MasteringPhysics. The lab average was
determined using the labs at Oklahoma State University. These labs are standard
”cookbook style” labs where students follow a set of instructions to complete the lab.
The clicker score was determined from multiple choice in-class clicker questions. Stu-
dents received full credit on the clicker questions if they attempted the problem, so it
measured attendance. The pre-class quizzes were short answer conceptual questions
that were completed online prior to class. Full credit was given if the students had a
reasonable attempt at these problems.

Pre-class quizzes were not collected during the Spring 2008 semester. Hypothesis
Bases Learning (HBL) activities were collected. These activities focused more on
science process rather than correct answers. Students would see a observation and

then try to devise a test using the scientific method to test the observation.

4.3.1 Fall 2007 Research Question 1 Results

Backward stepwise regression analysis determined the significant course compo-
nent predictors of exam performance. In the first step all course components were
entered into the regression. After three steps of elimination, the only variable entered
into the regression in the last step was the lab score. The lab score was the only
significant predictor of exam performance. It accounted for a significant 23.8 percent
of the variation in exam scores [F(1,64) = 20.019; p < 0.001]. The results are sum-

marized in table 4.1.
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Step 1 — All Variables Entered

E [+ FPartial Correlation t p-value
Homework 0.222 0,294 0187 0.1.719 0091
Chelker -r021 .034 0025 0,228 0821
Fre-Clazz Oz <}, (JEHD L.147 <0086 .785 0435
Lab 1.221 (450 0415 3807 <0001

Step 2 — Remove Clicker

E [+ FPartial Correlation t p-value
Homework 0215 (. 200 0186 1.719 0.09]
Fre-Clazz Oz <3101 164 0105 975 0.334
Lab 1.x08 0446 0417 3850 =0.001

Step 3 — Femove Pre-Class Cuiz

B [ FPartial Correlation £ p-value
Homework 0,118 0.169 0160 1.478 0.144
Lal 1.171 0432 0408 3.771 <0.001

Step 4 - Bemove Homework

B [t Parhial Correlation t p-value
Lab 1.323 (488 0488 4.474 <0001

Table 4.1: Fall 2007 Results-Course Component Backward Stepwise Regression Re-

sults.

Table 4.2 displays bivariate correlations, and means and standard deviations, for
the variables in research question one. As noted there, some predictor variables were
significantly correlated, and correlated with the criterion variable, with predictors
sharing variance ranging from 10.6 percent to 58.2 percent, and predictors sharing

variance with the criterion variable ranging from 3.7 percent to 23.8 percent.
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Exmn Homewmk Clicker Pre-Class Chuz Lals

Exan 0697 (0,133 0312 193 0203 (. 4887
Homework 0L873{0.176) 05574 0. 7630 331"
Clicker 08080, 215) (.055% (h353%
Fre-Clazs Oz 0.745(0.235) (3267
Lal O 5 2{0 0451y
Maote: Means (standard deviations) are placed on the dizgonzl *xp«< 05 ¥o< 0]

Table 4.2: Fall 2007 Results-Correlations for Course Components.

4.3.2 Spring 2008 Research Question 1 Results

Backward stepwise regression analysis was used to find significant course compo-
nent predictors of exam performance. All of the course components were entered into
the regression in the first step. The average clicker score was the worst exam perfor-
mance predictor. The average clicker score was eliminated from the regression after
the first step. The second step indicated homework, HBL, and labs were significant
predictors of exam performance. They accounted for 24.3 percent of the variation in
exam scores, a significant amount [F(3,197) = 21.111; p < 0.001]. The results are

summarized in table 4.3.
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Step 1 — All Variables Entered

B 4 Parhial Corvelation [ p-value
Homewol: 0172 0212 0.197 3181 0.002
Clicker 0.023 0.048 0.045 0.719 0.473
HEL 0.163 0.150 0.158 2.547 0.012
Lal 0.392 0.347 0.331 5339 <000

Step 2 - Remove Clicler

B 4 Parhial Corvelation t p-value
Homework 0182 0.224 0.217 35006 0.001
HEL 0.167 162 0.162 2613 0.010
Lal 0.401 0.354 0.342 5.525 =0.001

Table 4.3: Spring 2008-Course Component Backward Stepwise Regression Results.

Bivariate correlations, means and standard deviations, for the variables in research
question one are shown in table 4.4. As noted there, some predictor variables were
significantly correlated, and correlated with the criterion variable, with predictors
sharing variance ranging from 0 percent to 9.3 percent, and predictors sharing variance

with the criterion variable ranging from 2.8 percent to 17.2 percent.

Exam Homework Clicker HEL Lal
Exan 624 (0,110} 03101 0201 01671 04141
Homework 0.866(0.135) 0, 305" (02 0,250
Chcker 0.TE30.225) 0072 0.222%
HEL (LELO(0. 10T} 0.027
Lal CLOCAN 09T )
Mote: Means (standard deviations) are placed on the diagonal *rpe s *pe.il

Table 4.4: Spring 2008-Correlations for Course Components.
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The spring professor designed the exams so that it consisted of homework style
problems, multiple choice questions, and essays. The analysis was repeated where
the course components were used to predict performance on each portion of the
exam. Fach section of the exam was successfully predicted using some of the course
components ([Fuw(3,197) = 12.607; p < 0.001], [Fc(3,196) = 19.880; p < 0.001],
[FEssay(2,198) = 24.902; p < 0.001]). The course components explained 16.1 per-
cent of the homework-style variation, 23.3 percent of the variation in multiple choice
problems, and 20.1 percent of the variation in essay scores.

The homework and labs were significant predictors on all portions of the exam.
The HBL average was a significant predictor on the homework style problems and
the multiple choice questions. The clickers were not predictors on any three portions
of the exam.

The order of significant predictors was the same for the multiple choice and es-
say sections of the exam. The clickers were not a predictor, followed by the HBL,
homework average, and the lab average. The HBL was a better predictor than the
homework for the homework-style problems. The results are summarized in tables

4.5-4.8.
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Step 1 — All Vanables Entered (Homeworli-Stvle Problems)

B [ Partial Comvelation t p-value
Homework 0261 0173 161 2464 0.015
Clicker 0,030 <0043 (0,040 S(hGL3 0.541
HEL .381 0,199 (198 3034 0003
Lab (L5383 0.277 (r.265 4.054 < (L0000

Step 2 — Remove Clhoker

B [} Partial Comrelation t p-value
Homework 0.244 0.161 0156 2.3 LLL
HEL 0375 0.196 (.19 3.001 (003
Lab 570 0.271 0262 4.014 =00,001

Table 4.5: Spring 2008-Course Component Backward Stepwise Regression Results-

Homework-Style Problems.

Step 1 — All Vanables Entered (Multiple Choice)

B f Partial Correlation t pevalue
Homework 0247 0.231 0.215 3430 001
Clicker L.044 0.068 0.064 1.020 300
HEL 0.231 0.169 0,169 2.697 0008
Lab 457 0306 (.252 4.6068 =0.001

Step ! — Remove Clicker

B 1] FPartial Convelation t p-value
Homework 0,267 0.240 0.241 3849 =(r001
HEL (238 0.174 0.174 2780 00
Lab 0.472 0.316 0.306 4.890 =0.001

Table 4.6: Spring 2008-Course Component Backward Stepwise Regression Results-

Multiple Choice Questions.
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Step 1 — All Variables Entered (Essay)

B i Partial Comrvelation t p-value
Homewaonl: 0144 0.275 0257 4.025 =001
Clicker (1. (H)E -0.025 -0L024 -(1.373 0.710
HEL 0.034 0052 0051 0808 0.420
Lab 0220 0.302 0.250 4.527 <001

Step 2 — Eemove Clicker

B B Partial Correlation t p-value
Homework 0.140 0.26%8 0,260 4.083 <001
HEL 0033 0050 0050 0.783 0435
Lals 0.217 0,298 (258 4.534 <001

Step ¥ — Remove HBL

B 4 Partial Correlation t p-value
Homeworl: 0.139 0.267 0258 4.067 <{L001
Lab 0.218 0,300 0,200 4.567 ={h.0Hp1

Table 4.7: Spring 2008-Course Component Backward Stepwise Regression Results-

Essay Questions.

Exam Homework Clicker HEL Lab
Homeworl-style (554 (0. 204) (0.225% 0.080 0, 2008 0.31la%*
Wnltiple Chowce (506G (0. 145) h324* 0,218* 0,17 Q384"
Essay (L86G (0.071) L3424 0, 1201+ 00s2 0.366"
Homework O.BGGI0.135)} 0. 3051 A0 020 (250"
Cheler 0.783{0.223) 0072 0.221*
HEL (LELG(0. 10T 0027
Lab 0.901{0.097)
Mote: Means (standard dewiations) are placed on the diagonal, Rl A 1 *p.0l

Table 4.8: Spring 2008-Correlations for Course Components.

4.3.3 Research Question 1 Analysis

Regression results indicated that the course components could be used to predict
Physics 1214 exam performance. The lab average was the best course component
predictor in both of the semesters. The lab uniquely explained 23.8 percent of the
exam variation in the fall semester, and 12.1 percent of the exam variation in the

spring.
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Analysis on the performance in labs has not been done before in any study, so
there is no literature with which to compare this surprising result. The question is
why did this result occur. It was the best significant predictor for both semesters,
so the results are consistent. One problem with regression is that it only gives the
relationship between variables, it does not explain why the relationship occurred.
Reasons can be speculated and then tested using different analysis.

One possible reason that the lab was the best predictor is it is a measure of student
motivation. It is not hard to earn a decent grade in lab, but you do have to give good
consistent effort to earn a high grade. The students who are willing to give the effort
rather than settle for a low A or high B are probably the same students who will do
whatever it takes to earn a high grade on the exam.

Another possible reason the lab was a good predictor is because the environment
is more controlled than the homework environment. Students usually do not bring
their textbook and there is no internet access in the labs. The equipment is several
feet from the nearest group, so interactions between groups is minimal. This limits
the student resources to their lab partner or the teaching assistant. The student
also faces a time limit because they need to finish the lab before they leave. This
environment is more similar to the exam than the homework. The students may
collaborate with whoever they wish when they complete the homework. This means
the homework grade may be less of an indication of the individual student knowledge
than the lab average.

The homework was a significant predictor during the spring semester explain-
ing 4.7 percent of the variation in exam scores. The homework average was not a
significant predictor during the fall semester, but it was the last variable that was
eliminated. The spring result is similar to other studies [40] [33] [38]. Most of the
studies in the literature review found the homework to be a predictor of exam per-

formance. This makes sense because the goal of homework is for students to learn
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problem solving techniques that are then applied in an exam. It is surprising that
the homework was also not a predictor in the fall. There are no obvious differences
between the homework that was assigned in the fall and spring. Both semesters got
their homework from the problems in the textbook. The students then completed
their homework online using the MasteringPhysics system.

The HBL average was a significant predictor in the spring semester, but it was
the worst significant predictor explaining 2.6 percent of the exam variation. It would
make sense that HBL was a good predictor because it forced the students to think
critically about Physics. There was a large writing component to this assignment
which forced the student to think about how their solutions were presented. The
students also did not have a large collaborative opportunity because the only people
they could get help from is their immediate neighbor. They could not seek help
from the internet because this was the first time that these HBL activities have been
attempted, so there was no website to find answers.

The clickers were nonsignificant predictors both semesters. The clickers essen-
tially measured student attendance. If the student attempted the problem then they
received credit. The student had to be in class to attempt the problem. This result
is consistent with a study found in the literature for first semester Physics. [35] This
seems to go against what seems logical about attendance. It seems that the more
people attend the better their score should be, but that does not seem to be the case.
Perhaps it is not the number that is important but the fact that students are willing
to miss class. Attendance is an effort measurement. Students who are not willing to
miss class probably are also willing to do what it takes to get a good grade. ANOVA
analysis for the spring semester found that the average of the students who had per-
fect attendance (0.6582) scored better (p=0.007) on the exam than students who were
willing to miss class at least one time (0.6112). ANOVA analysis also revealed signifi-

cant (p=0.031) GPA differences between students with perfect attendance (3.37) and
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students who are willing to miss class at least once (3.13). A more interesting result
showed that student who had perfect attendance had significantly higher exam scores
(0.6582 versus 0.5775, p=0.002) and GPA (3.37 versus 2.91, p=0.001)than students
who were willing to miss class once. There was not enough data to do similar analysis
in the fall semester.

These results indicate that there is not a predictive relationship between atten-
dance and exam performance, but attendance is still important. Attendance is an
effort measurement. The students have to be willing to go to class. The impor-
tance of attendance is also found in biology where Moore argued that attendance
reflects motivation, and motivation is one of the most important factors in student
performance. [47] Future research should examine this issue more.

The pre-class quizzes were also a non-significant predictor of exam performances.
These quizzes might be good predictors if they were graded for accuracy. It is possible
that the results might mirror the lab results. Even if students can earn a grade easily,
the students who are willing to put in the effort to make sure they get a high score
might perform better on exams. Future research might focus on analyzing if these
variables are successful predictors if they are graded for correctness.

The homework average and lab average were significant predictors of the multiple
choice questions, homework style problems, and essays even though these type of
exam questions are different styles. The HBL average successfully predicted multiple
choice questions and homework style problems. This indicated that the same predic-
tors successfully predicted different styles of exam questions. This possibly occurred
because the three sections of the exam were highly correlated. This indicates that
students who performed well on one section of the exam performed well on the other

sections of the exam. The correlations are shown in table 4.9.
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Homeworl-stvle Wultiple Clhoice Ezzay

Homeworl-stvle 0,553 (0, 204) 761" 0, 53¢
Multiple Chowce (L AGG(0.145) LR
Essay 0.B66{0.0TL)
Mots: Means (standard deviations) are placed on the diagonal *Epa 05 *pe.0l

Table 4.9: Spring 2008-Correlations among test sections.

After analyzing the data several interesting things became apparent. The spring
semester had more significant predictors than the fall semester. This may have been
due to the small sample size in the fall semester. Another interesting thing that was
the order of importance of the predictors was the same even though the exam format
was different. The exams were just homework style problems in the fall, but the
spring exams included essays, multiple-choice questions, and problems. The lab was
the best predictor, followed by the homework. The clickers were always the worst
predictor of exam performance.

It is possible to predict exam performance using the course components. If a
professor wants to identify students who might potentially have trouble on exams then
they should look at students who are performing poorly on the labs or homework.

The significant exam performance predictors are summarized in the figure 4.1.
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Fall Results

Independent Variable [ependent Variable

Homewark

Lab

Total Exam Score

Clicker

Pre-Llass Huiz

spring Results

Independent Variable [ependent Variable
Homawark Total Bxam Score
Ik Homewark Style
Clicker Multiple Chaize
HEL Essay

Figure 4.1: Significant Predictors of Exam performance
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4.4 Research Question 2

Research Question 2: What ability variables are significant predictors of Physics 1214

exam performance?

Y = /GGPAxGPA + ﬁMatthath + BSciencexScience (43)

Backward Stepwise Regression was used to eliminate the non-significant ability
variables until only significant predictor variables remained. The ability variables
used include: ACT math score, ACT science score, and GPA. The GPA was taken at

the beginning of the semester that the students participated in the study.

4.4.1 Fall 2007 Research Question 2 Results

The significant ability variable exam performance predictors were found using
Backward Stepwise Regression. The ability variables that were entered in the first
step included: GPA at the beginning of the semester, ACT math score, and ACT
science score. The squared semi-partial of the ACT math score was not significant, so
that variable was not included in further analysis. The GPA and ACT science score
were significant predictors of exam performance and accounted for a significant 56.5
percent of the variation in exam scores [F(2,52) = 33.716; p <0.001]. The results are

summarized in table 4.10.
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Step 1 — All Vanables Entered

B i Partial Corvelation t p-valoe
GPA 0.113 0.523 0.476 5241 =0.001
ACT Math 0005 0,185 0.125 1.374 0115
ACT Science 0008 0285 0. 2006 2272 0204

Step 2 — Femove ACT MMath

B [ Partial Corvelation t p-valne
GPA 0.125 0.574 0.577 G.239 =001
ACT Beience 0.013 0.401 (.403 4.352 =0.001

Table 4.10: Fall 2007-Ability variables Backward Stepwise Regression Results.

Table 4.11 displays bivariate correlations, means, and standard deviations for the
ability variables. Predictors shared variation with other predictors ranged from 2.2
percent to 46.2 percent, and predictors shared variation with the criterion variables

ranged from 23.9 percent to 40.6 percent.

Exam ACT Math ACT Science GPA
Exmn (703 (0,130} 05817 04500 0637
ACT Math 25010451 (6807 (307
ACT Science 15.3103.90 0149
GPA 0.745(0.235)
Mate: Means (standard deviztions) are placed on the diaganal *xg< 05 *o< 0l

Table 4.11: Fall 2007-Ability variables correlations.

4.4.2 Spring 2008 Research Question 2 Results

Backward Stepwise Regression was used to determine the significant ability vari-
able predictors of Spring 2008 exam performance. The ability variables were the same
as the fall semester. The ACT math score was not a significant predictor of exam

performance. It was eliminated in further analysis. The GPA and ACT science score
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were the only significant predictors of exam performance. They accounted for 56.5

percent of the variation in exam scores, a significant amount [F(2,160) = 78.313; p

<0.001]. The results are summarized in table 4.12.

Step 1 — All Variables Enfered

E [+ FPartial Correlation t p-value
GPA 0116 0.586 0.512 9131 =0.001
ACT Ifath (.004 (. (HFE 0075 1344 0181
ACT Science 0.003 0128 0.000 1.765 0.07%

Step 2 — Femove ACT Math

B ] Partial Corvelation t p-value
GPA .10 0606 0.545 0.607 =0.001
ACT Science 0.005 0.179 0.161 2860 0.005

Table 4.12: Spring 2008-Ability variables Backward Stepwise Regression Results.

Table 4.13 displays bivariate correlations, means and standard deviations, for the

ability variables used in research question two. Predictor-to-predictor shared variation

ranged from 18.9 percent to 37.0 percent, and criterion-to-predictor shared variation

ranged from 19.8 percent to 46.9 percent.

Exam GPA ACT Wath ACT Science
Exam 0,628 (0L 108) (Lo85* (4300 0. 445"
GPA F 1880, 545) 0435 0.3t
ACT Mlath 2R 025(3.569) 06081
ACT Science 24 38T(3.817)
Mote: Means (stendard deviations) ars placed on the dizgonal E¥p< 05 *p<.l

Table 4.13: Ability variables correlations.
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The analysis was repeated for the three sections of the exam. The ability variables
significantly predicted each of the sections of the exam ([Fyw (1,196) = 93.597; p <
0.001], [Fame(2,159) = 57.077; p < 0.001], [Fpgssay(1,196) = 74.905; p < 0.001]). The
variables explained 32.3 percent of the variation in homework-style problems, 41.8
percent of the variation in multiple choice problems, and 27.6 percent of the variation
in essay questions.

The GPA was a significant predictor for all three sections of the exam and was
always the best predictor. The ACT science score was a significant predictor only for
the multiple choice section of the exam. The ACT math score was not a significant
predictor for any exam sections. The results are summarized in the tables below in

tables 4.14-4.17.

Step 1 — All Viariables Entered (Homework-Style Problems)

B [ FParhial Corelation t p-value
GPA 0217 0571 0498 7860 =0.001
ACT Math 0.001 0.017 0.013 0.200 0.835
ACT Bcience (L002 0042 0.032 0.508 0612

Step 2 — Remove ACT Math

E [i Fartial Correlation £ p-value
GPA 0.219 0.575 0.517 5163 =0.001
ACT Science 0,003 051 0046 0.721 0.472

Step 3 — Bemove ACT Science

B [ Partial Corvelation t p-value
GPA 0212 (r.560 0569 0675 <0.001

Table 4.14: Ability variables backward stepwise regression results-Homework-Style

Problems.
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Step 1 — All Variables Entered (Multiple Choice)

B [ Partial Corvelation t p-value
GPA 0.135 0.512 0448 7413 =(n001
ACT Math 0.004 0.094 0073 1.203 0.231
ACT Saence 000G 0.1:4 LU B 1.860 0052

Step 2 — Femove ACT MMath

B [ Partial Corvelation t p-value
GPA 0140 0.532 (470 7.910 <0001
ACT Seience 0008 0,203 0183 3.018 0.003

Table 4.15: Ability variables backward stepwise regression results-Multiple Choice.

Step 1 — All Varables Entered (Essav)

B 4 FPartial Corvelation t p-value
GPA 0068 0558 0513 8137 =0.001
ACT Mlath -0.001 -(L032 025 -}.380 0.608
ACT Seience 0.001 0065 0.052 0.815 0,410

Step 2 — Femove ACT Math

B [b Partial Correlation t p-value
GPA 0067 581 0.522 5.301 <111
ACT Science 0.001 0.051 LRI 0.731 0,466

Step 3 — Remove ACT Science

E fi Partial Corvelation t p-value
GPa 0.061 (.50 0.526 8.655 =0.001

Table 4.16: Ability variables backward stepwise regression results-Essay Questions.

Exam GPA ACT math ACT science
Homework-style 0,557 {0.207) 507" 0.291" 0,303
Wnltyple Chowe (L5112 (0144} 06200 0. 410" 0.435%
Essay 0L8TL0.063) (.o04* (265" {.306"
GPA 0.866(0.135) 0 436" 0.438"
ACT soence TE025(3 500 0608
ACT math A IBTI82T)
Mote: Means (standerd deviatrans) are placed on the diagonal ¥*p< 05 *p<.0l

Table 4.17: Correlations for Ability Variables.
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4.4.3 Research Question 2 Analysis

The ability variables were better predictors of exam performance than the course
components. The ability variables explained over 50 percent of the variation in exam
scores. The course components only explained around 20 percent of the variation in
exam Scores.

The university GPA at the beginning of the semester that the student enrolled in
Physics 1214 was the best course component predictor in both of the semesters that
were tested. The GPA uniquely explained 32.6 percent of the exam variation in the
fall semester, and 29.7 percent of the exam variation in the spring. The results are
not too different from literature. In first semester Physics courses GPA was shown in
Bonham’s study to be the second best predictor. [38] The courses in this study and
Bonham’s study were run in a similar manner where homework was completed online.
The online homework used in the literature was Webassign as opposed to Mastering
Physics in the courses studied here. The major difference between this study and
Bonham’s study is how the math ability was measured. They used the SAT and it
was by far the best predictor. This study used the ACT to measure math ability.
So perhaps the reason that this study is different from the study in literature is that
the SAT math score might be a much better predictor of Physics exam performance
than the ACT math score. Future research could investigate if there are differences
in prediction ability between the ACT math and the SAT math exams.

It should not be surprising the GPA was a good predictor variable. GPA is a
measure of how much a student is willing to work. If a student is willing to work
hard they will have a high GPA. A student who works hard in their other courses
is likely to continue working hard in Physics. It is also not surprising that GPA is
a better predictor than the ACT score. The GPA reflects how hard a student is
working currently at the university, and the ACT reflects the ability of the students

when they were in high school.
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The ACT science score was a significant predictor during both semesters. The
ACT science in the fall semester explained 15.8 percent of the variation in exam
scores, and it explained 2.6 percent of the exam score variation in the spring semester.
This is consistent with literature results. There has not been a study in literature
using the ACT or SAT, but investigators have shown that science reasoning tests
designed by the authors could be used to predict exam performance. [33] [14]

The ACT math score was a non-significant predictor in the both semesters. This
is interesting because professors worry that the math ability of students is related
to course performance, and this would indicate that are better exam predictors than
math ability. This does not mean that there is no relationship between math ability
and exam performance. There are large significant correlations between the ACT
math score and the average exam score. The reason that the ACT math score is
not a significant predictor is the exam variation that the ACT math score explains is
already explained by the GPA and the ACT science score. This is demonstrated by
the small ACT math squared semi-partial which indicates the ACT math score by
itself explains a small amount of exam variation.

This result might be the most surprising result of this study. Most Physics pro-
fessors feel that strong math skills is required for success in Physics. The literature
results are mixed. Some literature agrees with this. Bonham [38]found the SAT
math score was the best predictor variable. Other research found grades in math
courses were sometimes a successful predictor. [5] [4] Other research showed math
pre-test scores were not successful predictors. [33] One possible explanation to the
inconsistent results is math may not be as good of a predictor of exam success as
once thought. Most mathematical concepts that is used in these courses is algebra
and trigonometry. Students should have seen these concepts before they encounter
them in Physics. If students have not seen these math concepts, it is still not a ma-

jor problem because these concepts are usually reviewed in the Physics class. Math
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score may not be a good predictor since the mathematical concepts are not extremely
difficult and are reviewed in class. Future research should investigate this surprising
result in more detail. The physics exam takes place within the framework of a course,
so it might be better to use performance in math courses as a predictor of success on
physics exams.

It is interesting that the order of importance of the predictors was the same for
both semesters even though the exam format was different. The GPA was the best
predictor, followed by the ACT science score. The ACT math score was always the
worst predictor of exam performance. It was also interesting that the same predictors
were significant on all three portions of the exam. This is not too surprising since the
three section were highly correlated.

It is possible to predict exam performance using the ability variables. If a professor
wants to identify students who might potentially have trouble on exams then they
should look at students who have a low GPA or who performed poorly on the ACT
science exam. These variables explained more variation in exam scores than the
course components. This is not surprising because these variables measure the ability

of a student. The results of this research question are summarized in figure 4.2.
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Fall Results

Independent Variable [ependent Variable
LPA
[ACT Sciencel Total Exam Score
ALT Math

spring Results

Independent Variable [ependent Variable

Tatal Exam Score

Homewark Shyle

Multiple Choice

Figure 4.2: Fall 2007-Significant Predictors of Exam performance
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4.5 Research Question 3

Research Question 3: What behavioral variables are significant predictors of Physics

1214 exam performance?

Y = BurexrostTupexposT + BMPEXPRETMPEXPRE + 5ACT/REF93ACT/REF

+ BseN/INTSEB/IN + BsEQ/aroTseq/aro + BvisyveErTvisiver (4.4)

The behavioral variables used to predict exam performance in this study were the
MPEX and the ILS. The MPEX was taken in the first and last week of the semester,
and the ILS was taken in the first week. A Backward Stepwise Regression was used

to determine the successful Physics exam performance predictors.

4.5.1 Fall 2007 Research Question 3 Results

Backward Stepwise Regression was used to find the behavioral variables that can
predict exam performance. The MPEX was given as both a pre- and post-test.
The Index of Learning Styles was given at the beginning of the semester. Each of
the four learning style scales was used to predict exam performance. After all non-
significant predictor variables were eliminated, only the active/reflective dimension
and the MPEX pre-test remained. They accounted for 26.9 percent of the variation
in exam scores, a significant amount [F(2,60) = 11.046; p <0.001]. The results are

summarized in table 4.18.
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Step 1 — All Variables Entered

B ] Partial Correlation t pevalue
MPEX Post .001 0.112 0.067 0,500 0.553
MPEX Pre 0.001 0136 0.081 0.721 0474
SEMNIN L0 <153 0127 <1127 0265
ACT/REF 00215 -0 460 0421 =3.744 =001
VIS/IVER =0.002 -0h028 025 <0221 (L5316
SEQ/GELO 0012 0198 0.1a67 1482 0144

Step 2 - Eemove VIS/VER

B [ FPartial Corvelation i p-value
MPEX Post (001 0.109 0.066 0.580 (358
MPEX Pre .001 0.139 0.083 0.741 462
SENTIN =0.009 -(1155 0129 -1.154 0.253
ACT/REF S0.026 -0L471 0470 4.218 <0.001
SEQGLO 012 0195 0.165 1.47% 145

Step 3 — Pemove MPEX Post

B 4 Partial Corvelation t p-value
MMPEX Pre 0.002 0.243 0.234 1120 0.037
SENIN RIRLES -0.143 .124 -1.124 0265
ACTREF .025 0,473 0471 -1.276 =(h001
SECHGELO (010 0176 0.157 L4258 0.159

Step 4 — Bemove SENIN

B B Partial Correlation t p-value
MMPEX Fre 0.002 0.275 0,274 1.486 0.016
ACTREF 024 -0.464 -0 463 -4.190 ={.001
SEQ/GLO 0007 0.114 0114 1.034 0308

Step 5 — Femove SEQ/GLO

B B Partial Corvelation t p-value
MMEPEX Pre 0.002 0,269 0. 260 1435 0.018
ACTREF 0024 -(.450 0450 -4.156 <(r.001

Table 4.18: Fall 2007-Backward stepwise regression results
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Table 4.19 displays bivariate correlations, means, and standard deviations for the
behavioral variables used in research question three. Some correlations reached sta-
tistical significance, with the variation between predictors ranging from 0 percent to
58.4 percent, and the variation between the criterion and predictor variables ranging

from 0.1 percent to 21.4 percent.

Exam MEPE Post MFPE Fre SEN/IN ACT/EEF VISVER SECQHGLO

Fxpm 0703 (0134 0183 (R T =0 (0 0.463F -0, 203 nos2
MPE Paost 9T BET14.0097)  0.Tad" - (1030 0010 0005 =0, 160
MPE Pre 102 258(14.818)  -0.200 L0035 0041 0053
SEMNIN T2 350) 0004 0.141 ELR
ACT/EEF G.065(2.475) 0, 30 038
VISVER 2.1130(2.348) (161
SECQYGELO 6.274(2.263)
Hote: Means (standard deviations) are placed on the diagonal. *E2ne D5 *p .0l

Table 4.19: Fall 2007-Correlations between the variables

4.5.2 Spring 2008 Research Question 3 Results

Backward Stepwise Regression was used to see what behavioral variables can
predict exam performance. All of the variables were entered in the regression in the
first step. Unfortunately each step failed the linear assumption of regression, so any

analysis on this data is questionable. The results are summarized in table 4.20.
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Step 1 — All Varables Entered

B B Fartial Correlation t p-value
MPEX Post 0.001 0166 0.137 L4635 0146
MPEX Pre (.00 0020 EAK ) 0.178 0.859
SENIN .001 0.032 0.0219 0,311 0.757
ACT/EEF -0.001 (L0215 0024 .259 0.706
VIS VER (.00 =001 0.001 0,006 0945
SEQ/GLO -(.001 0,020 0,027 0136 0.77%
Step 2 — Femove VIS/VER
B B Fartial Correlation t p-value
MPEX Post 0.001 0,165 0.137 1471 01444
MFEX Fre .00 020 0017 -0 180 0.858
SENIN 001 0.032 0.010 0.313 0.755
ACT/EEF -0.001 -0.025 -0.025 -0.267 0.790
SEQ/GLO -0.001 -0,029 0,027 -0,288 0.775
Step 3 — Remove MPEX Pre
B p Partial Correlation t p-value
MPEX Post (.001 0.124 0112 1625 0.106
SENIN .00 0.025 0023 0.312 0.756
ACT/EEF -0L004 108G (1055 -1.132 0.259
SECQ/GLO -0.00] S(hO15 -0L024 0315 0.750
Step 4 — Bemove SEN/IN
B fi Partial Correlation t p-value
MFPEX Post (h.0H}1 014 h120 L.610 0108
ACT/REF SIRCIE] .08 -0.034 -1.110 0.261
SEQAGLO (1001 <0.017 0017 (228 0.5820
Step & = Femove SEQ/GLO
E fi Partial Corvelation t p-value
MPEX Post (r.0H}1 0123 121 1.G25 0106
ACT/EEF -1.004 0,083 -0.084 -1.126 0.2a2
Step 6 — Femove ACTREF
B B Partial Comrelation t p-value
MPEX Post 0.001 0.148 148 1.000 0.047

Table 4.20: Backward stepwise regression results
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Bivariate correlations are displayed for the behavioral variables used in research

question three. Means and standard deviations are given on the diagonal. A few

correlations reached statistical significance, with variation between predictors rang-

ing from 0 percent to 27.4 percent, and criterion-predictor variation ranging from 0

percent to 2.4 percent.

Exam MFE Fuost MFPE Pre SEMN/IN ACT/REEF VIS/VER SEQ/GELO
Exam (00656 {(0.098) 013561 0071 0,007 053 (04 A (07
MFE Fost 08.03411.578) 0.523% = 0055 <L 1 TEFE LS 0041
MFE Pre 0637811661} 002 bkl (LG SRR )
SEN/IN TTAR(2.3TT) A0.079 (LORS 0380
ACTEEF 02521037 L R A =105
VISVEER TOXY2 333 (001
SEQ/GLO G.588(2.068)
Mote: Means (standzrd desriations) ere placed on the diagonal **p«< 05 *p<.0l

Table 4.21: Correlations between the variables

The process was repeated on each of the three sections of the exam. Unfortu-

nately every step failed the linear

is questionable.

assumption of regression, so analysis on this data

Exam MPE Post  MFPE Pre SEN/EEF ACT/EEF VIS VEER SECQH/ELO
Homewok-style 0,395 (0,200} 0,219 0037 L0358 -0.078 0005 0,007
Mulhple Chotce 0,543 (0.137) 0062 (L03G (31 033 - 0002 041
Esszay AT (0.051) -0.066 (L0056 X .04 - (110 033
MPE Fost OF.034(11.578) 0.523* - (L5 A, 17§ 0,005 0041
MPE Fre 06, 37E(11.661) 020 =006l A.096 0045
SENTN TTAB(X3ITT) 0,070 (L(Es 03801
ACT/EEF 6.252(2.037) 0.193%F 000G
VISAVEER TOXMX 333 D001
SECQ/GLO &, 5882 068)
Mote: Means (standard deviations) are placed on the diagonal ¥4p2 03 *pa0l

Table 4.22: Correlations Results.
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4.5.3 Research Question 3 Analysis

The behavioral variables explained the variation in exam scores just as well as
the course components in the fall, but in the spring did a poor job of explaining
the variation in exam scores. The behavioral variables explained 26.9 percent of the
variation in exam scores in the fall, and just 2.2 percent in the spring. The reason
the spring results may have done a horrible job predicting exam performance was
because the spring results failed the linear assumption of regression (Appendix C.6),
so any analysis of the spring results is questionable.

In the fall the active/reflective dimension was the best predictor of exam scores.
The active/reflective dimension uniquely explained 21.1 percent of the exam varia-
tion in the fall semester. It had a negative correlation with the exam scores which
suggested the more reflective a student was the higher they scored on the exam. This
might have occurred because exams seem to favor reflective students because active
students are forced to be passive during exams. This also may have showed that it
is important to be an abstract thinker in Physics because a lot of ideas in Physics is
abstract.

The active/reflective dimension was a significant predictor in the fall, so it might
seem likely that the sensing/intuitve dimension would be a significant predictor. Ev-
ery student who was a sensing student was also an active student, and every student
who was a reflective student was also intuitive. The reason that the results were not
the same was the two dimensions were not highly correlated. For example, this means
a student with a high active score was not necessarily a high scoring sensing student.

There has not been Physics research on learning styles, so there is no way of
knowing if this is consistent with the first semester studies. It is a not surprising
that there was no relationship between exam performance and the visual/verbal di-
mension. Classes in physics are taught utilizing both dimensions, so there should

not be much of a relationship. It is also not surprising there is no relationship with
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the sequential /global dimension. Physics courses are typically taught in a way that
utilizes both dimensions. Professors are typically worried about the ”big picture”,
but classes are also often taught in a structured manner where one idea logically leads
to the next idea. Since one dimension is not a particularly favored, then there should
not be a major surprise that there is no relationship.

The MPEX pre-test was a significant predictor in the fall semester. It explained
7.2 percent of the variation in exam scores. This indicated that students who thought
like expert physicists at the beginning of the semester performed better on exams.
The idea that Physics attitude is important is somewhat consistent with literature.
Perkins [6] found that gain in some Physics courses was related to Physics attitude.
This results should make sense. Students who think like a Physicist should perform
better. These students are thinking in a similar manner to the professor who designed
the test. This might mean they are more likely to give the answer that the professor
expects. The MPEX results also indicate that these students seek understanding
rather than memorization. This is another possible explanation for the predictive
relationship.

The MPEX post-test was barely a significant predictor in the spring semester. The
MPEX post-test explained 2.2 percent of the variation in exam scores. The other
variables were not significant predictors of exam performance. Since the linearity
assumption failed, this result is questionable.

The relative order of eliminated predictors were similar. The visual/verbal dimen-
sion was the worst predictor, followed by a MPEX score (post-test for fall, pretest for
spring) the sensing/intuitive dimension, and the sequential /global dimension.

Most of the behavioral variables are poor predictors of exam performance. A
possible reason for this is Physics is a class that is traditionally taught using all
learning methods. There are active components in Physics labs, discussion sections,

and clickers, but the lectures are often designed to favor reflective learning. A similar
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argument can be made for the sensing/intuitive dimension. The other two dimen-
sions have already been discussed. A professor would probably be better examining
the ability variables to predict exam performance. If a professor wanted to use the

behavioral variables then they should use the active/reflective dimension.

4.5.4 More Analysis on Learning Styles

Since learning styles proved to be a poor predictor of Physics 1214 exam per-
formance, it was decided to investigate the role of learning styles in more detail.
A one-way ANOVA was used on each course component to determine if significant
performance differences occurred due to learning style. Most ANOVA assumptions
(independence, normality, and homogeneity of variance)were passed. The analysis
was repeated in the few occasions when the homogeneity of variance assumption

failed.

4.5.5 Results-Active/Reflective Dimension

The data was analyzed using a one-way ANOVA where each course component
was tested for performance differences due to the active/reflective learning style. The
only significant result in the fall semester was exam performance [F(1,63) = 7.650; p
=0.007]. This analysis indicated that reflective students had a higher average exam
score than active students. There were no differences in performance due to learning
style for any of the other course components.

In the spring semester the only significant result was homework [F(1,180) = 9.516;
p =0.002] where active students scored higher than reflective students. There were
no performance differences due to the active/reflective dimension for any of the other
course components. The results are summarized in table 4.23 and table 4.24.

The homework, clicker, and homework style exam problems failed the homogene-

ity of variance assumption for ANOVA, but the previous results were confirmed using
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the non-parametric statistic Mann Whitney. The advantage of using this statistic
is the data does not have to pass the homogeneity of variance test. There was a
significant difference on homework performance [Z = -3.190; p =0.001] where active
students scored higher than reflective students. There was not a significant perfor-
mance difference for clickers [Z = -0.745; p =0.456] or homework-style exam problems

[Z = -1.372; p =0.170].

Clowrse Component Averaze Score F-Value P-Value
Active-Homework (8825 0,139 0.711
Eeflective-Homework (h 8650
Aetive-Chicker (.8202 0267 0607
Eeflective-Clicker 0.7026
Actrve-Chiz 0.7470 0.223 (hLa3B
Eeflective-Ciiz 0.7720
Actne-Lab 09118 0.488 0.487
Eeflective-Lab (9204
Actnve-Exam 0.6626 7650 0007
Eeflechive-Exam 0.7497

Table 4.23: Fall 2007-ANOVA analysis for active/reflective dimension.

Course Component Average Score F-Value P-Value
Active-Homeworl (), B0 0516 000"
Eeflective-Homework 08316
Active-Clicker (0. 8056 2172 0.142%
Feflective-Clicker 07554
Active-HBL (0.82068 2,197 (.140
Eeflechive-HEL 08027
Active-Lab (.9079 LS 0.930
Eeflective-Lab 0.0003
Active-Exmm (0.6133 (.99 (.342
Eeflective-Exam 05300
Active-Homework Style 05445 1.9%a 0161
Eeflective-Homework Shvle 0}, 5EH 2
Active-RMultiple Cloace 05141 0.075 0.785
Reflective-Multiple Choice 02078
Active-Eszzay 08640 1.236 (h 268
Eeflective-Essav L8762

¥« Faled homogenesty of variance test

Table 4.24: Spring 2008-ANOVA analysis for active/reflective dimension.

23



4.5.6 Results-Sensing/Intuitive Dimension

Course component performance differences due to the sensing/intuitive learning
style was tested using a one-way ANOVA. For both semesters every student who
was an active student from the previous analysis was a sensing student, while every
student who was a reflective student was an intuitive student. This meant the analysis
from the previous section did not change. The significant result in the fall was exam
performance [F(1,63) = 7.650; p =0.007]. This indicated that intuitive students had
a higher average exam score than sensing students. There were no differences in
performance due to learning style for any of the other course components.

The significant result in the spring semester was homework [F(1,180) = 9.516;
p =0.002] where sensing students scored higher than intuitive students. The sens-
ing/intuitve dimension did not cause significant performance differences for any other
course component.

The homework, clicker, and homework style exam problems failed the homogene-
ity of variance assumption for ANOVA. The non-parametric statistic Mann Whitney
confirmed the ANOVA results. There were significant differences on homework per-
formance [Z = -3.190; p =0.001], but there was no performance differences on clickers

[Z = -0.745; p =0.456] or homework-style exam problems [Z = -1.372; p =0.170].

4.5.7 Results-Visual/Verbal Dimension

The data was analyzed using a one-way ANOVA. Performance differences for each
course components was tested for significant differences due to the visual /verbal learn-
ing style dimension. No results were significant for either semester. This indicated
that there were no differences in performance due to the visual /verbal learning style
dimensions for any of the course components. The results are summarized in Table
4.25 and table 4.26.

The homework failed the homogeneity of variance test in the fall semester, but
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the results were confirmed using Mann-Whitney [Z = -0.245; p =0.806]

Cowrge Component Average Score F-Value P-Value
Verbal-Homework 09131 0,668 0.417"
Visual-Homeworl: 0.865%
Verbal -Clicker 0.5301 0.154 (.68
WVisnal -Clicker (L8033
Verbal -Cuz 0.7839 0.204 0.653
Wisnal -Ciz 0.7524
Verbal -Lalb 09327 1529 0181
Wisnal -Lal 0.9116
Verbal -Exam 0.7551 2616 0.111
Visnal -Exam 0LORTT

V- Faled homo geneily of variance test

Table 4.25: Fall 2007-ANOVA analysis for visual/verbal dimension.

Course Conyponent Average Score F-Value P-Value
Verbal -Homework 0 86l2 0,190 (663
Vizual -Homework 0, 8724
Verbal -Clicker (7321 2,215 138
YVisual -Clicker 0, 7087
Verbal -HEL (T3 1.137 (288
Vizual -HBL 05211
Verbal -Lab (L8877 1411 (236
Visual -Lab 0, 0121
Verbal -Exam halls 0136 0.712
Vizual -Exam 0.0303
Werbal -Homework Stvle (15360 0412 522
Visnal -Homework Siyle 05643
Verbal -Rulhple Choice (h4981 0.208 (. 586
Visual -Multiple Choice 05145
Verbal -Eszay (18653 0055 514
YVisual -Essay .83687

Table 4.26: Spring 2008-ANOVA analysis for visual/verbal dimension.
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4.5.8 Results-Global/Sequential Dimension

The data was analyzed using a one-way ANOVA where each course components
was tested for performance differences due to the global/sequential learning style.
The significant results were homework performance [F(1,63) = 10.475; p =0.002] and
pre-class quiz performance [F(1,63) = 8.420; p =0.005]. There were no differences in
performance due to learning style for any of the other course components.

The homework, pre-class quizzes, and clickers failed homogeneity of variance tests
so these results were confirmed using the non-parametric statistic Mann-Whitney.
There were significant performance differences on the homework due to learning style
[Z = -2.758; p =0.0062]. The sequential students performed better than global stu-
dents. There also was significant performance differences on the pre-class quiz due to
learning style [Z = -2.607; p =0.009]. This indicated that sequential students scored
higher on the pre-class quizzes than global students. There were no performance
differences on the clicker average [Z = -1.443; p =0.149].

The only course components in the spring semester that had significant differences
due to the global /sequential dimension were the clickers and the labs. Sequential stu-
dents tended to score higher on both course components than global students. There
were no significant performance differences for any of the other course components.

Clickers, labs, and essay questions failed the homogeneity of variance test, but
the results were confirmed using the Mann-Whitney test. Sequential students scored
higher on clickers [Z = -2.267; p = 0.023] and on the lab [Z = -2.224; p =0.026].

There were no differences on the essay questions [Z = -0.032; p = 0.974].
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Course Component Averpoe Score F-Value F-Value
Global-Homework 0.7044 10,475 0,002
Sequential-Homework 0.9204
GHobal-Clicker U.Tfi—i 2880 0.09s5"
Sequential -Clicker 08442
Global- Cruiz 0.6677 8420 0.005%
Sequential -Chmz 08185
Global -Lal [ERIE ) 2459 0.122
Sequential -Lab 00232
Global -Exam X 0203 0654
Sequential -Exam 0.7062

I Faled homo genedty of variamce test

Table 4.27: Fall 2007-ANOVA analysis for global/sequential dimension.

Conrse Component Average Score F-Value P-Value
Clobal -Home work 0.8413 3419 0.066
Sequential -Homewmk (LES0T
Global -Clicker 07174 6.725 0.010*
Sequential -Clicker [
Global -HEL (L8040 1.213 (.272
Sequential -HBL 08236
Global -Lalb (18740 T.533 (0077
Sequential -Lab 0,9200
Global -Exam (.6184 0.553 0458
Sequential -Exam 0.6326
Global -Hemework Style 05386 0.657 0419
Sequential -Homework Stvle 05074
Global -Bultiple Cloce 04924 1.10% 0,294
Sequential -Multiple Choice 05186
Global -Essay (.8634 0.275 {6017
Sequential -Essay (0. 83608

*« Failed homo generty of variance test

Table 4.28: Spring 2008-ANOVA analysis for global/sequential dimension.

4.5.9 Learning Style Conclusions

The ANOVA results indicated that performance differences occurred a few times
due to student learning style, but the majority of the time there was no difference
due to learning styles. This means that an instructor may not need to be con-
cerned with student learning styles when teaching Physics. No learning style seems
to have an advantage over another learning style. The students tend to earn the same

grade regardless of learning styles. As discussed earlier, a possible explanation why
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the learning styles performed the same was most Physics professors utilize multiple
teaching methods in their courses.
Further investigation should be conducted using a different learning style model

to see if there are similar results.

4.6 Research Question 4

Research Question 4: What other variables are the significant predictors of Physics

1214 exam performance?

Y = Braparrrraparr+Buerparr®aerpart+BraY S1TPHY S1+BHELPROOMT HELPROOM
(4.5)

The variables used in this research question were analyzed only for the spring
semester. These variables were variables that were suggested during the oral qualifier
exam, that is why the analysis is only for the spring semester. The variables used
in this question include: lab attendance, attendance in exam help sessions, the time
that the student spent in the Physics helproom, and the Physics 1114 grade.

The lab attendance score was the number of times that the students missed lab.
The attendance in the help sessions was the number of help sessions that the students
attended. The Oklahoma State Physics Department Society of Physics Students held
help sessions before each of the four exams. Students who attended signed a sheet at
the help session to indicate their attendance. The students received no extra credit for
attending the help sessions and were not required to attend. The time the students
spent in the helproom was the total time in hours that each individual student spent
in the helproom. The Physics department provides a room where students can ask
teaching assistants for help on Physics problems or concepts. Students who used the
helproom signed a sheet indicating when they arrived and left. The Physics 1114

grade was the total grade at the end of the semester.
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4.6.1 Spring 2008 Research Question 4 Results

Backward Stepwise Regression was used to find variables that predict exam per-
formance. All of the variables were entered in the regression in the first step. Initially
the worst predictor of exam performance was the lab attendance, followed by help
session attendance, and time spent in the Physics helproom. The only significant
predictor was the Physics 1 grade. It accounted for 50.6 percent of the variation in
exam scores, a significant amount [F(1,157) = 161.043; p <0.0001]. The results are

summarized in the table below.

Step 1 — All Variables Entered

B 1] Partial Correlation t p=value
Lalb Attendance (L2 0,013 0013 0.243 0808
Help Attendance 0007 0,053 046 L85G 0,354
Plivaies 1 Grade 818 0733 . 704 13.159 <0001
Helproom Tune 0002 0113 0,104 1851 R

Step 2 — Remove Lab Attendance

B f FPartial Correlation t p=value
Help Attendance S 0,038 0033 -0.596 0552
Pliysics 1 Grade 0.209 0.702 654 12.255 < (L0001
Helproom Tioe 0002 0.113 .101 1.803 0073

Step 3 — Remove Help Attendance

B B FPartial Correlation t p=value
Plivsics 1 Girade (803 0,694 0,687 11336 <0001
Helproom Tane 0,002 0.097 00 1.717 0,085

Step 4 — Bemove Help room Tune

[ Partial Correlation t p-value

Flysies 1 Grade 0.821 0.712 0.712 12600 <1001

Table 4.29: Spring 2008-Backward stepwise regression results
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Bivariate correlations, means, and standard deviations are displayed for the vari-
ables used in research question four. It should be noted that some correlations reached
statistical significance, with predictor-to-predictor shared variance ranging from 0.3
percent to 20.0 percent, and criterion-to-predictor variance ranging from 0.5 percent

to H4.5 percent.

Exam Lab Attendance Help Attendance FPhyaies 1 Grade Helproom Tune
Exam 0630 {0 10E) CLOT 0. 149t (0. 738" 0. 206
Lab Attendance (a0 (0.674) 0108 <L 130 (058
Help Attendance [T (A (0. 2087 0447
Fliyvsies 1 Grade 0, 7ES{0.097) 0159w
Helproom Tune 2.347(6.214)
HMots: Means (standerd dewviations) are placed on the diagonal ¥rpeons fpe.Ol

Table 4.30: Spring 2008-Correlations between the variables

The process was repeated using the three sections of the exam. Performance
was successfully predicted on all three sections ([Fuw(1,157) = 128.152; p < 0.001],
[Frve(2,155) = 68.860; p < 0.001], [Frssay(1,157) = 49.776; p < 0.001]), but the
Physics 1114 grade was usually the only significant predictor variable. These variables
explained 44.9 percent of the variation in the homework-style problems, 47.0 percent
of the variation in multiple choice problems, and 24.1 percent of the variation in essay
questions.

The Physics 1114 grade was a significant predictor on all three sections of the
exam. The time spent in the Physics helproom was barely a significant predictor for
the multiple choice section. The lab attendance and help session attendance were not
significant predictor variable for any of the sections of the exam.

The order that the variables were eliminated was the same for the homework-style

problems and the essay questions. The time spent in the helproom was eliminated
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first, followed by help session attendance, and the lab attendance. The results are

shown in the tables below.

Step 1 — All Varables Entered (Homework-Style Problems)

B [+ Partial Correlation t p-value
Lab Attendance LOLE 0.059 0058 0.977 0330
Help Attendance (MG 025 0022 -0.372 0.711
Plyysies 1 Grade 1.472 {697 0675 11.43%9 =,001
Help room Tune SR 00024 (L0021 (1355 1723

Step 2 — Remove Help room Tune

B [ Fartial Correlation t p-value
Lab Attendmce 0.017 0056 (055 0941 0.34%
Help Aftendance A.009 0036 L0353 <[, 580 0.5857
FPliysies 1 Grade 1.467 (.05 0670 11.485 <1001

Step 3 — Remwove Help Attendance

B 1] Fartial Correlation t p-value
Lab Attendance L] 4 0.0589 0058 0,806 (I |
Pll}'.\:ieﬁ 1 Grade 1.453 0.GB8 0682 11.620 <001

Step 4 — Eemove Lab Attendance

B ] FPartial Correlation t p-value
Phyzics 1 Grade L.433 0.670 0,670 11.320 <0,001

Table 4.31: Backward stepwise regression results-Homework-Style Problems.

Step 1 — All Variables Entered (Multiple Choice)

B |4 FPartial Corvelation t p-valne
Lal Aftendance 0.010 0045 0044 0.771 0,442
Help Attendanee 0,005 -0.027 0.024 412 0.681
Physies 1 Grade 1.026 0.684 0.662 11.487 <{r(H}]
Help room Tune 0003 0112 0107 1.564 0064

Step 2 — Femove IHelp Attendance

E |4 Partial Corvelation t p-valne
Lalr Attendance 0.011 0049 0048 0837 0.404
Pliysics | Grade 1.021 0.681 0,666 L1574 <0001
Help roon Tine 0.003 (L L1y 0108 1L.878 0062

Step 3 — Femove Lab Attendance

B |4 Partial Corvelation t p-value
Plysics 1 Grade 1.007 657 0.640 11.009 =0.001
Help room Tumne 0.003 0118 0116 1.992 0045

Table 4.32: Backward stepwise regression results-Multiple Choice Questions.
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Step 1 — All Varables Entered (Essay)

B 1 Partial Corvelation [ p-value
Lal Attendance 0.007 0063 0067 0,034 0.327
Help Attendance (M2 0,020 (L0117 0,257 0.707
Ploysics 1 Grade 0.373 0.548 0.531 TR0 “ih001
Help room Time (W 000G (005 007G (230

Step 2 — Pemove Help room Tone

B i Partial Correlation t p-value
Lalby Attendance 0.007 0068 068 1.006 (.316
Help Attendance 01 <0017 <017 (L2540 0.303
Pliysics 1 Grade 0.373 0.548 0,533 7864 = (001

Step 3 - Remove Help Attendance

B fi Partial Comrelation t p-value
Lal Attendance 0007 0070 007 1.033 303
Pliysics 1 Grade 0.371 0545 (S 1) T.905 =001

Step 4 — Bemove Lab Attendance

B p Partial Correlation t p=value

Floysics 1 Grade 0.362 0.491 0,491 7.058 <0.001

Table 4.33: Backward stepwise regression results-Essay Questions.

Exam Lab Attendance Help Attendance Plivaws 1 Grade  Helproom Tune
Homework-ztyle 0561 (0, 205) <031 0,103 (LGRg 0.079
khultiple Chioice OU5LE (0 1406) 032 0. 1Ga*r LT R 0221
Eszay 0872 {0.066) BRI | 0085 02360 R
Lab Attendance 0.O00{(0.674) <0108 130 0058
Help att 0.505{0.822) 0.208% 0447
Plovesics 1 Grade 0. TER0.007T) {1 50k
Helproom Time 23476 216)
Hate: Mezans (standard deviations) are placed an the diagonal t*p< 05 tpe.0l

Table 4.34: Correlation Results.
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4.6.2 Research Question 4 Analysis

Overall these variables did a poor job of explaining the variation in exam scores.
The lab attendance, help session attendance, and time spent in the helproom were
all non-significant predictors of exam performance. The Physics 1114 grade was an
excellent predictor of exam performance. It explained 50.6 percent of the variation in
exam scores. There is not research in literature indicating if prior performance in first
semester Physics relates to performance in second semester Physics, but there is simi-
lar research. Sadler [10] found that the high school Physics course is a good predictor
of university Physics performance. Both Sadler’s study and my study demonstrated
that prior Physics performance can predict future Physics performance. This result
also demonstrates the importance of student motivation. If a student works hard in
the past then they will probably continue working hard in future courses.

The attendance variables also did a poor job of predicting each section of the
exam. The Physics 1114 grade predicted all three sections of the exam. The only
other variable to predict a section of the exam was the time spent in the helproom,
which predicted the multiple choice section of the exam. Just like the previous three
research questions it seems that if a variable is a good predictor of one section of the
exam then it will predict the other sections of the exam even though the style of the
sections is different.

These variables seemed to explain close to the same amount (around 45 percent) of
the variation in homework-style problems and multiple choice questions, but explained
24.1 percent of the variation of essay questions. This indicates that these variables
did not do as good of a job at predicting essay questions.

A possible reason that the variables other than Physics 1114 grade may have been
poor predictors is low student participation. Twenty eight students attended at least
two help sessions, and nineteen students spent more the 7.5 hours in the Physics

helproom. The reason the lab attendance was a bad predictor was students rarely
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missed more than one time. The students had one drop, but any other absence would
be a zero. When there is only ten labs and one exam a single unexcused absence
would almost cost the student a letter grade. This caused students to rarely miss
more than one time.

Research should focus on the motivation of the student. Rather than investigating
the number of absences, the focus should be if there are differences in performance if
a student is willing to attend a help session at least once. If a student is willing to
attend a help session, even though they are not required to attend, may indicate their
motivation is higher. This might lead to higher exam scores. ANOVA analysis on
the spring semester found no performance differences if a student attends at least one
help session versus not attending any help session. When the number is increased to
two help sessions there were significant performance differences (p=0.002). Students
who attended at least two help sessions performed better (0.6838) than students who
attended less than two help sessions (0.6114). This gets back to student motivation.
Attending only two help sessions would not help the students on all four exams, but
it does indicate that a student is willing to work to earn their grade.

Similar research focused on performance differences between people who are will-
ing to spend at least one hour in the helproom compared to people who do not attend
helproom office hours. ANOVA results indicated that there were no performance dif-
ferences between people willing to spend one hour compared to people who do not go
to office hours. There also were no performance differences for students who spend
five hours in the helproom. There were significant (p=0.008) performance differences
for students who spend at least 7.5 hours (0.6870) as compared to students who spend
less than 7.5 hours (0.6125). This again indicates that students who are motivated
will earn high grades.

The results for both the help session and the time spent in office hours shows

that while these variables may not be predictors, they still give valuable insight into
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student motivation. The number may not be important, but the motivated students
who are willing to put the effort in the course do perform better than students who
do not put the extra effort into the class. The predictor variables are summarized in

figure 4.3.
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spring Results

Independent Variable [ependent Variable

Physics | Grade Tatal Exam Score

Homework Style

Heloraarm Time Multiple Choice

lab Mtendance Essay

Figure 4.3: Significant Predictors of Exam performance
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4.7 Research Question 5

Research Question 5: What are the significant predictors of Physics 1214 exam per-

formance?

Yfall = BMPEXPRETMPEXPRE + 5ACT/REF$ACT/REF + BLABTLAB

+ Bscrencetscience + Bapatara  (4.6)

Yeopring = BHOMEWORKTHOMEWORK +BLABTLAB+BHBLTHBL +BSCIENCETSCIENCE

+ Baparapa + BurexpoTmpexro + Braysitrays: (4.7)

The predictor variables used in this research question are the significant exam
predictors from the previous four research questions. A Backward Stepwise Regression

is used to eliminate all non-significant exam predictor variables.

4.7.1 Fall 2007 Research Question 5 Results

In the final analysis all significant predictor variables from the previous questions
were entered into the regression. Backward Stepwise Regression eliminated non-
significant variables until only significant variables remained. The variables included
in the analysis included: lab average, GPA, ACT science score, the sensing/intuitive
dimension and the MPEX pre-test.

The first non-significant predictor that was eliminated was the lab average, fol-
lowed by the MPEX pre-test, and the active/reflective dimension. The only significant
exam performance predictors were the GPA and ACT science score. They accounted
for 56.5 percent of the variation in exam scores, a significant amount [F(2,52) =

33.719; p < 0.001]. The results are summarized in table 4.35.
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Step 1 - All Variables Entered

B [ Partial Correlation t p-value
Lals 0.127 0047 0.034 0.375 01, 705
GPA 0102 04607 0.344 3.756 <0.001
ACT Science (011 0.330 0,306 3348 0,002
MPEX Pre (001 .165% 0154 1.679 00, 100
ACT/REEF -n011 -0.198 0,178 -1.947 008

Step 2 — Pemove Lab

E [ FPartial Cosvelation t p-value
GPA 108 0.404 0.452 4.078 <0.001
ACT Science 0012 0.352 0.341 3764 <00.001
MPEX Pre .00 0161 0.151 1665 0102
ACT/REF -0.011 - 1540 .180 -1.982 0053

Step 3 — Femove MPEX Pre

E [ FPartial Correlation t p-value
GPA 115 0.532 0.502 5.564 <0.001
ACT Science 0012 0.382 0.374 4.142 <0001
ACT/REF 00008 152 143 -1.583 0.1 2

Step 4 = Femove ACT/REEF

B 1] Fartial Corvelation t p-value
GPA 0125 0577 0.571 6,239 =0.001
ACT Science (013 0.403 0.308 4.352 =0.001

Table 4.35: Fall 2007-Backward stepwise regression results.

Table 4.36 displays bivariate correlations, and means and standard deviations, for
the variables in research question five. Some predictor variables were significantly
correlated, and correlated with the criterion variable. Some correlations reached
statistical significance, with predictor-to-predictor shared variance ranging from 0.4
percent to 38.7 percent, and criterion-to-predictor variance ranging from 6.7 percent

to 41.0 percent.
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Exam Lalb GEA ACT Science MPE FPre ACT/EEF

Fxum 0,706 (0,132) (530% 0.670% h.481* (1, 2500k -0, 388%
Lab 0918(0.04%) 0.622% 372+ 0062 -0, 2841+
GPA F 1500605 0149 0180 -0, 3140
ACT Boence 25.509(3.9148) (.10 -0.181
MPEX Pre 00.043(14.730) 0,187
ACT/EEF GO5T2 484)
Maote: Mezns (standasd devistians) are placed oa the diagonal *Ene D5 *p 0l

Table 4.36: Fall 2007-Correlations between the variables.

4.7.2 Spring 2008 Research Question 5 Results

The variables included in the analysis included: homework average, lab average,
HBL average, GPA, ACT science score, Physics 1 grade, and the MPEX post-test.
Backward Stepwise Regression was used to eliminate all non-significant predictor
variables until only significant predictor variables remained.

The first variable removed was the MPEX post-test, followed by the HBL average,
and then the ACT Science score. The significant predictors were the homework
average, lab average, GPA, and the Physics 1 grade. The results are summarized in

table 4.37.
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Step 1 — All Variables Entered

B [ Parhal Correlation t p-value
Homewoml: <0188 <162 0,140 -2.047 0.00%
HEL 0.087 0087 0.082 1.550 0.124
Lab 0.615 0. 302 0.268 5.062 .01
GPA 0048 .23l 0128 2425 0017
ACT Science 0004 147 0125 2.358 0020
Plysics 1 Grade 0447 (.30 0203 3.838 <{.001
MPEX Post 0.001 0.073 0.069 1.204 0.108

Step 2 = Femove MPEX Post

B [ Partial Correlation t p-value
Homewol: <0175 <0152 A.132 -2.540 a1z
HEL 0083 (h.085 0082 1.585 113
Lab 0.516 0,267 0.241 4635 <{h.{H1
GPA 0.044 0214 0.126 2.427 0.017
ACT Saence 0.003 0.128 0108 2.059 0.039
Plysics 1 Grade 0,512 0449 0.246 4.759 <0001

Step 3 — Eemove HEL

B [ Partial Convelation t p-value
Homework -0.184 (1156 135 -1 505 0011
Lab 0513 (205 0,240 4,500 <0001
GPA 0.041 0198 0117 2.253 0.026
ACT Scence 0.003 (113 0.097 1.861 0063
Fhvsics 1 Grade 0,554 (486 0.275% 5187 <1

Step 4 - Bemove ACT Science

B [+ Partial Correlation £ p-value
Homework -0.106G -0 117 0103 -2.055 0042
Lal 0446 0.225 0.202 3961 <0001
GPA 0,040 (1% 0.119 2324 0.021
Phvsics 1 Grade LGOS 0,537 0.311 G.089 <{.(H)1

Table 4.37: Spring 2008-Backward stepwise regression results.

Bivariate correlations, means, and standard deviations are displayed for the vari-
ables used in research question five. Some correlations reached statistical significance,
with predictor-to-predictor shared variance ranging from 0 percent to 63.4 percent,
and criterion-to-predictor variance ranging from 2.1 percent to 51.8 percent. The

results are summarized in table 4.38.
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Ezmun Homewok HEL Lals P A ACT Scaeniee Flws 1 MPEX Post

Exam Ol (00 LOSY LR EE 0 LG 0.536% 0,600 4504 0.720% 0, 102
Haomievemk 0,00 2 (0 004 0.082 0,275 031 0,000 4460 0055
HEL 0.821{0109)  -0.0L5 0023 0093 0. 187" 0.155%
Lals 092120053} Od415" 0125 03981 0,105

Gera 325505200 04567 070050 001
ACT Heence 24 S4B(3055) (4229 LRV ER

Phy= 1 0, 708(0.000) 0, 2054
MPEX Post O TR 11361}
HNuote: Means {standard deviabons) ere placed on the dlagonal *¥p< D5 "p<.0t

Table 4.38: Spring 2008-Correlations between the variables.

The analysis was repeated for each of the three sections of the exam. The predictor
variables were successful at predicting each of the sections of the exam ([Frw (3,155)
= 55.384; p < 0.001], [Fae(3,130) = 49.527; p < 0.001], [FEssay(2,155) = 85.583; p
< 0.001]). The variables explained 51.7 percent of the variation in homework-style
problems, 53.3 percent of the variation in multiple choice problems, and 52.5 percent
of the variation in essay questions.

The Physics 1114 grade was always the best predictor of exam performance, and
the lab grade was the second best predictor for all three sections of the exam. The
essay questions had no other significant performance predictors. The ACT science
score was a predictor of the multiple choice questions, and the homework success-
fully predicted the homework-style exam problems. There were no other significant

predictors of any of the sections of the exam.
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Step 1 — All Variables Entered (Homewoili-Stvle Problems)

B fi Partial Comvelation t p-value
Heomework 0577 0,287 -0 250 -4.572 ={h.(H1
HEL 0.103 0.102 0.008 1.733 0.077
Lal 0979 0.249 0.218 1984 =ih001
GPA 0038 0095 0055 1004 0317
MPEX Post 0.001 0.042 (040 0.720 0.467
Plyysics 1 Grade 1.345 0.616 0332 &.061 <(r001

Step 2 — Eemove MPEX Post

E [ Partial Comrelation t p-value
Homework A.283 -0 1og - 150 -1.G52 (. (HYE
HEL 0.182 0098 LN 1.G88 0.093
Lab 0.047 0170 (153 203 (08
GPA 0.024 0.0al 037 a5 0517
FPlivsics | Grade 1.336 0619 r.350 0,175 < (.00

Step 3 — Femove GPA

B [+ FPartial Correlation £ p-value
Homework 0,289 -0 160 0. 149 -1.674 0008
HEL 0. 170 (.0 0.8 1.504 0113
Lab 0603 0.265 0248 4. 468 <001
Physics 1 Grade 1410 (LG50 0.587 10,5366 <0001

Step 4 = Femove HBL

B [ Parhal Correlation t p-value
Homewok <0283 -0.171 A.151 -2.701 0.008
Lab 0.595 261 0245 4302 <0001
Plysics 1 Grade 1.452 (.670 0616 11.03% =0.001

Table 4.39: Spring 2008-Backward stepwise regression results-Homework Style Prob-

lems.
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Step 1 — All Variables Entered (Multiple Choice)

= [ FPartial Corvelation t p-value
Homework -0.10% SR 0,057 0.073 0.333
HEL 0,133 0.102 0008 1.652 0000
Lal 0549 211 01590 3233 0.002
GPA 0.040 0144 0.084 1427 0.1356
ACT Seience 0.003 0.148 0.126 2.139 0034
Physies 1 Grade 0,645 0.422 0.228 3.881 <0000
Helproom Tune 0,003 0106 0.103 1.754 0052

Step 2 — Femove Homeworl:

B [i FPartial Convelation t p-value
HEL 0.137 0.105 0.101 1.714 0.080
Lab 0.535 0.205 0.186 3161 0,002
GPA 0,040 146 0085 1 450 0156
ACT Scence 0,006 0162 0141 2401 0.034
Phyvsics 1 (Grade 0. 500 0.386 0.223 3.778 <0L001
Helproom Tune 0,003 0.105 0.103 1.745 0052

Step 3 — Remove GPA

B [+ Partial Correlation t pevalue
HEL 0.1x5 (0 0090 1.567 (119
Lab (L5758 (220 0.203 3431 [LO0
ACT Saence 0007 0151 0.161 2.723 0007
Plysics 1 Grade 0,749 (.480 0,397 6.707 <0,001
Helproom Tune 0002 0.005 0004 1.588 0115

Step 4 — Remove HEL

B [+ Parhal Correlation t p-value
Lal 0566 0.217 0. 200 3.359 001
ACT Science 0.000 (.165 0.149 2407 0.014
Flveics 1 Grade 0,780 515 0429 7.214 <0,001
Helproom Tine 0,003 0102 010 1697 0102

Step 5 — Remove Helproom Tune

B [t Parhal Correlation t p-value
Lab 0. 565 215 0201 3350 0.001
ACT Science 0.006 0.159 0.143 2.381 (Lo19
Physics 1 Grade 0816 0.533 0.449 7.480 =0.001

Table 4.40: Spring 2008-Backward stepwise regression results-Multiple Choice Ques-

tions.
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Step 1 — All Variables Entered (Essay Ouestions)

B B Fartial Correlation t p-vahie
Homework -0.081 0066 -0.050 -1.038 0.301
Lab 0478 0178 0. 1 1514 (r.(MH;
GPA 0.032 0.116 00T 1.234 0.219
Physies 1 Grade (.846 0.557 0,323 5666 <{h001

Step 2 — Remove Homeworl:

B [ Farhial C'orrelation t p-vale
Lot 0,460 0.171 0153 2712 0.007
GPA 0033 0128 0078 1.362 0.175
Plysies 1 Grade 0.703 0.522 0.322 5651 <001

Step 3 — Remove GPA

B [ Partial Comrelation t p-vahie
Lab 0437 0208 . 264 4.704 <{1.(H01
Pliysies 1 Grade (940 0.614 0.597 10.77% <{L001

Table 4.41: Spring 2008-Backward stepwise regression results-Essay Questions.

Homewmk-Shle  Homework HEL Lal GPA Pls 1 MPEX Post
Homework-Style 0,375 (0206} 0.107 0. 20567 044587 (La01* 06041 0. 200 ¢
Homewol 08050102y 0120 0.316% (L325F 04424 - (010
HEL (210 100) 0015 (L057 0,213 0.130
Lab 0920052} B43L" (. 300 Q.oeL
GFA 324600.5040) 758" 0020
Fliys 1 0. 706{0.094) 0.203"
MIEX Post O7.373(11.580)
Mote; Means (standasd deviationg) are placed on the dsagonal *Ep < 05 pell

Table 4.42: Spring 2008-Correlations between the variables-Homework Style.
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Mhultple Clhosce Homework HEL Lal: GPA ACT Bcence  Phys 1 Helproom Tune

Mnbtiple Choice 0320 (0145} 0.242% 0.201* 4537 olst (b4 20" 0687 LU L
Homework OS0L (0091 ) 0075 0. 244% 0327+ 0.022 0440+ 0.057
HEL (=3 ELTLOR ) W KV 0067 A5 N RE R N U
Lal 0.9140.056)  0.3900 0.173%"  0.350° 0060
GFA 3.23000.528) O4G2" (. 7804 LR
ACT Science J4396(3.018) 04367 (v
Flivs 1 RS LR 145
Helproom Tmie 2. 1%405.911)
Hoge: Means (standard devistions) ave placed on the diagonal *Ep<. 03 *ps.0l

Table 4.43: Spring 2008-Correlations between the variables-Multiple Choice.

Ezzav Homework Lab GEA Plivs 1
Eszzav (L5016 (0.145) (L2504 G.425% Da0gt (hosg*
Homework QBRI 118E) 0.233" (L1867 A347
Lal 0021 (0.054) 04137 (356
GPA F.206(0.525) 0.785F
Plys 1 0. 70000953
Mote. Means (standard deviations) are placed on the diagonal "ra< 05 *p<.l

Table 4.44: Spring 2008-Correlations between the variables-Essay.

4.7.3 Research Question 5 Analysis

The results (summarized in figure 4.4) indicated that the ability of the student was
the best method of predicting exam performance. The only variables that predicted
exam performance in the fall was the university GPA and the ACT science score.
The GPA was the best predictor variable. Students who performed well in university
courses prior to taking Physics continued to perform well. No course component
was a significant exam performance predictor. These results are somewhat consistent
with Bonham'’s results for a first semester algebra-based Physics course. [38] Bonham
found that ability variables were the best predictor, but his ability variables were
different. He found that the SAT math was the best predictor. Possible reasons for

this difference was discussed in the research question 2 analysis. In the spring the
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ability variables GPA and Physics 1114 grade were significant predictor variables. The
significant course component predictors were the lab grade and the homework average.
The overall best predictor in the spring was the Physics 1114 grade. This means
students who performed well in Physics 1114 continue to perform well in Physics
1214. The second best predictor was the lab grade, followed by the GPA, and then
the homework average. Again these results are similar to Bonham’s result for a first

semester Physics Course.
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Student learning style poorly predicted exam performance. The active/reflective
dimension was not significant in the fall, and no learning style variables tested sig-
nificant in research question three for the spring semester. This would indicate that
there is no relationship between exam performance and learning style. One interpre-
tation is a professor may not need to be too concerned with the learning styles of
the students. An alternate interpretation is there are not differences due to student
learning styles because the method that Physics is traditionally taught incorporates
many learning styles.

Student attitude in Physics was also a poor predictor of exam performance. The
MPEX pre-test was a non-significant predictor in the fall, and the MPEX post-test
was non-significant in the spring. This result indicates the students who perform well
in courses do not necessarily think in the same manner as a physicist. There is no
relationship between course performance and the way that students think about the
physical world either before or after instruction. This may have occurred because
student attitude is not as important a factor as ability and motivation. Exams test
content knowledge not student attitude think. This may give the appearance that
the faculty are not concerned with student attitude, just correct answers. This means
the students worry about getting the concepts correct rather than a way of thinking.

The attitude results not being related to exam performance is somewhat consistent
with the results of Perkins. [6] A difference between Perkin’s study and this study
is the number of variables. Perkins only compared the test results to student gain.
There were not other variables. If Perkins had more variables then attitude may have
not been a relationship. He also had inconsistent results. There were only significant
gains in two of the four courses that he surveyed. Difference between this study and
Perkins also could have been from different surveys. He used a survey that was similar
to the MPEX called the CLASS. [73] Pollack [35] did incorporate more variables in

his study and found no significant correlation between student attitude and student
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performance.

The two semesters were fairly similar with the ability/effort variables being the
best predictors and the behavioral variables not significant predictors. The course
components were different between the two semesters. There were more predictors in
the spring semester. A possible explanation for this is the exam format was different,
so perhaps the students studied differently which lead to different significant course
component variables.

It is interesting to examine the various sections of the exam for the spring semester.
The Physics 1114 grade predicted all three sections and the lab average predicted the
homework style questions and the multiple choice section of the exam. This would
indicate that there is some consistency in the sections of the exams. It is interesting to
note that each section of the exam had one unique predictor variable. The homework
style questions had the homework average as a predictor variable. Both the homework
style section of the exam and the homework was focused on solving problems. The
multiple choice section of the exam had the ACT science score as a predictor variable.
Both of these exams are multiple choice exams. This means the three sections of
the exam had common predictor variables and unique predictor variables where the
student performs activities that are similar to that section of the exam.

Based on the results presented here, it appears that the traditional course compo-
nents are not the best predictors of exam performance. An instructor would hope to
be able to predict the exam performance using the course components. This would
indicate a relationship exists between daily activities and exam performance. Unfor-
tunately that is not happening consistently. The course components are not doing as
good of a job of predicting the exam performance as ability or motivation. Only two
course components were significant over the two semesters tested. Exam performance
can be explained mostly by student ability and motivation. Students who perform

well in Physics 1114 or in other courses continue getting high scores. Additionally
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an instructor would hope their course trains the way the student thinks about the
physical world, but there is not a relationship between student attitude and course

performance.

4.8 Discussion and Future Research

The results of this study has introduced several interesting new research questions.
One of the more interesting results was that the physics lab was a better predictor
of exam performance than the homework. One possibility for this is the conditions
that the lab were administered were similar to the exam conditions. Students had
to finish the labs within a time limit. The students were also limited on where they
can get help. Students in the lab only had their lab partner a teaching assistant
as a source for help. When students attempt homework they have other textbooks,
other students, faculty, graduate students in the helproom, and the internet as means
to get help. So one possible reason that the lab was the best predictor was it was
administered in a way that is similar to the exam. To test this students could be
forced to complete their homework in a discussion section setting, and then see if the
homework predicts exam performance as well as the labs.

Another possible explanation to the why the lab was a good predictor is student
motivation. It is not hard to get a good grade on the lab, but it is hard to earn a high
A. The students who are willing to put the effort in this class are probably the same
students who are willing to study and earn exam grades. This situation could be
reproduced by giving homework questions in class. Design the questions and grading
so that it is easy to earn an B, but it is hard to get a high A. If student motivation
is an important predictor than this will probably show up as a predictor.

Another interesting result from this study was the ACT math score being a poor
predictor of exam performance. Most physics faculty believe that math ability and

performance are highly correlated. Some faculty give a math pre-test so the students
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can decide if they are ready to take the course. These results would indicate that
this may not be necessary, but more research should focus on this question. It is a
possibility that standardized test conditions may be so different from class conditions
that it would not be a good predictor. Another reason that the math result may have
been a poor predictor is it has been several years since most of the students took the
ACT. Research should focus on more recent math achievements. Possibilities include
giving the students a math pre-test or using their GPA in math courses as exam
performance predictors.

An interesting direction from this study for future research would be to repeat the
research on learning styles using a different learning style model. This study indicated
that a Physics professor should not be concerned with student learning styles. This
may have occurred because most Physics courses are designed to implement many
learning style methods. This may not be true in other subject areas. This may be
why the research is inconsistent with research on other subjects, so research using a
different learning style model should be performed.

Other future research questions could investigate more second semester exam pre-
dictors. One possible predictor might be paper-based homework. The homework used
in this study was all completed on the MasteringPhysics web system. The problems
on the exam were all completed on paper, so it would be interesting to determine if
paper-based homework does a better job of predicting exam performance. Another
possible course component predictor could be group-work activities. These activities
could be designed so it is easy to earn a B, but hard to earn an A. If the results are
similar to the lab then students who are willing to put in the effort should perform
well on the exam. A final possible predictor could be the science GPA of students
who take a Physics course. Science GPA might be a better indicator of exam per-
formance because students are more interested in their science courses as compared

to general education courses. This might make the GPA a better predictor of exam
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performance.

In the spring I plan on podcasting my lectures on iTUnes U, and investigating
how this change effects the results. If motivation is really the important factor behind
student success then I expect that the number of times students who are motivated
an watch the podcasts should be able to predict exam performance. This also might
make attendance a better predictor because some students might decide that they do
not need to come to class because of the podcasts.

Future research also should investigate significant predictors in the other Physics
courses. These results should be generalizable because it takes similar skills to succeed
in these general Physics courses. These results were similar to first semester algebra-
based Physics research. My results were fairly consistent with Bonham’s [38] results.
We did not used the same predictor variables. In both cases ability or motivation
variables were the best predictor variables. There has not been a first semester study
that used as many predictors as this study did,so it would be interesting to go in more
detail for a first semester Physics course. It would also be interesting to examine

calculus-based Physics courses and see if similar results occur.
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4.9 Project Summary

This study will be the first study that addresses the following topics:

1. All significant measurable course component predictors were identified. The best
course component predictor of Physics 1214 exam performance was determined.
The lab was a significant predictor in both semesters. The homework was a
significant predictor in the spring. No other course components were significant
predictors of exam performance. The lab may have been a good predictor because
the lab has a controlled environment. Another explanation to the lab is it is a good
measure of motivation. Students who are willing to work hard in the lab probably
work hard in class.

2. The role of academic ability in predicting exam scores was determined. In both
semesters the ACT science score and GPA were significant predictors of exam
performance. The GPA is another example of student motivation being a good
predictor of exam performance.

3. The relationship between student behavior variables and the exam performance
was found. In the fall semester both the active/reflective dimension and the MPEX
pre-test could predict exam performance. In the spring semester the MPEX
post-test predicted exam performance. Student learning styles and how much a
student thinks like an ”expert physicist” are poor predictors of exam performance.
A possible explanation for this is the professor rarely worries about teaching a
thinking method while teaching class.

4. It was found there was not many performance differences on the course
components due learning styles. This possibly occurred because Physics is taught in
a manner that incorporates multiple learning styles. This means no student is

shown preferential treatment. The subjects in the literature always were taught
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where a particular learning style was unintentionally favored.

5. It was determined what other factors could be used to predict exam performance.
Time spent in the helproom, class attendance, lab attendance, and exam help
session attendance could not be used to predict exam performance. These variables
were important measures of motivation even if they were poor predictors. There
were significant performance differences between students who had perfect
attendance and students who missed at least one class. Students who did not miss
class outperformed students without perfect attendance. There were also
performance differences between students who attended two exam review session
and students who attended less sessions. Students with who attended two helps
sessions scored higher on exams. Finally students who spent at least 7.5 hours in
the helproom scored higher on exams than students who spent less time.

6. The student’s performance in Physics 1114 could be used to predict exam
performance. This also could be a measure of motivation. Students who were
motivated in the past continue to stay motivated.

7. The only variable that was a consistent predictor when all of the significant
predictors was combined in a research question during the two semesters was the
GPA. The reason that the fall semester probably did not have many predictors was
the small sample size. If the sample size was larger the results might have been
more consistent with the spring results. The best predictor of Physics 2 exam
performance appeared to be either the GPA or the Physics 1 grade.

8. The style of questions asked in the spring semester varied from homework-style,
multiple choice or essay questions, but essentially the same predictor variables
predicted the different sections of the exam. The Physics 1 grade and the lab were
consistent predictors.

9. The different sections of the exam usually varied by one variable. The homework

predicted homework style questions, and the ACT science score predicted the
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multiple choice questions. This means that the variable that was different for the
sections of the exam utilizes similar skills as that portion of the exam.

This is the only study that author is aware of that has investigated a second
semester Physics course. No first semester studies have used as many predictor
variables as this study. The result that ability variables are better predictors of
exam performance than course components is consistent with research on first

semester Physics courses.
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APPENDIX A

IRB Consent Forms

Evaluating the effectiveness of algebra-based physics course components.
Investigators: Chris Austin, B.S.
Bruce Ackerson, PhD.

Pmrpose: The goal of this research study 15 to evaluate the effectiveness of the course components in an algebra-based
physics cowrse. This will be done by determining which course components best predict exam performance. The
relationship between the course performance and math ability, science ahility, and attitude about physics will also be
determined. Fmally it will be determined of performance differences ocour dus to leaming styles.

The information needed from the students mchide: course grades, university GFA at the beginning of the semester, and
ACT math and science subscores.

Procedures: Panticipants will be asked to complele two surveys ab the start of the semester. Each survey should nol take
longer than fifteen minutes. A follow-up fifteen minute survey will be given at the end of the semester. The sureys will
be given m the first and last week of physics lab.

The mformation needed from the students mehide course grades, mstitutional GPA at the stant of the semester, and ACT
rosath and science subscores. A the end of the semester the professor will give the study researchers the course grades of
all of the participants. The O3 communications office wall give the GFA and ACT scores. Toallow access fo the data
participants will need to sign the consent form

Rislcs of Paticipation: There are no nsks involved with participation

Bemefits: Thereare several benefits from this study. The most important benefit will be the knowled ge about the course
components that successflly predict exam performance. This will allow fture physics professors 1o know the activities
that increase student performance. The professors will also have advice to give to students for studying for physics exams.

Confidentinlity: The data frorm this study will be kept confidential. The two listed researchers are the only people with
access to data from this study, Al records will be kept on a pazssword protected computer that is fiot connected toa
networke All documents with data will bave different passwords, Student names will never be in a computer file with the
data, [dentifier tags will be used instead of student names. The key linking the student names to the identifier tags will be
stored on a different computer. At the end of the semester when all of the data is collected all names will be removed from

all files, The key linking the names to the identifier tags wall be erased. Data wall never be presented that has student
names.

Compensation: There is no compensation for this study. Participation is volunfary.

Contact Informatinon: 1f your have guestions about this study you may contact Chns Austin at 405-744-6694 or
chris austinf@okstate edu

[f you have questions about your nghis as a research volunteer, you may contact Dr. Sue C. Jacobs, [RB Chair, 210
Cardell Morth, Stllwater, OX 74078, 405-744- 1476 or wbdfakstate edy

Participation 15 vohmtary, Participating or not participating in this study will not affect your
course grade m any way. If you decide i the future not to participate then you can end yvour
participation at any tiume.

1 have read and fully nnderstand the consent form. I sign 1t freely and voluntarily. A copy of tlus
form has been grven to me.

Physics 1114 / Physics 1214
Print Mame Sigratare of Participant Doate Please citcle one

I certify that [ have personally explained this document before requesting that the participant sign it
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A.2 Consent Form Spring Semester

Evaluating the effectiveness of algebra-based plivsics course components.

Inwestioators: Chris Austin, B.5
Bruce Ackerson, FhD,

Purpose: The goal of this research study 15 to evaluate the effectiveness of the course components in an algebra-hazed
phiysics course. This will be done by determming which couwrse commponents best predict egam performance.  The refationship
between the course perfortmance and math ability, science abilidy, attitude about physics, class attendance, office hout

altendance, help session attendance, and pnior Fhysics performance wall also be determined. Fmnally if will be det ermined if
performance differences occur due to lesrnmg styles.

The mformmation needed from the students include: course grades, undversity GPA at the beginning of the semester, ACT math
and science subscores, class allendance, office hour altendance help seszion attendatice, and prior Physics perfottrance,

Procedures: Participants will be asked to complete two surveys at the start of the semester. Each survey should not take
longer than fifteen minutes, A follow-up fifteen minute survey will be given at the end of the semester,  The sunveys will be
given m the first class period.

The mformmation needed from the students include course grades, institutional GP A at the start of the semester, ACT tmath and
science subscores, class attendance, office hour attendance, help session attendance, and prior Physics performance. The
Fhys=ics 1 professor will give me the Physics | grades of all participants. At the end of the sernester the professor will give the
study researchers the course grades of all of the participants.  The OS0T communications office will give the GPA and ACT
scores. Toallow access to the data participants will need to stgn the consent form.

Risks of Participation:  There are no risks involved with participation.

Benefits: There are several benefits from this study, The most important benefit will be the knowledge about the course
cotnponents thal successfdly predict esam performance. This will allow future physics professors 1o know the activities that

icrease student petformatce. The professors will alzo have advice to give to students for studyng for physics exarmns.

Confidentiality: The data from this study will be kept confidential. The two Hsted resestchers are the only people with access
to data from ths study, All records will be Kept on a password protected computer that iz not connected to a network, Al
docurments with data will have different passwords. Student names will never be in 2 computer fle with the data Tdentifier

tags will be uzed instead of student natnes. The key linking the student names to the identifier tags will be stored ona
different computer. &t the end of the semester when all of the data is collected all names will be removed from all files. The
key linking the names 1o the identifier tags will be erased. Data will never be presenied that has student narnes
Compensation: There is no compensation for this study. Parlicipation is voluntary,

Contact Informaiiuon: IF your have questions about this study you may contact Chris Awstin at 405-744-6604 or
chriz. anstmd@iokstate. edu,

[f wou have guestions about your rights as a research vuhmt&er you may contact Dr. Gue ©. Jacobs, [RE Chair, 219 Cordell
Morth, Stillwater, OK 74078, 405-744-1676 or thilokas

Participation is woluntary, Participatmg or not participating m this study will not affect your course grade m any way. 1f you
decide in the future not to participate then you can end your participation 2t any lime

[ hawre read and fully understand the consent form. 1sign it freely and voluntarily, & copy of this form has been given to me,

Physics 1114 / Physics 1214

Print Fame Signature of Participant Date Please carcle one

[ certifyy that [ hasre personally sxplained this document before requesting that the participant sign it

Signature of Fesearcher Date
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APPENDIX B

Surveys

I have attached copies of some of the instruments that will be used in this study along

with some of the answer keys for that instrument.
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B.1 MPEX

'?gtnﬂ;-"
2 °  Student Expectations in University Physics:
ﬁ,ﬁnﬁq The Maryland Physics Expectations Survey

Here are 34 statements which may or may not describe vour beliefs abowt this course. Yo are asked to rate
each statement by circling a number between | and § where the mmnbers mean the following:

|l: Strongly Dis.ngrct'FE.‘ Disagree b.' Meutral l-:l: Agree |5: Stronzly A:gltel

Answer the questions by circling the pumber that best expresses vour feeling. Work quickly. Don't over-
elaborate the meaning of cach statement. They are meant to be taken as snaighiforward and sople. If vou
o't understand a statement, Jeave it blank, If vou inderstand, but have no strong opiion, circle 3. 1f m
item combines two statements and you disagree with either one, choose 1 or 2,

J_ AN T need 1o do o understaind most of the basic ideas in 1has conrse 15 just read the 12945
text. work most of the problems, andfor pay close attention in class.
TAI! 1 learn from a derivation or proef of a formuda is that the formula obtained is | 12345
= valwd and that it 15 OF o use i in problams,
3 |T 2o over my class notes carefully to prepare for tests in this course. 12345
" ["Problem solving” in physics basically means matching problems with facts or
4 & g 12345
equations and then substituting values to gel o nuber. |
[ Learning pliysics made me change some of my ideas about how the phiyvsical world
& i 12345
wiorks. |
1l spend a lot of ime Higuring ow and understanding ar least some of the denvanons |
& ; REt. ; 12345
o proods given either in class or in the rext,
T | read the text i detanl and work twough many of the examples given there. 12345
. [In this course. [ do nat expect to understand equations in an intuitive sense; they
& ; 7 12345
st just be taken as givens.
[ |[The best way for me to leam plivsies is by solving many problens rather than by
o ! 5 " ¥ 123465
cavefully analyzing a few in detail. !
10 [Pliysical laws have little relation 1o what I experiznce in the real workl 123405
: A good understanding of pliysics is necessary for me to achieve my career goals, A 12345
wmood grads m has course 1= not 2nougl.
]_., inowledge i phyvsics consists of many pieces of information each of which applies | 129345
~ primarily o a specific simation,
B My grade in this course 15 primarily determinesd by how famaliar T amn with the
i ; 3 il ’ Pt 123405
saterial. Insight or ereativity s little to do wath it,
:; Leaming pliysics 1s a matter of scquiring knowledge that is specifically located in 129345
1l lawes, prmeiples. and equations given in class and'or i e wexbook.
1: Lo choing a plivsics problam, if my calenlation gives a result that differs significantly 123465
~ |[from whar [ expect. I'd have to tmst the calenlation
MPEX ! & U of MD PERG 2001
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The denvations or proofs of equations m <lass or in the text has hittle 1o do with i2345

16 solving problens or with the skills T need 1o succeed in this course.

”E]ﬁi‘l;m fiew specially qualified people are capalile of really understanding 12345
i1 0

To understand physics. [ someatimes think abour my personal experiences and relare
18 s 123485
|[them to the topic being analyzed.

191 Ii.:nmst crucial thing in solving a physics problem is finding the vight equation to 12345

ﬁ_ T don't remember a particular equation needed for o problem m an exany here's 12945
= nothing nmch I can do (legally!) to come up with it.

answers, | would not worry abous it; [ would just choose the answer that seemed 12345

1 come up with two different approaches to a problem and they gave different
21
| Imost reasonable. {Assume the answer is not in the back of the bool.)

|

| [Pliysics 15 reloted to the real world and it sometimes helps to think about the 12345
=7 connection. but 1 15 rarely essential for whiat I have 1o do i tis courss.
23| [ The main skill T get out of this course is leaning how to solve physics prablems. 12345

" |[The results of an exam don't give me any useful mudance to improve my
wirderstanding of the course material, All the leaming associated withanexamisin | 1 2 3 4 5§
the studying [ do before it takes place.

[
2

25 |Learming physies helps me understand situations in my everydoy life. 12345

; When [ zofve most exaim or homework problems, [ explicithy think abour the 12345
woncepts that underlie the problem.

; "Understanding” physics basically means being able to recall soanething you've read 12345

o1 Leen slowmn,

] Spending a lot of time (half an hour or more) working oo a problem is a waste of

2% (rime. If I don't make progress quickly, I'd be better off asking someone whoknows | 1 2 3 4 §
mwore than [ do.
; A siguiﬁ:c.umlpmbkm in this course is being able to memerize all the information I 12345
d 10 know.
I [The main skill zet out of this cowrse i3 1o leam how to reason logically about the
0 ! 12345
iysical world. ]
31 I wee the nustakes [ makes on homework and on exam probleans as cluzs to wiat 1 12345
" need 1o do to understand the material better.
To be able to use an equation in a problem (particularly in a problem that I haven't
321 % z 12345
seen before), T need to know maore than what each term in the equation represents.
[ s possible 1o pass this course (get a "C" or better) without understanding physics
£ I = 12345
| ey well.
[ | Leaming physics requires that [ substantially rethink, restmcture, and reorganize the
EXlim . A 2 12345
information that T am given in class and/or in the text.
MPEX Forsion 4.0, T of Maryland FERG, 1997
Maintamed by University of Marviand PERG
Comments and questions may be directed o E. F. Redish
Last modified Mavch 2, 2001
MPEX 2 2 UL af MD PERG 200!
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10.
11.
12.
13.
14.
15.
16.
17.

. Disagree
. Disagree
. Agree
. Disagree
. Agree

. Agree

Agree

. Disagree

. Disagree

Disagree
Agree

Disagree
Disagree
Disagree
Disagree
Disagree

Disagree

B.2

18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.
29.
30.
31.
32.
33.
34.

Expert Response to MPEX

Agree
Disagree
Disagree
Disagree
Disagree
Disagree
Disagree
Agree
Agree
Disagree
Disagree
Disagree
Agree
Agree
Agree
Disagree

Agree
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B.3 Index of Learning Styles

INDEX OF LEARNING STYLES'

DIRECTIONS

Enter your answers to every question on the ILS scoring sheet. Please choose only one answer
for each question. I both “a™ and 5" seem 1o apply o you, choose the one thar applies more

frequently.

1.

w

[imderstand something better afler I
a) fry it out.
by think it through.

T wonld rather be considered
a) realisnc,
by inmovative,

When I hank about what T did vesterday, T am most likely 1o get
a) a picture.
by words.

T tend to
a) understand derails of a sulyect bor may be fuzzy about its overall strciore,
by understand the overall structure but may be fuzey about details.

When [am leaming something new, it helps me 1o
a) talk abour it
by think abour it.

IFT were a teacher, I would rather teach a course
) that deals with facts and real life situations.
by than deals with ideas and theories.

I prefer to get new information in
a) picnires, diagrams, graphs, or maps.
Iy written directions or verbal infonmation.

Onee T understand
a) all the parts, Iunderstand the whole thing,
b} the whole thing, T see how the parts fir,

In a study gronp working on difficult material, T am more likely to
a) jump i and contribate ideas,
by sit back and listen.

E Copyright © 1991, 1994 by Nogth Caroling State Universaty {Authered by Richard M. Felder and
Barbaea A, Solommy), For information abowt approprate and mappropriate wses of the Index of Learning
Stvles and a study of its reliability and validity, see <hitpsAvine mesi ednfelder-public AL Spage hinl=,
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10,

11.

13

14.

15,

16.

17.

18,

19.

LI

11

I find it easier
a) to leamn facts.
) o learn conceplts,

Tin & book with lots of pierores and charrs, T am likelv ro
a) leok over the pictures and charts carefully.
) focus on the written text.

. When T solve math problems

a) [usvally work noy way 1o the solutions one step at a time.
b) [ often just see the solutions but then have to struggle to figure out the steps to get to
them.

In classes T have taken
a) [ have usnally gotten to know many of the students.
b) T have rarely gotten to know many of the smdents.

In reading nonfiction, T prefer
a) somerhing thar teaches me new facts or tells me how 1o do something,
b) something that gives me new ideas to think abont,

I like teachers
a) who put a lot of diagrams on the board
by who spend a lot of time explaining.

When I'm analyzing a story or a novel

a) [hink of the incidents and try to put them together to fgure out the themes.

by T juest know what the themes are when I finish reading and then I have 1o go back and find
the incidents that demonstrate them.

When I start a homework problem. T am more likely to
a) start working on fhe solution inmediately,
by try to fully understand the problem Grst.

[ prefer the idea of
A} Ceramnty.
by theory,

T remember best
) what I see,
by what I hear.

It is more important to me that an instructor
a) lay ont the material in clear sequential steps,
b} give me an overall picture aud relate the material to other subjects.

[ prefer to study
a) in A sy group.
b) alone,

(5]
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21,

23,

26

P

30

31

32

33

T o more Likely 1o be considerad
a) careful abour he details of ny work,
b}y creative about how to do my work.

When T get directions 1o a new place, I prefer
a) A map.

by} written instmctions.

[ leam
a) at a fairly regular pace. 1€ 1 study hard, U1l "get it.”
by i fits and starts. T'1 be totally confiised and then snddenly it all “clicks.”

I would rather first
a) 1y fhings our,
Iy think about how ['mgomng 1o do i,

When T am reading for enjovment, T like writers 1o
a) clearly say what they mean.
b} say things in creative. interesting ways.

o When I see a diagram or sketch i class. [ am most likely to remember

a) the picture.
Iy} whart the imstructor said abonr it

When considering a body of mbonnation. T am moere likely o
a) focus on details and miss the big picture.
by oy to understand the big picmre before geting into the details,

I more easily remember
a) something T have done,
Ivy something I have thonghr a lot abour,

When I have o perform a task, T prefer to
a) muaster one way of doing it.
by come up with new ways of doing it.

When someons is showing me data, [ prefer
a) charts or graphs.
b} text siwunmarizing the results.

When writing a paper. I am more likely to
a) work on (think about or write) the beginning of the paper and progress forwand,
by wiork on (think abour o wrire) different parts of the papeer and then order them,

When I have to worl on a group project, [ first want to

a) have “group brainstorming” where everyone confributes ideas.
b} brainstorm individually and then come together as a group to compare ideas.
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3.

36.

.

38,

3%,

40,

41.

41,

44.

T consider it higher praise to call someone
a) sensible,
b} imaginative,

. When I meet people at a party, T am more likely to remember

a) what they looked like.
b} what they said about themselves.

When [am learning a new subject, T prefer o
a) stay focused on thar subject, learning as mnch abowr ir 45 T can,
b) try to make connections between that subject and related subjects.

[ an more likely 10 be considered
a) outgoing.
b) reserved.

I prefer courses that emphasize
) concrete material (facts, data).
by abstiact material (conceprs. theories).

For entertainment. [ would rather
a) watch relevision.
by read a book.

Some teachers start their lecmires with an ontline of what they will cover. Such outlines are
a) somewhat helpful o me.
by very helpful 1o me.

The idea of doing homework in groups, with cue grade for the entive group,
a) appeals 1o me.
b} does not appeal to me.

When I am doing long caleulations,
a) I tend to repeat all my steps and check oy work carefully.
by T tind checking my work tiresome and have o force myself to do it.

I tend 1o picture places T have been
a) easily and fairly accurately.
b} with difficulty and withont much deail.

When solving problems in a group. I would be more likely to

a) think of the steps in the solution process.
by think of possible consequences or applications of the solution in a wide range of areas,
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B.4 Scoring the ILS

This is the method to determine the learning style as determined by Felder. For
each question place a one in the appropriate blank and then sum the number of a’s

and b’s.

Actove or Beflective Learner

Cestion alACT) h(EEF)
1

3

o

33

37

41
S

Now subtract the smaller of the two sums from the larger of the two sums and
place the letter of the larger letter next to the difference. This will determine how

active or reflective a learner is.
Act/Ref = (larger — smaller)(letteroflargervalue) (B.1)

If the score is between one and three then the learner is fairly well balanced. If the
score is between five and seven then there is a moderate preference. The student will
learn more easily using techniques that favor this style. If the score is between nine

and eleven then there is a strong preference for one of the styles, and the student may
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encounter difficulty if this style is not used in instruction. Use the same procedure

for the other learning categories.

Sensmg or Infuitive Learner

Oueshon a(SEN} L{INT)

¥

]

1

14

34

38

42
St

YVismal or Verbal Learmer

Chiestion a(VIs) LVER)
3

11

15

19

il

35

30

43

S
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Sequential or Global Leamer

Cmeztion alfSeq) b Glob )

40

44
Sum

For statistical purposes Felder suggested scoring an (a) response as a 1, and a (b)
response as a 0. This means that a student’s possible score on a dimension ranges
between 0 and 11. So, for example, on the active/reflective dimension (a) responses
represent an active preference and (b) responses represent a reflective preference. The
suggested scoring method for statistical analysis becomes: a score of 0 to 1 represents
a strong reflective preference, 2 or 3 represents a moderate reflective perspective, 4 or
5 a mild preference for reflective, 6 or 7 a mild preference for active, 8 or 9 a moderate
preference for active, and 10 or 11 a strong preference for active. This scoring system

works similarly for: sensing (a)/ intuitive (b), visual (a)/verbal (b), and sequential

(a)/ global (b).
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APPENDIX C

Statistics Review

A brief statistics review is given in this section for the benefit of readers unfamiliar
with advanced training in statistics. This review will not demonstrate calculations,
but explain techniques used in the literature review and this study. Each statistical
technique answers a specific research question. The goal in any study is to match the

technique and research question. The techniques reviewed are:

1. Correlation- What is the relationship between two variables?

2. Regression - Can a set of predictor variables predict the criterion variable?
3. Analysis of Variance (ANOVA) - Are the mean differences between groups
significant?

Each technique will be discussed in more detail.

C.1 Correlation

The Pearson correlation coefficient [75] [76] [77] [78](r) gives the relationship be-
tween two variables. It is possible to have strong, weak, or no correlation. As an
example let’s consider the correlation between exam grade and homework grade (as
seen below). A strong positive correlation indicated students that scored high on
the exam also scored high on the homework. A strong negative correlation indicated
students who scored high on the exam scored low on the homework, and students
who scored high on the homework scored low on the exams. No correlation indi-

cated there is no meaningful relationship between the two variables. The Pearson
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correlation coefficient is given by:

where z; and y; are the individual scores, T and 7 are the means of the two vari-
ables, and S;and S, are the respective standard deviations. The standard deviations

of x and y is calculated using equation 9.2 and 9.3 below:

> (zi —@)?
kb (C.2)

Sy =

(- 9)°
“No1 (G-3)

5y =

The possible values for correlation range from -1 to +1. The correlation values give
both the direction of the correlation and the strength. The direction of the correlation
is given by the sign of the correlation coefficient. A positive correlation means that
high scores for one variable correspond with high scores on another variable, and low
scores on one variable correspond with low scores on another variable. A negative
correlation means that high scores on one variable correspond with a low score on
the other variable. Examples of positive and negative correlations are shown in figure
C.1. The other information that the correlation coefficient gives is the strength of the

correlation. The closer the value of the correlation coefficient is to | 1 | the stronger

the correlation. Examples of strong and weak correlations are given below in figure

C.1.
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Strong Positve Convelation Strong Negative Correlation Weak Comelation

+
+
+
+ A, i
o + & n & + + +
= + r &) L
B = 4+ = + +
= + = + 5 +
= - +
g + g + o + + + +
= Z
(4] + & + 5 +
+ + L + + *+ 4 7
+
Homewaork Average Homework Average Homewaork Average

Figure C.1: Positive, Negative, and Weak Correlation

Correlation does not explain why relationships between variables occur, it only
determines if a relationship between two variables exist. The Pearson correlation coef-
ficient is rarely interpreted. The interpreted value is the coefficient of determination
(r?). The coefficient of determination represents the shared or explained variation
between two variables. For example, if (r?) for the earlier example was 0.48, then 48
percent of the variation between the homework and exams were shared. The shared
variation is shown in figure 2 by area 2. The unexplained variation between two
variables is found by:

UnexplainedV ariation = 1 — r? (C.4)

The unexplained variation for the example would be 0.52. This is interpreted as
52 percent of the variation in the exam score was not due to the homework, it was

due to other unmeasured variables. This is shown in the figure below by area 1.
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Homework
Average Exam
Average
_

\
e W

Figure C.2: Correlations among two variables

The correlation coefficient is tested for significance with a t-test. The null
hypothesis tested is there is no correlation among the two variables (r = 0). The

observed t-value is calculated by:
= — (C.5)

where N is the total number the number of data values in the data set. This

observed value is tested against a critical t-value at the following degrees of freedom:
df = N —2 (C.6)

The degrees of freedom represent how much the deviations are able to vary from
each other. If the observed t-value is greater than the critical value than the null

hypothesis of no correlation among the two sets of data is rejected.

C.2 Simple Regression

There is one predictor variable (independent variable) and one criterion vari-
able (dependent variable) in simple regression. [75] [76] [77] [78] The goal of simple
regression is to predict the criterion variable from the predictor variable. This is

accomplished using a prediction equation where the predictor variable has a weight
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(regression coefficient) attached to it. There are two types of regression coefficients.
The [-weight is the standardized regression coefficient. It has no scales (no units)
which allows for comparisons among predictors within the study. This weight is more
important in multiple regression because there are several predictor variables. The
second weight is the b-weight or unstandardized regression coefficient. The relation-

ship between the regression coefficients is:
b= (= (C.7)

where S, and S,are the standard deviations of y and x. The scales are reattached to
the unstandardized regression coefficient when the (-weight is multiplied by the
standard deviations. The scales allow a researcher to make comparisons to

unstandardized regression coefficients stated in literature.

Once the regression coefficients are found it is possible to form two prediction

equations. The standardized prediction equation is given by:
Y =pz (C.8)
The unstandardized prediction equation is found from:
Y =bzr+a (C.9)

where the y-intercept (a) is found from:

a=Y —bT (C.10)

Both the prediction equation and the correlation coefficient are tested for significance

using an F-test. The F-test is given by:

r?/k

H pR) g S

(C.11)

where 1 is the correlation coefficient, k is the number of predictor variables (always

one for a simple regression), and N is the number of data values in the study. The F
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value is then tested against a critical F value at (dfregression, @fresiduar). These df are

determined by

dfregression =k (Cl2)
dfresidual =N-k-1 <C13)

The goal is to beat the critical value which means the null hypothesis of the two
variables not being related is rejected. When comparing the F value and critical
value the table will give a p-value. This is the probability of making a mistake.
The regression coefficients are tested for significance using a t-test. The t-value is
calculated by:

t = — (C.14)

Sp
where b is the unstandardized regression coefficient found above and S, is the standard
error of the regression coefficient. The standard error for the regression coefficient is

found by:

2 (@ —2)(y —7)
Sy = Sz = 7 (C.15)

The t-value is then compared to a critical value atdf,csiguai- T-values larger than two
are typically significant. To test the regression coefficients using an F-test the t-value

would have to be converted to an F-value using the relation:
F =t (C.16)

This value is then tested against a critical value at (1, df,esiquar). Again the goal is to

beat the critical value.

C.3 Multiple Regression

Several predictor variables are used to predict the criterion variable in multiple
regression. [75] [76] [77] [78] Predictions are made by forming a prediction equation

where the predictor variables are weighted by regression coefficients. The regression
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coefficients are either standardized or unstandardized. The standardized regression
coefficients (-weights) do not have scales which allow comparisons of predictor vari-
ables in the study. The larger G-weights are better predictors of the criterion variable.
If comparisons to variables in other studies are desired then the unstandardized regres-
sion coefficients (b-weights) are used. Comparisons are possible because the b-weights

have scales attached to them. The regression coefficients are related by:

(C.17)

where S, is the standard deviation of the criterion variable, and S;; is the standard

deviation of the predictor variable.

Prediction equations are formed using the regression coefficients. The standardized

prediction equation is given by:
Y = Bix1 + Boxa + ... + Byxn (C.18)
The unstandardized prediction equation is given by:
Y =a+bxy +boxo+ ... +byan (C.19)
The intercept is given by::

a=Y —biT] — boT3 — ... — —bNTN (C.20)

A benefit of running multiple regression is the coefficient of determination (R?) is
found. This value is also referred to as the squared multiple correlation coefficient.
The squared multiple correlation coefficient represents the amount of variation in the
criterion variable that is shared with the predictor set. The shared variation between
the predictor set and the criterion variable is shown in the figure below by areas

14+2+3. The unexplained variation is given by:

UnexplainedV ariation = 1 — R? (C.21)
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The unexplained variation is shown by area 7. Both the shared variation and

unexplained variation is interpreted in the same manner as in correlation.

Another method to determine the best predictor variable is to find the squared
semi-partials. The squared semi-partials represent the unique variation that the cri-
terion variable has with a predictor variable. This is shown by area 1 for variable 2,

and area 3 for variable 1.

Dependent

Independent Variable

Variable 2

Independent
Variable 1

Figure C.3: Correlations among three variables

Both the prediction equation and the correlation coefficient are tested for signifi-

cance using an F-test. The F-test is given by:

R2/k

F:(l—R2)/(N—k—1)

(C.22)

where R is the correlation coefficient, k is the number of predictor variables (always
one for a simple regression), and N is the number of data values in the study. The F
value is then tested against a critical F value at (dfregression, Afresiduar). These df are

determined by

dfregression =k (CQ3)
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dfresidual =N—-k—-1 <024)

The goal is to beat the critical value which means the null hypothesis of the two
variables not being related is rejected. When comparing the F value and critical
value the table will give a p-value. This is the probability of making a mistake.
The regression coefficients are tested for significance using a t-test. The t-value is
calculated by:

t=— (C.25)

Sp
where b is the unstandardized regression coefficient found above and S}, is the standard
error of the regression coefficient. The t-value is then compared to a critical value
atdf esiquar- T-values larger than two are typically significant. To test the regression
coefficients using an F-test the t-value would have to be converted to an F-value using
the relation:

F =t (C.26)

This value is then tested against a critical value at (1, dfresiquar). Again the goal is to

beat the critical value.

C.4 Backward Stepwise Regression

The goal of backward stepwise regression [75] is to maximize the squared corre-
lation coefficient by eliminating non-significant predictors. The procedure initially
enters all of the variables into the regression. The worst predictor is eliminated, one
predictor at a time, until only significant predictors remain. The worst predictor is
determined by examining either the squared semi-partials or the standardized regres-
sion coefficients. When only significant predictors remain the squared semi-partials
are used to determine which variable has the most shared variation with the depen-
dant variable. The prediction equation and the squared multiple correlation coefficient

can also be found. Let’s consider an example with five predictor variables (X;, Xs,
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X3, X4, and X5). Initially all five variables are entered into the regression. After
the regression X7, X5, and X3 were significant, and X, and X5 were non-significant.
The worst predictor, determined by the lowest standardized regression coefficients,
between X, and Xj is eliminated. For the purpose of this example let’s assume X4
was a worse predictor than X5, so X, is eliminated from future analysis. The re-
gression is now run again. After the regression X, X5, and X3 were significant, X5
was non-significant. X5 would now be eliminated and the regression is run again. At
this time let’s assume the remaining three variables are significant. At this time the
squared semi-partials are used to determine which variable has the most shared vari-
ation with the dependant variable. The prediction equation and the squared multiple

correlation coefficient can also be found.

C.5 Analysis of Variance

Analysis of variance [79] (ANOVA) determines if mean differences between groups
are significant. The differences are tested for significance using an F-test. An F-test
is a ratio of the effect of the treatment divided by the error. This F-value is then
compared to a critical F-value. The mean differences between groups are significant
if the calculated F-value is larger than the critical value. ANOVA only answers if
the means are different. To obtain estimates of the strength of effect w? needs to be
determined. Small effects occur when 0.01 < w? < 0.06. A medium effect occurs
when 0.06< w? < 0.15. A large effect occurs if w? > 0.15. If the assumptions of
ANOVA are failed then a possibility is to use Mann-Whitney U, the non-parametric
counterpart to ANOVA. [80] It tests if there are significant differences between two
variables by comparing the sum of the ranks. Each score is ranked with 1 going to
the smallest variable, 2 to the next smallest, until all of the scores are ranked. The

ranks are then summed and compared for differences.
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C.6 Regression Assumptions

In order to use regression techniques assumptions have to be tested. If these
assumptions are failed then it is not appropriate to use that statistic. For regression

the assumptions are:

(1) The first regression assumption is that the independent variables are fixed. This
means that someone else can use the same scales that we use in our study. This
assumption is not hard to meet.

(2) The next assumption is the independent variables are measured without error.
Again this assumption is not hard to meet. Reliability data on the surveys could be
presented to show that we meet this assumption.

(3) The correct mathematical model is used in the analysis. This basically says that
there are no missing variables. A literature review of appropriate variables could
solve this assumption

(4) The regression of Y on X is linear. To test this assumption the predicted values
vs. actual values would be plotted. When this is plotted if the assumption is met

then there should be a nice linear flow to the data.

+

5 * +
B + T
E] 4 +
E Toh
T
g ¥ &
]

+- 4=
& _+ +

T+
Actual values

Figure C.4: Linear assumption for regression.
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(5) The next assumption deals with errors. This is the same three assumptions used
in a simple ANOVA (independence, normality, and homogeneity of variance). The
first assumption would be independence. This says that the scores in the data set
are unrelated. The second assumption is normality. This says that scores are
symmetric around the mean. The last assumption is homogeneity of variance. This
says that the scores are spread around the mean the same. To test for the error
assumption, plot the predicted values vs. the residuals (y-y’). If this assumption is

met then there should be a nice spherical pattern (figure 5).

Predicted values v’

Residuals y-v°

Figure C.5: Error for regression.
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APPENDIX D

Test of Regression Assumptions One Through Three

The first three regression assumptions are not hard to meet. There is nothing
special about my scales. Anyone could use the same set of scales. The surveys
have been shown to be reliable, so the error assumption is not a problem. From the
literature review there does not seem to be any missing variables. That leaves the

last two assumptions.
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APPENDIX E

Test of Regression Assumption Four and Five for Research Question

One-Fall 2007 Data

Step 1-All variables are included in the regression. This includes homework average,

lab average, PRS score, and pre-class quizzes.
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Figure E.1: Step 1-All variables entered.
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Figure E.2: Step 1-All variables entered.
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Figure E.4: Step 2-The clicker score was removed.
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Figure E.6: Step 3-The pre-class quizzes were removed.
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Figure E.8: Step 4-The homework average was removed.
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E.1 Test of Regression Assumption Four and Five for Research

Question One-Spring 2008 Data

Step 1-All variables are included in the regression. This includes homework average,

lab average, PRS score, and HBL average.
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Figure E.12: Step 2-The clicker score was removed.
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Figure E.14: Step 3-The HBL score was removed.
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E.1.1 Analysis

The predicted score versus actual score seems to have a nice linear flow to them.
Low predicted scores match up with low actual score, and high predicted scores match
up with high actual scores. Due to this assumption four is satisfied. The predicted
score versus residual seems to have a circular pattern. Due to this assumption five is

satisfied.
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APPENDIX F

Test of Regression Assumption Four and Five for Research Question

Two-Fall 2007 Data

Step 1-All variables are included in the regression. This includes ACT math score,

ACT science score, and university GPA.
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Figure F.2: Step 1-All variables entered.
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Figure F.4: Step 2-The ACT math was removed.
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F.1 Test of Regression Assumption Four and Five for Research

Question Two-Spring 2008 Data

Step 1-All variables are included in the regression. This includes ACT math score,

ACT science score, and university GPA.
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F.1.1 Analysis

These graphs seem to have a nice linear flow to them. Low predicted scores match
up with low actual score, and high predicted scores match up with high actual scores.
Due to this assumption four is satisfied. The predicted score versus residual seems to

have a circular pattern. Due to this assumption five is satisfied.
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APPENDIX G

Test of Regression Assumption Four and Five for Research Question

Three-Fall 2007 Data

Step 1-All variables are included in the regression. This includes MPEX pre-test
score, MPEX post-test score, and the score for each of the four dimensions of the

Index of Learning Styles.
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Figure G.2: Step 1-All variables entered.
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Figure G.10: Step 5-The sequential score was removed.
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G.1 Test of Regression Assumption Four and Five for Research

Question Three-Spring 2008 Data

Step 1-All variables are included in the regression. This includes MPEX pre-test
score, MPEX post-test score, and the score for each of the four dimensions of the

Index of Learning Styles.
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Figure G.12: Step 1-All variables entered.
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Figure G.14: Step 2-The visual score was removed.
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Dependent Variable: EXAM
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Figure G.18: Step 4-The sensing score was removed.
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Dependent Variable: EXAM

3_
o
® o
s 4 Q Co
= = [ a3 o]
g : o o @
o = S & )
3 - g qep®opfs o B
H Sﬂﬂ DB@ o]
T 80 pne B9G8 & %
awn U s wpuoo 05 » 0% s
c> < 0%%@%{:&9 ﬂc’gﬂ o
o ® 2, 0o o
(E 14 = & @%D{?Gg
S o © o
w 0. =0 (% ke
E 5 o 00 @ o
. o
o -
| | | | | | |
0.00 50,00 100,00 150,00 20000 250,00 300,00
EXAM
Figure G.19: Step 5-The MPEX pre-test score was removed.
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Figure G.20: Step 5-The MPEX pre-test score was removed.
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Dependent Variable: EXAM
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Figure G.21: Step 6-The active score was removed.
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Figure G.22: Step 6-The active score was removed.
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G.1.1 Analysis

The fall graphs seem to have a nice linear flow to them. Low predicted scores
match up with low actual score, and high predicted scores match up with high actual
scores. Due to this assumption four is satisfied. The spring graphs however do not
seem to have a linear flow, and probably should not be analyzed. The predicted
score versus residual seems to have a circular pattern. Due to this assumption five is

satisfied.
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APPENDIX H

Test of Regression Assumption Four and Five for Research Question

Four-Spring 2008 Data

Step 1-All variables are included in the regression. This includes lab attendance, help

session attendance, time spent in the helproom, and Physics 1 grade.
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Figure H.2: Step 1-All variables entered.
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Figure H.4: Step 2-The lab attendance was removed.
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Figure H.5: Step 3-The help session attendance was removed.
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Figure H.6: Step 3-The help session attendance was removed.
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Dependent Variable: EXAM
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Figure H.7: Step 4-The time spent in the helproom was removed.
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Figure H.8: Step 4-The time spent in the helproom was removed.
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H.0.2 Analysis

The spring graphs seem to have a nice linear flow to them. Low predicted scores
match up with low actual score, and high predicted scores match up with high actual
scores. Due to this assumption four is satisfied. The fall graphs however do not seem
to have a linear flow, and probably should not be analyzed. The predicted score versus

residual seems to have a circular pattern. Due to this assumption five is satisfied.
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APPENDIX I

Test of Regression Assumption Four and Five for Research Question

Five-Fall 2007 Data

Step 1-All variables are included in the regression. This includes MPEX pre-test,

active score, lab score, ACT science score, and GPA.
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Figure 1.2: Step 1-All variables entered.
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Figure 1.3: Step 2-The lab score was removed.
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Figure 1.4: Step 2-The lab score was removed.
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Figure 1.6: Step 3-The MPEX pre-test was removed.
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Figure 1.8: Step 4-The active score was removed.
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I.1 Test of Regression Assumption Four and Five for Research Question

Five-Spring 2008 Data

Step 1-All variables are included in the regression. This includes Physics 1 grade,

time spent in the helproom, lab score, homework score, ACT science score, and GPA.
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Figure 1.9: Step 1-All variables entered.
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Figure 1.10: Step 1-All variables entered.
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Figure [.11: Step 2-The MPEX Post was removed.
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Figure 1.12: Step 2-The MPEX Post was removed.

166




Regression Standardized Predicted

Regression Standardized Predicted

Value

Value

Dependent Variable: EXAM

o
0
o
% osé% ®
o
o 5
o
o Yoo, r_: o
o a% 3
o o o
o o q:- o ’3
o © o
C o
o o o]
o o
| ] I I | ] ]
030 0.40 050 06D 0.70 0.80 0.90
EXAM

Figure [.13: Step 3-The HBL score was removed.
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Figure 1.14: Step 3-The HBL score was removed.
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Figure 1.16: Step 4-The ACT Science was removed.
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1.1.1 Analysis

The graphs seem to have a nice linear flow to them. Low predicted scores match
up with low actual score, and high predicted scores match up with high actual scores.
Due to this assumption four is satisfied. The predicted score versus residual seems to

have a circular pattern. Due to this assumption five is satisfied.
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APPENDIX J

Test of Assumptions for homework style problems

J.1 Test of Regression Assumption Four and Five for Research

Question One-Homework-Style Problems

Step 1-All variables are included in the regression. This includes homework average,

lab average, PRS score, and HBL average.

170



Dependent Variable: work

Regression Standardized Predicted
Value

o o % oo L
8 O o o A T
a Q,‘.}c& B%GE@ mﬂoﬂgo%} @ﬁa@% 8
000 % glo™® g @%%{éﬁﬂﬁg% o o
o © B O o8 'ﬂ%@ = o6 & o
& o 909 a
5 a @ o
a
&
o
[ ] [ | T I
000 0.20 0.40 0ED 0E0 1.00
work

Figure J.1: Step 1-All variables entered.
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Figure J.2: Step 1-All variables entered.
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Figure J.4: Step 2-The clicker score was removed.
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J.2 Test of Regression Assumption Four and Five for Research

Question two-Homework-Style Problems

Step 1-All variables are included in the regression. This includes ACT science score,

ACT math score, and GPA.
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Figure J.6: Step 1-All variables entered.
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Dependent Variable: work
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Figure J.8: Step 2-The ACT math score was removed.
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Dependent Variable: work
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Figure J.9: Step 3-The ACT science score was removed.
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Figure J.10: Step 3-The ACT science score was removed.
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J.3 Test of Regression Assumption Four and Five for Research

Question three-Homework-Style Problems

Step 1-All variables are included in the regression. This includes the MPEX pre-test,

MPEX post-test, and the four learning style dimensions.
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Figure J.11: Step 1-All variables entered.
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Figure J.12: Step 1-All variables entered.
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Figure J.13: Step 2-The sensing/intuitive dimension was removed.
Dependent Variable: work
3—
0
2-—.
o gofa ©
o o
1 i o9 .8 o %
o ) 80 o {}% g %
oo .
) (2] o = %] @
0 D‘E}OG %:?ng & &
0O &0 =]
2 R o O
: oo% B L
4 o
o 0 2 o
L 2
o o
2 o & =
o
&
3_
] | |
25 00 25

Regression Standardized Residual

Figure J.14: Step 2-The sensing/intuitive dimension was removed.
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Figure J.15: Step 3-The sequential /global dimension was removed.
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Figure J.16: Step 3-The sequential/global dimension was removed.
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Figure J.17: Step 4-The visual/verbal dimension was removed.
Dependent Variable: work
a5 -
o
2
o
o
o G{E’GB o
17 o a s]
&F @80@‘} QQ}
° 5o o088 ég’ ° g
- bt ] o
2 o e o @ sy 8 0
it O L)
o ¢ g% s og®
4 )
o
o9 o oo o
= G e
2 - Q {b
B o
I | I
25 oo 25

Regression Standardized Residual

Figure J.18: Step 4-The visual/verbal dimension was removed.
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Figure J.19: Step 5-The active/reflective dimension was removed.
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Figure J.20: Step 5-The active/reflective dimension was removed.
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Figure J.21: Step 6-The MPEX pre-test was removed.
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Figure J.22: Step 6-The MPEX pre-test was removed.
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J.4 Test of Regression Assumption Four and Five for Research

Question four-Homework-Style Problems

Step 1-All variables are included in the regression. This includes the lab attendance,

help session attendance, time spent in the helproom, and Physics 1114 grade.
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Figure J.23: Step 1-All variables entered.
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Figure J.24: Step 1-All variables entered.

185




Regression Standardized Predicted
Value

Regression Standardized Predicted
Value

Dependent Variable: work

25
o [
]
& & @o
Sl e agég opdh 6o e ©
°© 8 2= o
A a o oo o 3 0 B
18 @ oo g9 o
O oglo < @ o Gﬂ%g o
o o LB Og
ol ‘?S} o i s
o o o0
o
a o
25 o i
] | | ] | |
0.00 0.20 0.40 050 080 1.00
work

Figure J.25: Step 2-The time spent in the helproom was removed.
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Figure J.26: Step 2-The time spent in the helproom was removed.
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Dependent Variable: work
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Figure J.27: Step 3-The help session attendance was removed.
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Figure J.28: Step 3-The help session attendance was removed.
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Figure J.30: Step 4-The lab attendance was removed.
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Figure J.29: Step 4-The lab attendance was removed.
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J.5 Test of Regression Assumption Four and Five for Research

Question five-Homework-Style Problems

Step 1-All variables are included in the regression. This includes the homework grade,

HBL grade, lab grade, GPA, MPEX post-test, and Physics 1114 grade.
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Figure J.32: Step 1-All variables entered.
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Figure J.31: Step 1-All variables entered.
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Dependent Variable: work
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Figure J.33: Step 2-The MPEX post-test was removed.
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Figure J.34: Step 2-The MPEX post-test was removed.
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Figure J.35: Step 3-The GPA was removed.
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Figure J.36: Step 3-The GPA was removed.
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Dependent Variable: work

&
2 o
o
52 2
: * 900,87 o
9 G
- 2 d% o %
@ Q oo B 4
s o g™ o gy
@
=2 e 0% © “o® ad B4 @
ss "7 o 2 % o” oo gog B
8 o
> omﬂu = ﬂ@g - @Pa 0
0
b, %eg . 0" 0o, ¥
A o o C o o ]
e a c B @ poo
w o a L= L]
! Yo o
L & o
E'r [+}
(vl s o
3_
| | I 1 | |
0,00 0.20 0.40 060 080 1.00
work
Figure J.37: Step 4-The HBL grade was removed.
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Figure J.38: Step 4-The HBL grade was removed.
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J.5.1 Analysis

With the exception of research question three, the graphs seem to have a nice
linear flow to them. Low predicted scores match up with low actual score, and high
predicted scores match up with high actual scores. Due to this assumption four is
satisfied. The predicted score versus residual seems to have a circular pattern on all

of the research questions. Due to this assumption five is satisfied.
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APPENDIX K

Test of Assumptions for multiple choice questions

K.1 Test of Regression Assumption Four and Five for Research

Question One-Multiple Choice Problems

Step 1-All variables are included in the regression. This includes homework average,

lab average, PRS score, and HBL average.

195



Dependent Variable: mc

Regression Standardized Predicted
Value
&
|

020 0.40 =
mc

Figure K.1: Step 1-All variables entered.
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Figure K.2: Step 1-All variables entered.
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Figure K.3: Step 2-The clicker score was removed.
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Figure K.4: Step 2-The clicker score was removed.

197




K.2 Test of Regression Assumption Four and Five for Research

Question two-Multiple Choice Problems

Step 1-All variables are included in the regression. This includes ACT science score,

ACT math score, and GPA.
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Figure K.5: Step 1-All variables entered.
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Figure K.6: Step 1-All variables entered.

199




Dependent Variable: mec

Figure K.7: Step 2-The ACT math score was removed.
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Figure K.8: Step 2-The ACT math score was removed.
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K.3 Test of Regression Assumption Four and Five for Research

Question three-Multiple Choice Problems

Step 1-All variables are included in the regression. This includes the MPEX pre-test,

MPEX post-test, and the four learning style dimensions.
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Figure K.9: Step 1-All variables entered.
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Figure K.10: Step 1-All variables entered.
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Figure K.11: Step 2-The MPEX pre-test was removed.
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Figure K.12: Step 2-The MPEX pre-test was removed.
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Dependent Variable: mc
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Figure K.13: Step 3-The active/reflective dimension was removed.
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Figure K.14: Step 3-The active/reflective dimension was removed.
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Figure K.15: Step 4-The sequential /global dimension was removed.
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Figure K.16: Step 4-The sequential /global dimension was removed.
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Figure K.17: Step 5-The sensing/intuitive dimension was removed.
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Figure K.18: Step 5-The sensing/intuitive dimension was removed.
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Figure K.19: Step 6-The visual/verbal dimension was removed.
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Figure K.20: Step 6-The visual/verbal dimension was removed.
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K.4 Test of Regression Assumption Four and Five for Research

Question four-Multiple Choice Problems

Step 1-All variables are included in the regression. This includes the lab attendance,

help session attendance, time spent in the helproom, and Physics 1114 grade.
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Figure K.21: Step 1-All variables entered.

Dependent Variable: mc

]
=]
0

anjep
paisipaid paziplepuels uelssalbay

Regression Standardized Residual

Figure K.22: Step 1-All variables entered.

209



Dependent Variable: me
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Figure K.23: Step 2-The help session attendance was removed.
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Figure K.24: Step 2-The help session attendance was removed.
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Figure K.25: Step 3-The lab attendance was removed.
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Figure K.26: Step 3-The lab attendance was removed.
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K.5 Test of Regression Assumption Four and Five for Research

Question five-Multiple Choice Problems

Step 1-All variables are included in the regression. This includes the homework
grade, lab grade, HBL grade, GPA, ACT science score, time spent in the helproom,

and Physics 1114 grade.
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Figure K.27: Step 1-All variables entered.
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Figure K.28: Step 1-All variables entered.
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Figure K.29: Step 2-The homework grade was removed.
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Figure K.30: Step 2-The homework grade was removed.
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Figure K.31: Step 3-The GPA was removed.
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Figure K.32: Step 3-The GPA was removed.
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Figure K.33: Step 4-The HBL average was removed.
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Figure K.34: Step 4-The HBL average was removed.
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Figure K.36: Step 5-The time spent in the helproom was removed.
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K.5.1 Analysis

With the exception of research question three, the graphs seem to have a nice
linear flow to them. Low predicted scores match up with low actual score, and high
predicted scores match up with high actual scores. Due to this assumption four is
satisfied. The predicted score versus residual seems to have a circular pattern on all

of the research questions. Due to this assumption five is satisfied.
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APPENDIX L

Test of Assumptions for essay questions

L.1 Test of Regression Assumption Four and Five for Research

Question One-Essay Problems

Step 1-All variables are included in the regression. This includes homework average,

lab average, PRS score, and HBL average.
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Figure L.1: Step 1-All variables entered.
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Figure L.2: Step 1-All variables entered.
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Dependent Variable: essay

Regression Standardized Residual

Figure L.4: Step 2-The clicker score was removed.
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Figure L.3: Step 2-The clicker score was removed.
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Dependent Variable: essay
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Figure L.5: Step 3-The HBL average was removed.
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Figure L.6: Step 3-The HBL average was removed.
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L.2 Test of Regression Assumption Four and Five for Research

Question two-Essay Problems

Step 1-All variables are included in the regression. This includes ACT science score,

ACT math score, and GPA.
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Dependent Variable: essay
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Figure L.7: Step 1-All variables entered.

Dependent Variable: essay

2_
@ Yo
a i,
3 . % B HW o B T
3 - o P Ea%gj @ %ﬂ' ’
- g o 5 300 ; @ oathE_ QGD%G
4 - RS m%?_i?%ﬂ a
= o @
53 , ¢ %%ﬁoﬂe‘”’a“
=5 o O o o @
c= o
= (= I = T 5 s B oo
] 2 o
- 2 = o [} e
= o
o o
@
4
| | | |
| -2 0 2

Regression Standardized Residual

Figure L.8: Step 1-All variables entered.
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Regression Standardized Predicted
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Regression Standardized Predicted
Value

Dependent Variable: essay

o
a] Oy [a}
e
1= o @.qc? Eﬂf}g% [+
o oD
o} [} & 8% 0 5
0 o o fFoo, PoogEl % o
o 3] & m@ o]
e < |
2 © %8 &g o= 2y
A Bo ~ o
a ©% o ©
O o] a oo
L=}
2 o §e o
e o
= o
4
| | |
0.50 080 1.00
essay
Figure L.9: Step 2-The ACT math score was removed.
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Figure L.10: Step 2-The ACT math score was removed.
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Figure L.11: Step 2-The ACT science score was removed.
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Figure L.12: Step 2-The ACT science score was removed.
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L.3 Test of Regression Assumption Four and Five for Research

Question three-Essay Problems

Step 1-All variables are included in the regression. This includes the MPEX pre-test,

MPEX post-test, and the four learning style dimensions.
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Dependent Variable: essay
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Figure L.13: Step 1-All variables entered.
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Figure L.14: Step 1-All variables entered.
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Dependent Variable: essay
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Figure L.15: Step 2-The sensing/intuitive was removed.
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Figure L.16: Step 2-The sensing/intuitive was removed.
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Figure L.17: Step 3-The active/reflective dimension was removed.
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Figure L.18: Step 3-The active/reflective dimension was removed.
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Figure 1..19: Step 4-The sequential/global dimension was removed.
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Figure L.20: Step 4-The sequential/global dimension was removed.
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Figure L.21: Step 5-The visual/verbal dimension was removed.
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Figure L..22: Step 5-The visual/verbal dimension was removed.
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Dependent Variable: essay
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Figure L.23: Step 6-The visual/verbal dimension was removed.
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Figure L.24: Step 6-The visual/verbal dimension was removed.

233



L.4 Test of Regression Assumption Four and Five for Research

Question four-Essay Problems

Step 1-All variables are included in the regression. This includes the lab attendance,

help session attendance, time spent in the helproom, and Physics 1114 grade.
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Figure L.25: Step 1-All variables entered.
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Figure L.26: Step 1-All variables entered.
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Figure L.28: Step 2-The time spent in the helproom was removed.
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Figure L.27: Step 2-The time spent in the helproom was removed.
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Figure 1..29: Step 3-The help session was removed.
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Figure 1..30: Step 3-The help session was removed.
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Dependent Variable: essay
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Figure L.31: Step 4-The lab attendance was removed.
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Figure L.32: Step 4-The lab attendance was removed.
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L.5 Test of Regression Assumption Four and Five for Research

Question five-Essay Problems

Step 1-All variables are included in the regression. This includes the homework grade,

lab grade, GPA, and Physics 1114 grade.
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Figure L.33: Step 1-All variables entered.
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Figure L.34: Step 1-All variables entered.
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Figure 1..36: Step 2-The homework average was removed.
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Figure L.37: Step 3-The GPA was removed.
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Figure L.38: Step 3-The GPA was removed.
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L.5.1 Analysis

With the exception of research question three, the graphs seem to have a nice
linear flow to them. Low predicted scores match up with low actual score, and high
predicted scores match up with high actual scores. Due to this assumption four is
satisfied. The predicted score versus residual seems to have a circular pattern on all

of the research questions. Due to this assumption five is satisfied.

L.6 ANOVA Assumptions

There are several assumptions that must be met in order to run a one-way
ANOVA. The assumptions for a one-way ANOVA are independence, normality, and

homogeneity of variance.

1. The first assumption would be independence. Meeting this assumption is easy.
To ensure independence results on the surveys the students are not allowed to
discuss the survey with each other while completing the survey. 2. The second
assumption is normality. There are several ways to test for normality. In the
behavioral sciences if n > 12 per group then normality is met. 3. The last
assumption is the variances are equal (homogeneity of variance). You can test for
this by either using a Levene test or the Hartley F-max test. We hope to fail the

null hypothesis that the variances are equal.

L.7 ANOVA Assumptions for Research Question Three

The first two assumptions are easily met. The students did not talk while taking
the surveys assuring the data is independent. Every category has at least twelve so
normality is met. The focus will be on assumptions three. SPSS tests for homogeneity

of variance, so assumption is easy to test. The results are summarized below.
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Conrse Component Levene Stahstic P-Value
Homework {646 (415
Clicker 0015 (.50
Chiz 1.233 0.271
Lab 0136 0713
Exam 0107 0.745

Figure L.39: Active/Reflective ANOVA assumption three

Course Component Levene Statistic P-Value
Homework 6,201 0013
Clicker 5.102 0024
HEL 2.615 0.108
Lal 0076 0.783
Exam 0.54a 0. 461
Hoemework Style 4003 0045
Multiple Chosce 062 0.803
Essay 1.305 0.235

*- Failed homozeneity of variance test

Figure L.40: Active/Reflective ANOVA assumption three
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Comse Component Levene Statstic P-Value
Homework 11333 =0.001"
Clicker 4.156 00451
Cuiz G.817 0.opn
Lab 1,552 0.217
Exam 0.515 0.475

Fo Faled homo geneity of variance test

Figure L.41: Global/Sequential ANOVA assumption three

Cowrse Component Levene Stahstic P-Value
Homework 3.768 0054
Clicker 5602 0.010%
HEL (.19 0.658
Lab G.461 G.012*
Exam 0.139 0.710
Homework Style 0310 0.579
dultiple Choice (O 0.099
Ezzay S444 (L021*

I Failed homogencity of vanance test

Figure L.42: Global/Sequential ANOVA assumption three
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Cowrse Compronent Levene Stahstic P-Value
Homework F414 00231
Chcker 0044 335
Chuz 4.151 004"
Lab 3444 {1 (38
Exam 3.622 0.062

I'- Failed homogeneity of variance test

Figure L.43: Visual/Verbal ANOVA assumption three

Cowrge Component Levene Statistic P-Value
Homework 0.011 0917
Clickes 08563 0354
HEL 0052 0819
Laly 2,894 0.081
Exan 0.772 0381
Homewolk Style 1.506 0.221
Multiple Choce 0534 0466
Essay 1326 0251

Figure L.44: Visual/Verbal ANOVA assumption three

The assumption is passed most of the time. Mann-Whitney U replaces ANOVA

on the few time the assumption is failed.
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quizzes, and attendance. The lab was consistently the best course component predic-
tor variable. This study also investigated ability variables such as GPA, ACT math
score, and ACT science score. Surprising the math was not a predictor variable, but
the GPA and ACT science score were predictor variables. The role of behavior vari-
ables was also determined. Learning styles and Physics attitude were poor predictor
of exam performance. Lastly a few other effort variables such as lab attendance,
total time in a Physics helproom, and the number of times that a student attends a
exam review session were poor predictors of exam performance. These variables may
have been poor predictors but they were still useful effort variables. Students who
attended at least two help sessions outperformed students who attended fewer than
two session. Similar results were found for class attendance. Students with perfect
attendance outperformed students who were willing to miss a class. Students who
spent at least 7.5 hours in the helproom outperformed students who spent less time.
Over the best predictor variables of exam performance was ability or effort variables.
Students who are willing to put in the effort will perform well in Physics.
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