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CHAPTER I 
 

 

Exploring the Effects of a proposed Monetary Union on International Trade: 

the Case of the Gulf Cooperation Council   

 

Abstract 

The last two decades have witnessed growing numbers of economic integrations 
between countries with different degrees of economic convergence. One of the main 
objectives behind the increase in the number of some form of economic union is to 
increase trade and economic activities among member countries to attain better welfare. 
In this study we extend the augmented gravity model by including the exchange rate 
volatility to investigate the effect of a proposed monetary union on bilateral trade using 
data for years 1990 through 2009. Findings show evidence that a monetary union will 
increase the probability of intra-trade, and the reduction in exchange rate volatility 
between groups of countries due to the monetary union would have nearly the same effect 
of trade creation and trade diversion. More importantly, the exchange rate variable 
confirms the negative relationship between currency fluctuations and world trade 
activities. 

 

Key Words: Monetary union, International trade, Exchange rate, Gravity model.
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I.1. Introduction 

The increase in economic integration between countries has encountered plenty of 

obstacles, including the aspiration from each member to have power over the economic 

decisions (e.g., monetary policies and the maintenance of control over the tax revenues). 

However, the last two decades have witnessed growing numbers of economic integrations 

between countries with different degrees of economic convergence. Many countries have 

reached a very advanced level of integration, such as the European Monetary Union with 

27 member states where 17 share one currency (the Euro). Some countries have an 

advanced level of economic integration but less than the Euro area level of convergence. 

Those countries have accomplished several stages of economic integration such as a free 

trade agreement, customs union, and common union and have proposed a monetary union 

to be reached in the next few years, for example the East African Community (EAC) with 

5 countries to reach a common currency in 2012, the Southern African Development 

Community (SADC) with15 countries, and the Gulf Cooperation Council (GCC), which 

includes six Arab countries. Others may have partial economic integration to reduce or 

eradicate trade barriers with their trading partners via trade agreements such as the North 

American Free Trade Agreement (NAFTA), the Association of Southeast Asian Nations 

(ASEAN), and the Union of South American Nations (USAN)1.  

One of the main objectives behind the increase in the number of some form of economic 

union is to increase trade and economic activities among member countries to attain 

better welfare. However, the question that should be answered is whether economic 

integrations always increase trade or whether they might hurt the member countries.  

                                                           
1 See Appendix I.9.2 for more Free Trade Agreement areas  
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In this study I will investigate the impact of one of the world’s proposed monetary unions 

on trade.  To do this, I must start with the general investigation of the effect of exchange 

rate fluctuation on international trade. The inter-temporal trends of these two variables 

are presented in Figures 2 and 3.  

I extend the recent model developed by Helpman, Melitz, & Rubinstein (HMR) by 

including the exchange rate volatility in order to study its impact on bilateral trade. 

The Gulf Cooperation Council (GCC) is one of the most important proposed monetary 

unions since the European Monetary union.  Since 1981 the GCC countries (Bahrain, 

Kuwait, Oman, Qatar, Saudi Arabia, and the United Arab Emirates) have been working 

on achieving a one-currency union to be announced before 2015. The GCC countries 

have become more economically integrated, which will eventually lead to political 

integration.  This economic integration is being reached through several stages: First the 

free trade, followed by a customs union, common market, and monetary union, and 

finally the currency union. 

According to economic theory, the monetary union benefits the member countries in 

several ways. For instance, it eliminates exchange rate volatility, enhances trade among 

the member and non-member countries, and attracts more firms to invest between 

countries because there is no uncertainty caused by currency fluctuation and because of 

the absence of transaction costs.  

It is very important to study the relationship between monetary unions and trade, 

particularly for the group of countries that possesses almost half of the world’s oil 

reserves. Although much theoretical literature argues that the GCC monetary union will 
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have significant advantages for all GCC members through the creation of a true common 

market for goods and services and for capital and labor and through security and political 

integration, those theoretical suppositions need to be empirically investigated.    

This paper is organized as follows. In section 2, I discuss the economic structures and the 

importance of the integration in the GCC countries. In section 3, I review some of the 

relevant literature. In section 4, I discuss the model specification. In section 5, I describe 

the data. In section 6, I present all estimation results. Section 7 then concludes the paper.  

I.2. Economic Structures and Integration in the GCC Countries 

In May 1981 the leaders of Bahrain, Kuwait, Oman, Qatar, Saudi Arabia, and United 

Arab Emirates, announced the achievement of a cooperative framework connecting the 

six countries to work in coordination for mutual benefit and their common interests with 

complete economic integration as an ultimate objective. The Gulf Cooperation Council 

(GCC) countries are pursuing economic integration through several stages. The first stage 

was in 1983 when the GCC countries announced their free trade agreement, followed by 

the second stage, which was the customs union in 2003; the third stage was a common 

market, announced by the end of 2007, and in 2009 four of the GCC countries (Bahrain, 

Kuwait, Qatar, and Saudi Arabia) announced the creation of a Monetary Council as a step 

toward launching a common currency, while Oman and the United Arab Emirates 

postponed their accession until further notice.  

As an important step towards the preparation of a single currency, which was officially 

announced as an approved objective at the Economic Agreement in 2001, the GCC 
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members agreed to peg their currency to the U.S. dollar in order to continue economic 

stability and strengthen confidence in their economies.  

There are mutual characteristics among the GCC states that contribute positively toward 

the integration, such as a common language and culture, shared borders and political 

history, and budget surpluses form rising oil prices. On the other hand, some other 

common features might present challenges to their economies, such as their heavy 

dependence on oil revenues, the rapid growth of a young labor force of both men and 

women, and the heavy reliance on foreign labor in most of the private sectors.  

The GCC countries are considered big players in the world financial markets not just 

because they hold more than 36% of world’s total crude oil reserves but because of their 

reinvestment of oil revenue in global financial assets, leading to a positive contribution to 

the stabilization of the world economy.  

The GCC economies have been experiencing significant growth rates associated with the 

increases in oil prices. For example, in 2001 the nominal gross domestic product (GDP) 

for GCC members combined was US$ 375 billion, while in 2008 the GDP for all GCC 

countries accounted for more than US$ 1100 billion, exceeding Australia and more than 

two thirds of Canada’s GDP (Figure 1).  Among GCC countries, Saudi Arabia is the 

largest, with the highest GDP and more than two thirds of the GCC’s total population. 

The second largest country in terms of nominal GDP and population is the United Arab 

Emirates. On the other hand, Qatar has the highest GDP per capita (US$ 79,409) and the 
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United Arab Emirates is second (US$ 66,074), while Saudi Arabia has the lowest (US$ 

18,495)2.  

Although the increase in oil prices has contributed significantly  to GCC countries’ 

budget revenues, which have  led to more investment in physical infrastructure, education 

and the countries’ overall  development, it is suggested that inflation in the GCC states is 

linked to the increase in oil prices (Mohaddes & Williams 2011).  In 2008, the inflation 

rate was about 10% in Saudi Arabia, more than 15% in Qatar, and exceeded 12% in both 

Oman and the United Arab Emirates3.    

Despite the fact that oil is a non-renewable resource and that some GCC countries such as 

Bahrain and Oman might run out of oil within the next two decades4, economic 

diversification in GCC countries has potential limits. Oil revenue is the most important 

factor in the GCC countries’ economic development and most other industries are 

petroleum derivatives, such as petrochemical industries, refineries, and other related 

industries which cannot ease market pressures and fulfill the demand of the growing 

labor force. 

 GCC economies have been traditionally open and more recent improvements have been 

introduced:  for example all GCC countries are members of the World Trade 

Organization; more financial deregulation has been implemented, resulting in many 

international banks and multinational corporations incoming to the market; and free trade 

agreements between GCC states and some countries are under negotiation.   

                                                           
2 See Table I.A and I.B for detailed data 
3 Inflation is calculated based on Average consumer prices (percent change). See, for example inflation in 
Table I.C. 
4 According to BP statistical Review of World Energy 2007 
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I.3. Literature Review 

A number of studies have investigated the relationship between economic 

integration and international trade. Rose (2000) investigates the effect of a common 

currency union on international trade using an augmented gravity model for 186 countries 

with an essentially cross-sectional approach for five years spanning 1970 through 1990. 

His results show a large positive relationship between a currency union and international 

trade. The effect of a currency union on international trade is statistically significant and 

indicates that two countries that share the same currency tend to trade three times as 

much as they would without the same currency. 

Glick & Rose (2002) estimate the time-series effect of currency union 

membership on international trade using a large data set for 217 countries covering the 

period from 1984 through 1997. During this period some countries joined monetary 

unions while others left their monetary union. Using an augmented gravity model and 

after controlling for many other influences, they find statistically significant results, 

implying that the bilateral trade for  two countries which joined a currency union was 

almost doubled while a pair of countries which left a currency union experienced almost 

a halving of bilateral trade.   

Anderson & Wincoop (2003) show that the estimate of traditional gravity 

equation is biased due to omitted variables. They include a form of multilateral 

resistance, which refers to the average trade barrier. They develop a method that is more 

efficient and consistent using a theoretical gravity model to estimate the impact of 
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national borders on international trade. They use state-province data for the United States 

and Canada and 20 other industrialized countries.  In their findings they show that 

national borders reduce trade between countries by 20% to 50%. 

Yeyati (2003) investigates the impact of a common currency union on bilateral 

trade using a gravity model introduced by Rose (2000) with further adjustment to the 

model. Yeyati’s study incorporates the distinction between a multilateral common 

currency, where a group of countries form a currency union, and a unilateral common 

currency, where one country adopts a foreign currency, such as dollarization. Yeyati 

finds a significant impact of currency union on trade and compares his findings to those 

of Rose and van Wincoop (2001) to show that the impact of a common currency on trade 

is smaller for multilateral common currency countries than for unilateral common 

currency countries.  

Persson (2001) argues that the outcomes in Rose’s (2000) study might be biased 

because of two factors. First, two countries adopting a currency union might not be 

randomly selected since the characteristics determining the costs of trade are very 

different for countries that share a common currency from those who do not share a 

common currency. Second, it is quite possible that some explanatory variables have a 

non-linear effect. Persson then suggests an alternative methodology called a matching 

approach and finds that a common currency union will increase trade by about 66 %. 

Tenreyro (2001) examines the roles of several variables such as cultural 

similarity, geography, colonial links, size, and economic shocks as determinants of 

monetary union. She argues that using simple OLS regression to study the impact of a 
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monetary union might have biased estimates due to an omitted variable problem. In 

addition, she stresses the sample selection problem5 in previous studies such as Rose 

(2000). To resolve these issues, she estimates the determinants of a currency union and 

then reexamines the effect of the currency union on trade. To correct the problem of zero 

trade observations, she uses aggregate flows over five years. Tanreyro’s finding suggests 

that her correction reduces the estimated impact of a currency union on trade from 

approximately 200% to 100%. 

Al-Shammary (2007) follows Rose and Wincoop’s (2001) approach using an 

augmented gravity equation to study the impact of a monetary union on trade in Gulf 

Cooperation Council countries using  aggregate and disaggregate trade data for the period 

from 1990 to 2005. In his finding, the monetary union has a negative impact on aggregate 

trade and on some sectors that require some degree of processing. As in previous studies, 

Al-shammary experiences selection bias and heterogeneity problems in his study.   

Helpman, Melitz, and Rubinstein (2008) introduced a developed model of 

international trade that extends the traditional gravity equation to correct for sample 

selection problems and for the unobservable number of exporting firms.  They suggest a 

two-stage estimation technique and find that estimates using the traditional gravity model 

are biased due to the omission of the extensive margin (number of exporter) rather than to 

the selection.   

 

                                                           
5 In Rose (2000), the impacts of currency union estimates were based on a sample of countries with positive 
bilateral trade. Pairs of countries with zero trade flows were excluded from the sample due to the log-
specification.  
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I.4. Empirical Specifications 

McCallum (1995) estimated the following gravity equation: 

����� = �� + �
��	�� + �
���� + ����	��� + ����� + ��� 																																																						(1) 
Where ��� is exports from region � to region �, �� and ���are gross domestic production in 

regions � and �, ��� is the distance between regions � and region �, and ��� is a dummy 

variable equal to one for interprovincial trade and zero for state-province trade.  

Anderson & Wincoop (2003) developed a method that is more efficient and consistent by 

modifying the model in a simple symmetric form, relating bilateral trade to size, bilateral 

trade barriers, and multilateral resistance variables to estimate a theoretical gravity 

equation that incorporates the comparative statics of trade frictions. Then they used their 

method to solve the McCallum border puzzle. After they derived the gravity equation 

from the theoretical model, it can be generalized as the following: 

����� = �� + �
��	�� + �
���� + � �����������
��� + ��� 																																																										(2) 

Where ��� is the volume of bilateral trade flow from country  � to country	�, �� and ���are 

the GDP of importer � and exporter �, ����		( = 1, … ,#) is a vector of the observable 

trade barriers which can be alternatively proxied by country-fixed effects. The coefficient  

�� captures the effect of trade barriers on the trade volume. 

The later gravity model has been investigated in many empirical studies and such 

investigations have resulted in two main concerns. The first concern is that the traditional 

gravity equation assumes symmetric trade volumes between trading partners while trade 
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data shows many asymmetric trading relations. Secondly, the traditional gravity model 

ignores the zeros in the trade matrix, whereas the data show that more than fifty percent 

of the bilateral trade volumes are zero (See Figure 4).  Disregarding the zeros in the trade 

matrix will cause the selection bias problem.  

Helpman, Melitz, and Rubinstein (2008) argue that disregarding countries that do not 

trade with each other will result in giving up significant information in the data and 

produce biased estimates. To correct these biases, they develop a theory that predicts 

positive as well as zero trade flows between countries and use the theory to derive 

estimation procedures that use the information contained in data sets of trading and non-

trading countries identically. They contribute to the traditional gravity equation by 

solving the selection bias problem occurring from omitting zero bilateral trade and the 

heterogeneity bias. 

The development of the gravity model by Helpman, Melitz and Rubenstein (HMR) 

(2008) helps us reconsider the significance of estimating this model. 

The HMR model in a general log form is 

 �� = �$ + %� + &� − (��� + )�� + *��																																																																																					(3) 
Where  �� is the natural logarithm value of country �’s imports from � (bilateral trade 

flows), %� is a fixed effect of the exporting country and &� is the fixed effect of the 

importing country, ��� is the natural logarithm of the distance between countries �	,��	�; 
)�� is an unobservable monotonic function which controls for the fraction of firms that 

export from � to �, 
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 -�� =  ,� .(/01/2)3456� − 1,0}    and *�� is the normal distributed error term. 

The theoretical model outlined below incorporates firm heterogeneity and addresses both 

the selection problem and the issue of asymmetric bilateral trade flows. 

Firm Export Selection 

Given that a country-pair with fewer trade barriers might be selected to export, the trade 

may take a unidirectional flow. That depends on the number of exporting firms in 

exporting countries. In order to avoid the heterogeneity bias, we have to control for the 

fraction of exporters. If some fraction of firms in any country chooses to export, these 

firms have to produce enough to meet the zero-profit condition.  

Let the ratio of the variable export profits of the most productive firm (with 

productivity
�/2) to the fixed export costs for exports from � to � be represented by 9��. 

Country � will export to country �  only if 9�� > 1. 
9�� = (1 − ;)(<� =>1?01)@4���,A�4@B�C�� 																																																																																														(4) 
Where ; is elasticity of demand, B� is the country specific cost and , per unit firm-

specific marginal cost, E�� is transportation costs,  �� is the income of country �, and <� is 

the price index of country �. 
Assume that C�� are stochastic fixed costs due to unmeasured i.i.d friction ���~G(0, HI
) 
that may be correlated with *�� and defined as follows: 

C�� ≡ exp�NOP,� + NQ�,� + RN�� − ����																																																																																					(5) 
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Where NOP,� is a measure of fixed export costs common across all export destinations, 

NQ�,� is a fixed trade barrier imposed by the importing country, and N�� is an observed 

measure of any additional country-pair specific fixed trade costs. 

Now we can express Z in a logarithm term6: 

��� = ($ + T� + U� − (��� − RN�� + V�� 																																																																																				(6)	 
  

Where: 

��� is an unobserved variable but we can observe the presence of trade flows. Therefore, 

��� > 0  when j exports to i, ��� = 0 when it does not. Moreover, the value of ��� affects 

the export volume.  T� is an export fixed effect.  U� is an imoprt fixed effect. ��� represents 

the distance bewteen country i and j. and  (��� − *�� ≡ (X − 1)��	E��. 
N�� is an observed measure of any additional country-pair-specific fixed trade cost. 

Define the indicator variable Y�� to equal 1 when country j exports to to i and 0 when it 

does not. Let  Z�� be the probability that j exports to i, conditional on the observed 

variables 

 

Z�� = Pr�Y�� = 1]^_`abc�	b,a�,_�c`� = Φ(($∗ + T�∗ + U�∗ − (∗��� − R∗N��)	 															(7)   

                                                           
6 See Appendix I.9.1for the HMR model derivation. 
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Where Φ(($∗ + T�∗ + U�∗ − (∗��� − R∗N��) is the cdf of the unit-normal distribution, and 

every standard coefficient represents the original coefficient divided by the standard 

deviation Hg. 
The equation after the transformation is: 

 �� = �$ + %� + &� − (��� + lnjexpkl��̂��∗ + V̅o��∗ �p − 1q + �rgV̅o��∗ + c�� 																								(8)	            
 �� the value of country �’s imports from � (bilateral trade flows). %� is a fixed effect of 

the exporting country and &� is the fixed effect of importing country. 

�rg ≡ B^aa�*��, V���(tutv) and c�� is an i.i.d. error term. 

The final consistent estimation equation is:  

Ya,�c��w = �$ + �� ln������w + �
 ln���`x��� + �
�yYz���w + ���{|���w
+ ���}~����w + ����{{���w + ����{{���w�~����w + ��(�{{��∗ )w
+ ����{{��∗ �w�~����w + ��$��,��*,�c��� + �����^a�ca���
+ ��
��`�,����� + ��
��,���^B���� + �����c����^���� + ����-Y����w
+ %� + &� + (w + lnjexpkl��̂��∗ + V̅o��∗ �p − 1q + �rgV̅o��∗ + c��w 																		(9) 

 

Where Ya,�c�� is the logarithm of the export volume from country � to country � in 

current US dollars. �� and ��denotes the GDP in country	�  and country � respectively, 

��`x�� is the distance between country � and country �, yYz�� is an indicator variable that 

is equal to one if country � and  country	� have a regional trade agreement and is zero 



15 

 

otherwise, {|�� is a dummy variable that is equal to one if country � and country � use the 

same currency and zero otherwise, and }~��� is the volatility of the nominal exchange 

rate between country � and country � at period t. The variable  �{{�� is an indicator 

variable that is equal to one when both countries are members of the Gulf Cooperation 

Council Monitory Union. �{{��∗  is one when one country belongs to the GCC monetary 

union but not the other country; ��{{����~���� is an interaction term between the GCC 

binary variable and the exchange rate volatility which captures the exchange rate 

volatility in GCC countries; �,��*,�c�� represents a binary variable that is equal to one 

if country � and country � share the same language and zero otherwise; �^a�ca�� is a 

binary variable that is equal to one if country � and country � share a border and zero 

otherwise; �`�,���� is a binary variable that takes a value of one if either one or both 

countries are an island and is zero otherwise; �,���^B��� is an indicator variable that is 

equal to one if either one or both countries are landlocked and is zero otherwise; 

�c����^��� represents the percentage of people who are members of a religion in country 

� and country	� and is calculated as {(% Catholics in country � · Catholics in 

country	�)+(% Muslims in country � · Muslims in country	�)+(% Protestants in country � · 
Protestants in country	�)}. 	-Y��� is a binary variable that is one if country � and 

country	� are members of the WTO and zero otherwise; %�represents a multilateral 

resistance variable that is one if country � is the exporter and zero otherwise; &� 
represents a multilateral resistance variable that is one if country � is the importer and 

zero otherwise. (wrepresents time trend effects, and c�� is an error term. 
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I.5. Data Sources 

In my empirical study, I investigate the effect of a proposed monetary union on trade 

using data for 165 countries for years 1990 through 2009. Annual data on the volume of 

bilateral trade is obtained from the International Monetary Fund database (Direction of 

Trade Statistics) measured in current U.S. dollars. For the variable Gross Domestic 

Product (GDP) data I use World Development Indicators (WDI) from the World Bank. 

GDP is measured in current U.S. dollars.  

Data on language comes from three sources: the CIA World Fact Book, the CEPII7and 

Ethnologu: Languages of the World8. 

Data for the variables Border, Island, Landlocked, and bilateral Distance, calculated 

using a Great Circle distance algorithm, are compiled using three sources: the CEPII, the 

CIA World Fact Book and the World Bank. 

Religion Data is obtained from the CIA World Fact Book and the Association of Religion 

Data Archives9. 

Information about the regional free trade agreements and WTO member variables are 

created from four sources: Table 3 of Baier & Bergstrand (2007), qualitative information 

contained in Frankel (1997), and the World Trade Organization’s website10;  for the 

                                                           
7 http://www.cepii.fr/welcome.htm  
8 http://www.ethnologue.org 
9 http://www.thearda.com/ 
10 http://www.wto.org/english/tratop_e/region_e/summary_e.xls 
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United States free trade agreements data, I use the US International Trade Administration 

web site11  

The exchange rate volatility between two countries � and � in year x is measured using the 

standard deviation of the first difference of the logarithm of the monthly nominal 

exchange rates X���w,� between the two countries12: 

}^�,x���x���w = `x,��. �cbk���X���w,�� − ���X���w,�4��p,					 = 1…12. 
Data on the monthly bilateral nominal exchange rates are obtained from the IMF’s 

International Financial Statistics CD-ROM. 

 

I.6. Empirical Results 

In this study I investigate the impact of the proposed monetary union in GCC countries 

on trade. Tables 1- 4 show the empirical results. The first column in Table1 provides the 

basic gravity estimate results for the pooled data that ignore the zero trade bias and firm 

heterogeneity problem because I use it as benchmark estimation and test the traditional 

gravity model. The second column shows the results where both country and year fixed 

effects are being introduced, similar to the Anderson-Wincoop approach.  Columns (III) 

and (IV) in Table 1 correct for the selection bias using the standard Heckman method. 

Columns (V) and (VI) account for firm heterogeneity, which corrects for both selection 

bias and asymmetric bilateral trade, following the HMR technique.   

                                                           
11 http://export.gov/FTA/cafta-dr/index.asp 
12 see Tenreyro S. (2007)  
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From Table 1, Column I, most of the variable’s coefficients for the traditional gravity 

equation are statistically significant and present the expected signs.  According to the 

results, the increase in overall bilateral trade between two countries is associated with the 

increase in the gross domestic product with a positive sign and is statistically significant 

in all models. Exchange rate volatility has a negative impact on overall bilateral trade, as 

expected from economic theory; however, the coefficient is not significant in the pooled 

data. The results show that one country will export more to another when they are 

physically near each other, they share same border, they have colonial ties, they share a 

common language, they are both members of the World Trade Organization (WTO), at 

least one of them is an island, at least one of them is not a landlocked country, both 

countries belong to the same regional free trade agreement (FTA), and they share the 

same currency. Counterintuitively, religion has a negative impact on trade. The impact of 

sharing the same religion is negatively significant. If two countries share the same 

religion, the export volume decreases by 0.03 percent. 

 In the second column of Table 1, I introduced both country and time fixed effects, 

and the results are almost the same as in the first column except for the Religion variable, 

which now has a positive though not statistically significant impact on trade.  

 Next, since the traditional gravity model suffers from the zero-trade bias and firm 

heterogeneity problems, I extended the investigation using a two-step consistent 

Heckman sample selection model (see Table 1, Columns (3) and (4)) and the HMR 

model (see Table 1 Columns (5) and (6)) to solve the problem. For the first stage in the 

HMR model, I run a Probit estimation with a bivariate dependent variable Y��w that takes a 

value of one if country � exports to country � and zero otherwise. Both models require an 
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excluded variable in the second stage. The exclusion restriction should meet the condition 

where it affects the firm’s probability to export, but has no effect on the export volume of 

the exporting country. In previous studies that have used the same method, some different 

variables were suggested, such as common language, regulation costs, island, and 

common religion. I follow the HMR and use common religion as an exclusive variable. 

In Table 1 Columns (3) and (5), the religion’s coefficient is statistically significant in the 

selection equation but not significant in the bilateral trade equation, Columns (4) and (6). 

This result indicates that religion has a significant impact on the probability of the export 

selection, but it is irrelevant after the export decision has been taken. In another words, 

the religion variable affects the firm’s fixed trade costs but not the variable trade costs.  

According to the results in Table 1, the religion variable in the Probit equation has a 

significant effect on the probability of exporting; therefore it satisfies the first 

requirement, which requires this variable to be correlated with the latent variable. In the 

second stage, I included the religion as a test of the second requirement, where the latent 

variable should not be correlated with the residual of the second stage equation. Table 1, 

Columns (4) and (6) show that the coefficient of religion is not significant, indicating that 

the religion variable is not correlated with the second stage residual, which satisfies the 

second requirement and supports excluding the Religion variable. 

While Table 1 examines the eligibility of common religion as the excluded variable, in 

Table 2, I reran the same model specifications excluding Religion variable in the second 

stage. The results are almost the same as in Table 1.  



20 

 

Columns (3) and (4) in all tables represent the Heckman sample selection model, which 

controls for the sample selection bias, whereas the last two columns in each table provide 

the results of the HMR model using nonlinear least squares (NLS), where I control for 

unobserved firm-level heterogeneity, that is, the impact of trade resistance and country 

characteristics on the number of exporting firms.  Comparing the last two models, in both 

models the signs of the coefficients are the same. What is interesting is that while the 

exchange rate volatility does not appear to have a significant negative impact on trade, 

the exchange rate volatility is found to be significant when controlling for firm 

heterogeneity.  

In the nonlinear least square estimation, Table 2 last column, the model explains about 76 

percent of the variation in data. All of the variables have the expected signs. For example, 

the GDP has a positive impact on bilateral trade. The exchange rate volatility has a 

negative sign and is statistically significant at the 5 percent level, indicating that a 10 

percent increase in the exchange rate fluctuation between two countries will decrease the 

bilateral trade by 0.6 percent. For other variables, as expected, two countries trade more 

when they are closer to each other, share the same border, and have colonial ties; when 

neither trading partner is  landlocked; and when both have a free trade agreement, speak 

the same language, are members of world trade organization, and share the same 

currency, and one of them is an island. 

The key interest lies in the estimates of the proposed monetary union’s variables. Tables 

3 and 4 present the results after including the Gulf Cooperation Council (GCC) variables. 

Four variables are included to measure the effect of the proposed monetary union on 

trade. First I include an indicator variable (GCC) that takes a value of one if both 
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countries are members of the proposed monetary union and zero otherwise to look at the 

trade creation level among members. Another variable (GCCExch) is an interaction term 

between the exchange rate volatility and the GCC indicator variable to capture the 

exchange rate volatility among union members. The third variable is an indicator variable 

(GCC*) that is equal to one if a country is a member of the GCC and is zero otherwise to 

capture the differences in the trade behavior between GCC members and other countries. 

The last variable is an interaction term between the GCC* and exchange rate volatility 

that explains the effect of the proposed monetary union on bilateral trade between GCC 

countries and the rest of the world. 

Comparing the results after including the four variables (see Tables 3 and 4) to my 

findings in Tables 1 and 2, we see almost the same results, with one more significant 

result for the coefficient of the exchange rate volatility variable  in Tables 3 and 4.  

The results in Table 4, Columns (2), (3), (4), show that the coefficient of the indicator 

variable GCC is statistically significant with a negative sign. This indicates that within 

themselves, the GCC countries trade less than the average world bilateral trade by about 

31 to 34 percent. This result is not surprising since all GCC countries produce 

homogenous products, mainly oil and petrochemicals.  

The interaction term between the exchange rate volatility and the GCC variable is 

statistically significant in the Probit model with an expected negative sign indicating that 

the elimination of exchange rate fluctuation through the formation of the monetary union 

increases the predicted probability of bilateral exports among the monetary union 

members. However, interaction term the between exchange rate fluctuation GCC variable 
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is not significant, showing that the effect of exchange rate volatility is not significantly 

different for this group of countries. Hence, any reduction in exchange rate volatility due 

to the monetary union would have approximately the same effect in trade creation and 

diversion as explained by the exchange rate volatility coefficient.  

The coefficients for the indicator variable (GCC*) are statistically significant with a 

negative sign13. These results suggest that on average a GCC country member trades less 

with other countries compared to trade between two non-GCC countries. For example, in 

the last column in Table 4, the coefficient of GCC* indicates that bilateral trade between 

a GCC country and an outside country is 0.10 percent less than average bilateral trade. 

However, the GCC* indicator interacted by the exchange rate volatility is not statistically 

different from zero in trade equation, indicating that any reduction of exchange rate 

volatility achieved by the proposed monetary union will not lead to significant trade 

diversion effects for countries that are already trading with the GCC countries.   

  

I.7. Conclusion  

In this paper I investigate the impact of the proposed Gulf Cooperation Council monetary 

union on trade. I followed Helpman, Melitz, and Rubinstein’s (2008) approach to test the 

augmented gravity equation using aggregate trade data from 1990 to 2009.   

The results present significant coefficients for most of the variables with expected signs 

consistent with the economic theory. While I do find evidence that a monetary union will 

increase the probability of within-GCC trade, there is evidence that any reduction in 

                                                           
13except for the pooled data results (column 1) where the sign is positive 
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exchange rate volatility due to the monetary union would have nearly the same effect of 

trade creation and trade diversion. 

The paper contributes to the previous literature by using the HMR approach to solve for 

the selection bias and firm-level heterogeneity problems and apply it to the case of GCC 

countries. In addition, the exchange rate variable adds another important factor to confirm 

the negative relationship between currency fluctuations and world trade activities. 
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I.9. Appendices  
 

 

Appendix I.9.1. HMR Model 

Note: This Appendix summarizes the theoretical part of the HMR model as it appears in 

the original paper written by Helpman, Melits and Rubinstein. Most of the contest are 

taken as they are in the original paper. 

Consider a world with � countries, indexed by � = 1,2, … , �. Every country consumes and 

produces a continuum of products. The demand for each variety is derived from the CES 

utility function for each country �: 
|� = �� ��(�)=���∈�1 �� =� , 0 < ; < 1	,																																																																																						(z1) 
Where ��(�) is country �’s consumption of product � and �� is the set of products 

available for consumption in country �.  The parameter ; determines the elasticity of 

substitution across products, which is X = 1/(1 − ;).This constant elasticity, is the same 

in every country. Let �� be the income of country � which equals its expenditure level 

(|� ≡ ��). That gives the following budget constraint: 

 



30 

 

�� = � Z�(�)�∈�1 ��(�) ��,																																																																																																											(z2) 
Where Z�(�) is product �’s price in any country �. Maximizing (A1) subject to (A2), 

country �’s demand for product  � is: 

��(�) = Z�(�)4@�� 	<��4@ ,																																																																																																																						(z3) 
WhereZ�(�) is the price of product � in country � and <� is the country’s ideal price index, 

given by 

<� = �� Z�(�)�4@���∈�1 �� (�4@)� 																																																																																																			 (z4) 
This specification indicates that every product has constant demand elasticity X  
In any country �, some of the products consumed are domestically produced and some are 

imported. Country � has a measure G� of firms. Each firm is producing a differentiated 

product. The products produced by country �’s firms are also distinct from the products 

produced by country �’s firms for � ≠ � As a result; there are∑ G�����  products in the 

world economy. 

A participant firm in country � producing one unit of output, for export or domestic 

consumption, endures fixed and variable costs. The combination of the country specific 

cost B� and per-unit firm specific marginal cost , are assumed to be the variable cost. The 

inverse of ,, 1/, represents the firm’s productivity level. Therefore, the firm with the 

lowest marginal cost , is the most productive. Each firm in country � is producing a 
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variety � using cost-minimizing combination of inputs B�,. To determine how productive 

a firm � is, assume that a cumulative distribution function �(,) with support �,A , ,�� 
describes the distribution of , across firms, where	,� > ,A > 0. This distribution 

function is the same in all countries. 

When selling in the home market, the HMR model assumes that producers bear only 

variable production cost. That is, if a firm in country � with coefficient , sells 

domestically, the delivery cost of its product is B�,. However, if the same firm seeks to 

sell it is product in country �, there are two additional costs. A fixed cost of serving 

country �, which is equal to B�C�� where C�� > 0 and a per-unit “melting iceberg” transport 

cost E�� > 1. 
There is monopolistic competition in final products. The firms choose price  Z�(�) of a 

variety � to maximize profits using demand function (A3). Therefore, any firm � 
maximizes profit as: 

max  = Z�(�)��(�) − B�,E����(,) − C�� 																																																																																	(z5) 
From equation (A5), the delivery price of product � produced in country � and delivered 

to country �: 
Z�(�) = E�� B�,; 																																																																																																																													(z6) 
As a result, the associated operating profits from these sales to country � are 

 ��(�) = (1 − ;) ¡E��B�,;<� ¢
�4@ �� − B�C�� 																																																																																	(z7) 



32 

 

These operating profits are positive for sales in the domestic market because domestic 

fixed cost C�� = 0. Therefore sales in country � ≠ � are profitable only if , ≤ ,��, where 

,�� the export participation cut-off, is defined by zero-profit condition such that  ��(�) =
0, or 

(1 − ;) ¡E��B�,��;<� ¢
�4@ �� = B�C�� 																																																																																																(z8) 

It follows that only a fraction �(,��) of all firms in country � export to country �. The cut-

off ,�� defines the minimum level of productivity or the maximum marginal cost required 

for an exporter firm in country � to at least break-even.  It is possible for �(,��) to be 

zero: no firm from country � finds it profitable to export to country �. This happens 

whenever,�� ≤	,A: the least productive firm that can profitably export to country � has a 

coeffieicnt , below the support of �(,). 
The bilateral trade volume can be written as; 

}�� = ¤� ,�4@��(,)				C^a	,�� ≥ ,A/01
/2 0																	^xℎca)�`c. 																																																																																	(z9) 

Substituting the pricing equation (A6) and equation (A9) into the demand function (A3) 

will result in the following expression for the value of country �’s imports form country �: 
#�� = ¡B�E��;<� ¢

�4@ 	��G�}��																																																																																																							(z10)		 
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The bilateral trade volume equals zero when ,�� ≤	,A, because }�� = 0. Using the 

definition of }��, demand function, and pricing equation, we can option the ideal price 

index in country �: 
<��4@ =�§E��B�; ¨�4@ G�}��

�
��� 																																																																																																			(z11) 

Equation (A8)-(A11) provide mapping from the income level ��, the numbers of firms G�, 
the unit costs B�, the fixed costs C��, and the transport costs E��to the bilateral trade flows 

#��.  
Empirical Framework 

Assume that firm productivity 1/, follows Pareto-truncated distribution with the 

following CDF: 

�(,) = (,3 − ,A3)/(,�3 − ,A3), � > (X − 1)		 , �,A , ,��																																																			(z12)  
In HMR model, they allow for ,�� ≤	,A for some � − � pairs, inducing zero exports from 

� to � (i.e. }�� = 0 and #�� = 0). This framework also allows for asymmetric trade flows 

#�� ≠ #�� which may also be unidirectional, with #�� > 0 and #�� = 0 or #�� = 0 and 

#�� > 0. 
The differentiation of equation (A12) with respect to ,3, (A9) becomes: 

}�� = 3/2©ª«¬­(34@6�)(/®©4/2©)-��		where -��		 =  ,� ¯§/01/2¨34@6� − 1,0°																																	(z13) 
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,�� is determined by the zero profit condition (A8). Both  }�� and -��		are monotonic 

functions of the proportion of exporters from � to �, �(,��). 
The exporter volume from � to �, given by (A10) can now be written in log-linear form 

as: 

 �� = (X − 1) ln ; − (X − 1) ln B� +�� + (X − 1)Z� + �� + (X − 1) ln E�� + ��� 						(z14) 
Where lowercase variables represent the natural logarithms of their respective uppercase 

variables. E�� captures variables trade costs: costs that affect the volume of firm-level 

exports. These costs are stochastic due to i.i.d unmeasured trade frictions *�� which are 

country-pair specific. Letting E��@4� ≡ ±��²c4r01, where ±�� represents symmetric distance 

between � and �, and *�� ∼ G(0, Hr
). Then the equation of bilateral trade flows  �� yields 

the estimating equation  

 �� = �$ + %� + &� − (��� +)�� + *��																																																																																(z15) 
Where %� = (X − 1) ln B� +�� is a fixed effect of the exporting country, and &� =
(X − 1)Z� + �� is the fixed effect of importing country, ��� is the natural logarithm of 

distance between countries �	,��	�; )�� is an unobservable monotonic function which 

controls for the fraction of firms that exports from � to �, 
Firm Export Selection: 
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Let the ratio of the variable export profits of the most productive firm (with 

productivity
�/2) to the fixed export costs for exports from � to � be represented by 9��. 

Country � will export to country �  only if 9�� > 1. 
9�� = (1 − ;)(<� =>1?01)@4���,A�4@B�C�� 																																																																																								(z16) 
; is elasticity of demand, B� country specific cost and , per unit firm-specific marginal 

cost, E��transportation cost,  �� is income of country �, <� is price index of country �. 
Assume that C�� are stochastic fixed costs due to unmeasured i.i.d friction ���~G(0, HI
) 
that may be correlated with *�� and defined as follows: 

C�� ≡ exp�NOP,� + NQ�,� + RN�� − ����																																																																															(z17) 
Where NOP,� is a measure of fixed export costs common across all export destinations, 

NQ�,� is a fixed trade barrier imposed by the importing country, N�� is an observed 

measure of any additional country-pair specific fixed trade costs. 

 

Now we can express Z in log term: 

��� ≡ ln�9��� = ($ + T� + U´ − (��� − RN�� + V�� 																																																												(z18) 
Where: 

��� Is unobserved variable but we can observe the presence of trade flows. Therefore, 

��� > 0  when	� exports to �, ��� = 0 when it does not. Moreover, the value of ��� affects 
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the export volume.  T� = −X ln B� + NOP,� is an export fixed effect.  U´ = (X − 1)Z� +
�� − NQ�,� is an imoprt fixed effect. ��� represents the distance bewteen country i and j. 

and  (��� − *�� ≡ (X − 1)��	E��. And  V�� ≡ *�� + µ�� ∼ G(0, Hr
 + H¶
) is i.i.d. 

N�� is an observed measure of any additional country-pair-specific fixed trade coast. 

To obtain the export selection equation, define the indicator variable Y�� to equal 1 when 

country j exports to � and 0 when it does not. Let  ·�� be the probability that � exports to �, 
conditional on the observed variables. The export selection equation is the following 

Probit specification: 

·�� = Pr�Y�� = 1]^_`abc�	b,a�,_�c`� = Φ�($∗ + T�∗ + U�∗ − (∗��� − R∗N���			 							(z19) 
Where Φ(($∗ + T�∗ + U�∗ − (∗��� − R∗N��) is the cdf of the unit-normal distribution, and 

every standard coefficient represents the original coefficient divided by the standard 

deviation Hg. 
This selection equation has been derived from the a firm-level decision, and it therefore 

does not contain the unobserved and endogenous variable -�� that is related to the 

fraction of exporting firms. Moreover, from Probit equation we derive consistent 

estimates of -��. 
Let ·̧��  be the predicted probability of export from � to �, using the estimates from the 

Probit equation (A19). Let �̂��∗ = Φ4�(·̧�� ) be the predicted value of the latent variable 

���∗ ≡ ���/Hg. Then a consistent estimate for -�� is  
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-�� =  ,� .�9��∗ �¹ − 1, 0º																																																																																									(z20) 
Where l ≡ Hg(� − X + 1)/(X − 1) 
Consistent Estimation of the log-linear gravity equation  

Consistent Estimation of (A15) requires controls for both the endogenous number of 

exporters (via )��) and the selection of country pairs into trading partners. Therefore, we 

need estimates for ~k)��|. , Y�� = 1p and ~k*��|. , Y�� = 1p. Both terms depend on V̅��∗ ≡
~kV��∗ |. , Y�� = 1p. Moreover ~k*��|. , Y�� = 1p = B^aa(*��, V��)(Hr/Hg)V̅��∗ .		Since V��∗  has a 

unit normal distribution, a consistent estimate V̅o��∗  is obtained from the inverse Mills ratio, 

that isV̅o��∗ = N(�̂��∗ )/Φ(�̂��∗ ). Therefore �̅o��∗ ≡ �̂��∗ + V̅o��∗  is a consistent estimate for  

~k���∗ |. , Y�� = 1p and )¼½��∗ ≡ lnjexpkl��̂��∗ + V̅o��∗ �p − 1q is a consistent estimate for  

~k)��|. , Y�� = 1p from (A20). Therefore the consistent estimation for gravity equation is  

 �� =
�$ + %� + &� − (��� + lnjexpkl��̂��∗ + V̅o��∗ �p − 1q + �rgV̅o��∗ + c�� 																															(z21)	            
 

Where  �rg ≡ B^aa�*��, V���(tutv) and c��is an i.i.d. error term. 
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Appendix I.9.2. Multilateral Free Trade Area 2012     

APTA COMESA GCC SAFTA 

Bangladesh Burundi  Bahrain Afghanistan 

China Comoros Kuwait Bangladesh 

India D.R. of the Congo  Oman Bhutan 

Laos Djibouti  Qatar India 

Philippines Egypt  Saudi Arabia Maldives 

Republic of Korea Eritrea  United Arab Emirates Nepal 

Sri Lanka Ethiopia  Pakistan 

Kenya  NAFTA Sri Lanka 

ASEAN Libya  Canada 

Brunei Madagascar  Mexico SICA 

Cambodia Malawi  United States Belize 

Indonesia Mauritius  Costa Rica 

Laos Rwanda  SADC El Salvador 

Malaysia Seychelles  Angola Guatemala 

Myanmar South Sudan  Botswana Honduras 

Philippines Sudan  D.R. of the Congo  Nicaragua 

Singapore Swaziland  Lesotho Panama 

Thailand Uganda  Malawi 

Vietnam Zambia  Mauritius  TPP 

Zimbabwe  Mozambique Brunei 

CEFTA Namibia Chile 

Moldova DR-CAFTA Seychelles New Zealand 

Albania Costa Rica South Africa  Singapore 

Bosnia and Herzegovina 
Dominican 
Republic Swaziland 

Croatia El Salvador Tanzania 

Kosovo Guatemala Zambia 

Macedonia Honduras Zimbabwe 

Montenegro Nicaragua 

Serbia United States     

APTA: The Asia-Pacific Trade Agreement  

ASEAN: The Association of Southeast Asian Nations 

CEFTA: Central European Free Trade Agreement  

CFTA: Central European Free Trade Agreement 

COMESA: Common Market for Eastern and Southern Africa 

GCC: Gulf Cooperation Council  

NAFTA: North American Free Trade Agreement  

SADC: Southern African Development Community  

SAFTA: South Asian Free Trade Area  

TPP: Trans-Pacific Partnership  
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Appendix  I.9.3List of Countries with Common Currency 1990-2009   

Armenian dram St. Lucia Pound sterling 

Armenia St. Vincent and the Grenadines British Antarctic Territory 

Nagorno-Karabakh Republic Euro British Indian Ocean Territory 

 
Andorra Falkland Islands 

Australian dollar Austria Gibraltar 

Australia Belgium Guernsey 

Christmas Island Cyprus Isle of Man 

Cocos Islands Estonia Jersey 

Kiribati Finland St. Helena 

Nauru France S.Georgia and the S.Sandwich Islands 

Norfolk Island 
French Southern and Antarctic 
Lands 

United Kingdom 

Tuvalu Germany 
 

 
Greece South African rand 

CFA franc Ireland Lesotho 

Benin Italy Namibia 

Burkina Faso Kosovo South Africa 

Cameroon Luxembourg Swaziland 

Central African Republic Malta 
 

Chad Mayotte Swiss franc 

Côte d'Ivoire Monaco Liechtenstein 

Equatorial Guinea Montenegro Switzerland 

Gabon Netherlands 
 

Guinea-Bissau Portugal United States Dollar 
Mali St. Pierre and Miquelon American Samoa 
Niger San Marino BES islands 

Republic of the Congo Slovakia British Virgin Islands 

Senegal Slovenia Ecuador 

Togo Spain El Salvador 

 
Vatican City Federated States of Micronesia 

CFP franc  
Guam 

French Polynesia Indian rupee Marshall Islands 

New Caledonia Bhutan Northern Mariana Islands 

Wallis and Futuna India Palau 

  
Panama 

East Caribbean Dollar New Zealand dollar Puerto Rico 

Anguilla Cook Islands Timor-Leste 

Antigua and Barbuda New Zealand Turks and Caicos Islands 

Dominica Niue United States 

Grenada Pitcairn Islands United States Minor Outlying Islands 

Montserrat Tokelau United States Virgin Islands 

St. Kitts and Nevis     
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Appendix I.9.4. List of Countries in Sample     

Afghanistan Dominican Rep. Liberia Serbia 

Albania Egypt Lithuania Seychelles 

Algeria El Salvador Luxembourg Sierra Leone 

Angola Estonia Macedonia FYR Singapore 

Argentina Ethiopia Madagascar Slovakia 

Armenia Fiji Malawi Slovenia 

Australia Finland Malaysia Solomon Islands 

Austria France Mali Somalia 

Azerbaijan Gabon Malta South Africa 

Bahamas Gambia Mauritania Spain 

Bahrain Georgia Mauritius Sri Lanka 

Bangladesh Germany Mexico Suriname 

Barbados Ghana Moldova Sweden 

Belarus Greece Mongolia Switzerland 

Belgium Grenada Morocco Tajikistan 

Belize Guatemala Mozambique Tanzania 

Benin Guinea Nepal Thailand 

Bolivia Guinea-Bissau Netherlands Togo 

Bosnia and Herzegovina Guyana New Zealand Tonga 

Brazil Haiti Nicaragua Trinidad and Tobago 

Brunei Darussalam Honduras Niger Tunisia 

Bulgaria Hong Kong Nigeria Turkey 

Burkina Faso Hungary Norway Turkmenistan 

Burundi Iceland Oman Uganda 

Cambodia India Pakistan Ukraine 

Cameroon Indonesia Panama United Arab Emirates 

Canada Iran Papua New Guinea United Kingdom 

Cape Verde Iraq Paraguay United States 

Central African Rep. Ireland Peru Uruguay 

Chad Israel Philippines Uzbekistan 

Chile Italy Poland Vanuatu 

China Jamaica Portugal Venezuela 

Colombia Japan Qatar Vietnam 
Congo Jordan Romania Yemen 

Costa Rica Kazakhstan Russian Federation Zambia 

Croatia Kenya Rwanda Zimbabwe 

Cyprus Korea Saint Kitts and Nevis 

Czech Republic Kuwait Saint Lucia 

Côte d'Ivoire Kyrgyzstan Saint Vincent and the Grenadines 

Denmark Lao PDR Samoa 

Djibouti Latvia Saudi Arabia 

Dominica Lebanon Senegal   
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Table I.A. GDP, Current prices (Billion U.S. Dollars) 

  Bahrain Kuwait Oman Qatar Saudi Arabia UAE GCC 

2000 7.966 37.721 19.45 17.76 188.693 103.893 375.483 

2001 7.969 34.886 19.399 17.538 183.257 103.312 366.361 

2002 8.489 38.135 20.048 19.363 188.803 109.816 384.654 

2003 9.745 47.844 21.542 23.534 214.859 124.346 441.87 

2004 11.233 59.439 24.674 31.734 250.673 147.824 525.577 

2005 13.456 80.806 30.905 44.52 315.758 180.617 666.062 

2006 15.848 101.56 36.805 60.819 356.63 222.106 793.768 

2007 18.468 114.697 41.909 79.547 385.199 258.15 897.97 

2008 22.146 148.77 60.568 115.02 476.941 314.845 1138.29 

2009 19.314 109.463 46.861 97.583 377.195 270.335 920.751 

Source: IMF, World Economic Outlook Database, September 2011  

       

       

Table I.B GDP per capita, Current prices (U.S. Dollars) 

  Bahrain Kuwait Oman Qatar Saudi Arabia UAE GCC 

2000 11889.98 17012.776 8096.833 28797.43 9216.391 34688.98 12782.4 

2001 11719.42 15108.112 7939.563 27033.98 8736.41 32621.29 12121.53 

2002 12127.44 15759.074 8070.475 28374.11 8785.132 32790.71 12357.96 

2003 13725.67 18786.749 8529.117 32787.51 9758.017 35017.31 13777.87 

2004 15601.16 21585.563 9600.733 41703.53 11126.522 39304.51 15880.86 

2005 18322.67 27014.517 11805.58 50109.22 13657.947 43988.56 19330.8 

2006 21156.85 31907.176 13784.25 58382.72 14784.447 52519.71 22052.17 

2007 24171.15 33732.548 15369.36 64872.26 15444.417 57520.09 23917.17 

2008 28416.17 43224.377 21745.19 79409.17 18495.404 66074.44 29182.43 

2009 18589.38 31410.614 16255.18 59544.59 14148.337 53362.62 22582.92 

Source: IMF, World Economic Outlook Database, September 2011  

GCC data is calculated by Author      
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Table I.C Inflation, average consumer prices, percent change 

  Bahrain Kuwait Oman Qatar Saudi Arabia UAE 

2000 -0.73 1.569 -1.197 1.679 -1.1 1.348 

2001 -1.175 1.448 -0.841 1.436 -1.138 2.8 

2002 -0.496 0.797 -0.334 0.244 0.23 2.918 

2003 1.679 0.986 0.166 2.263 0.587 3.119 

2004 2.248 1.257 0.673 6.797 0.355 5.041 

2005 2.618 4.12 1.853 8.814 0.632 6.195 

2006 2.041 3.092 3.441 11.828 2.31 9.285 

2007 3.252 5.465 5.894 13.764 4.107 11.128 

2008 3.533 10.622 12.56 15.049 9.871 12.251 

2009 2.785 3.952 3.537 -4.865 5.057 1.56 

Source: IMF, World Economic Outlook Database, September 2011  

Table I.D Population (Millions)

  Bahrain Kuwait Oman Qatar Saudi Arabia UAE 

2000 0.67 2.217 2.402 0.617 20.474 2.995 

2001 0.68 2.309 2.443 0.649 20.976 3.167 

2002 0.7 2.42 2.484 0.682 21.491 3.349 

2003 0.71 2.547 2.526 0.718 22.019 3.551 

2004 0.72 2.754 2.57 0.761 22.529 3.761 

2005 0.734 2.991 2.618 0.888 23.119 4.106 

2006 0.749 3.183 2.67 1.042 24.122 4.229 

2007 0.764 3.4 2.726 1.226 24.941 4.488 

2008 0.779 3.442 2.785 1.448 25.787 4.765 

2009 1.039 3.485 2.883 1.639 26.66 5.066 

Source: IMF, World Economic Outlook Database, September 2011 
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Table I.E GDP, Current prices (Billion U.S. Dollars) 

Year GCC Australia Canada 

2000 375.483 400.988 724.914 

2001 366.361 379.245 715.442 

2002 384.654 426.211 734.653 

2003 441.87 542.951 865.903 

2004 525.577 658.867 992.227 

2005 666.062 737.196 1133.757 

2006 793.768 784.459 1278.607 

2007 897.97 953.656 1424.067 

2008 1138.29 1061.037 1502.678 

2009 920.751 988.581 1337.577 
Source: IMF, World Economic Outlook Database, September 2011 
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Source: OPEC Web Site 
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CHAPTER 2 
 

 

Are Trade-Weighted Exchange Rate Indices better than a Simple Real 

Exchange Rate in Explaining National Output? 

 

Abstract 

In this study we use three weighted exchange rate indices constructed for specific 
industries to investigates the impact of exchange rate on national output using data for 
ASEAN+3 countries for the period from 1992 to 2004. Results in show that compared to 
the nominal exchange rate, industry-specific indices have a better performance in 
explaining the movement in industrial output. The findings show that there is always a 
significant relationship between currency depreciation and the change of the level of 
industry output. 

 
 

Key Words: Industry-Specific, Exchange rate, Output. 
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II.1. Introduction  

While many studies investigate the impact of exchange rates on economic activities, 

several interesting ideas remain unexplored. I analyze the relationship between exchange 

rate fluctuation and outputs at the industry level for country members of the Association 

of Southeast Asian Nations ASEAN Plus Three (APT) countries (Brunei, Cambodia, 

China, Indonesia, Japan, Korea, Laos, Malaysia, Myanmar (Burma), Philippines, 

Singapore, Thailand, and Vietnam). Those countries have a vision to achieve full 

economic integration in 2020. One of the benefits of economic integration is to eliminate 

the impact of exchange rate fluctuation among members by using a single currency. The 

important contributions of this paper are using real exchange rate indices instead of a 

simple real exchange rate. 

 There are many empirical studies investigate the effect of exchange rates on 

different economic activities using aggregate indices. I study the effect of exchange rate 

movements on output using the Goldberg approach.  Goldberg (2004) stated that at the 

national level, studies of exchange rate movements often rely on aggregate trade-

weighted exchange rates. Such indices are helpful at a macroeconomic level. However, 

the industry-specific distinction is omitted. For example, the aggregate trade-weighted 

exchange rate depends on all exports and imports of the entire economy. However, the 

importance of the competition among particular trading countries differs based on their 

within-industry sectors, not just the aggregate trade. 
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 In this study I contribute to the previous study by investigating the impact of 

exchange rate movement on outputs for ten Asian countries using industry-specific 

exchange rates. On the basis of this measure, this study analyzes the impact of exchange 

rates by constructing three industry-specific indices using data for the period 1992-2004 

and compares the results from the indices to those using aggregated real exchange rates.  

 The structure of this paper is as follows. Section 2 contains the literature review. 

In Section 3, the Industry-Specific Exchange Rate ASEAN Plus Three (APT) is briefly 

reviewed. The data are described in Section 4. In Section 5, the empirical model and 

different measures of exchange rates are described. The main results are presented in 

Section 6. In Section 7, a summary and conclusion are provided. 

 

II.2. Literature Review: 

Goldberg (2004) constructs three indices for industry- specific real exchange rates and 

studies the effect of these indices on corporate profits of specific U.S. industries. She 

finds the advantage of using industry-specific indices over the aggregate indices 

computed by the Board of Governors of the Federal Reserve System. The aggregate 

indices use the aggregate trade-partner exchange rates; these weights are based on the 

total exports and imports of the U.S. economy. Industry-specific real exchange rate 

indices can be more effective than aggregate, trade-weighted indices in capturing changes 

in the competitive environment in an industry caused by movement.  

Goldberg compared the results of using industry-specific exchange rates to those using 

the board exchange rate. In five high-trade-exposure industries, the board exchange rate 
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measure is statistically insignificant when the non-interacted exchange rate term is 

excluded while the industry-specific exchange rates are all statistically significant with 

negative signs. Her finding states that the use of industry-specific exchange rates 

accurately identifies the effect of the dollar movement on the profit.  

Goldberg points to more results for specific industries and, using an industry-by-industry 

regression, finds evidence that the effect of the exchange rate on specific industries 

allows for changes over time in industry exposure to international trade.  The interacted 

term (exchange rate with trade) estimated coefficient for the import is statistically 

significant for the Nonelectrical Machinery and Electrical Machinery and Electronics 

industries.  

 Ihrig and Prior (2005) examine whether the type of exchange rate used or the size 

of the movement in the exchange rate matters in estimating the exchange rate exposure of 

U.S. manufacturing firms. In their study, they replaced the board exchange rate with an 

industry-specific exchange rate following Goldberg’s approach.  They construct 2-digit 

SIC manufacturing industry exchange rates using monthly data for the period between 

1995 and 1999 for 901 U.S. manufacturing firms14. They use the JPMorgan Board 

exchange rate as a benchmark rate and use a 2-digit SIC industry exchange rate.  Ihrig 

and Prior estimate a simple Jorion regression with both the 2-digit SIC industry exchange 

rate and the board exchange rate, where the dependent variable is the firm’s return while 

the independent variables are the market return, change in the exchange rate, and crisis 

indicator that is non-zero in a month when there is a crises. They find that there is an 

                                                           
14 901 U.S. manufacturing firms include 548 U.S. multinationals and 353 U.S. domestic firms. 
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improvement when using the industry exchange rate over the board exchange rate. 

Fifteen percent of the multinational firms have significant exposure when they use the 

industry-specific exchange rate. Their analysis suggests that controlling for the exchange 

rate movement size matters.   

Dominguez and Tesar (2006) study the relationship between the exchange rate exposure 

and firms’ returns. Their data set includes firm-level, industry-level, and market-level 

returns and exchange rates for a sample of both OECD and developing countries. The 

data cover the period from 1980-1999 for eight countries:  Chile, France, Germany, Italy, 

Japan, the Netherlands, Thailand, and the United Kingdom. They define exposure by 

looking at the relationship between the change in the exchange rate and excess returns at 

the firm level or industry level.  In their model they have the return on firm as the 

dependent variable and two explanatory variables, including return on market portfolio 

and the change in the relevant exchange rate.  The first objective for Dominguez and 

Tesar (2006) is to examine the relationship between profitability and the exchange rate.  

After they find a statistically significant relationship, the second objective is to study why 

some firms are more exposed than others.  The exposure coefficient estimated for the first 

objective is used in a set of second-stage estimations to examine why some firms are 

exposed.  They test three hypotheses. First, they test whether firm characteristics such as 

firm size and its industry affiliation have any relationship to exposure. The second 

hypothesis tests whether firms engaging in international activities have a greater chance 

to have an effect from the changes in the exchange rates. The third hypothesis examines 

whether the firms that are more engaged in international trade are more likely to expect 

exchange rate risks. 
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In their results regarding the first hypothesis, they find that small size firms are more 

likely to experience exchange rate exposure than large and medium size firms. Small 

firms might be exposed because they do not have access to as many instruments for 

hedging exposure. On the second hypothesis, they find that multinational firms and firms 

heavily engaged in foreign trade or holding international assets are more likely to face 

exchange rate exposure. Results for the final hypothesis show that  there is no strong 

evidence that exporting firms  will benefit from currency depreciation; however, the 

results are strongest for importing firms, where they find that such firms are more likely 

to be harmed by currency depreciation.   

 Hasan, Mitra, and Ramaswamy (2007) follow Goldberg’s approach using three 

industry-specific real exchange rate measures to study the effect of major trade reforms 

initiated in India in 1990 on demand elasticity of labor in the manufacturing sector. Using 

disaggregated data by industry and state for the period from 1980-1997, they find that 

first reducing protection will significantly increase labor demand elasticity. Second, states 

with less restriction on firing and hiring of labor have more labor demand elasticity in 

response to reductions in protection. 

 Berument and Pasaogullari (2003) formed a bivariate analysis to investigate the 

relationship between the real exchange rate and output in Turkey using quarterly data 

from 1987 to 2001. In their study, they find a negative relationship between output and 

the real exchange rate. 

Agénor (1991) used an aggregate output equation derived from a rational 

expectations macro-model to study the impact of the real exchange rate on output, using 
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annual data for the period 1978-87 for a group of 23 countries. The empirical estimation 

shows that unanticipated devaluations increase the level of output, while anticipated 

devaluations decrease the level of output. 

 

II.3. ASEAN Plus Three (APT) and Industry-Specific Exchange Rates 

Economic integration and countries’ cooperation have become obvious in our recent 

world. The uniqueness of the European Monetary Union in terms of the common central 

bank and one currency is a good example of economic integration. Many countries in 

different regions have attempted to form at least a free trade area to enhance trade and to 

strengthen their global trade market competition. One of the most important regional 

trade agreements, the Association of Southeast Asian Nations (ASEAN), was established 

in August 1967 in Bangkok, Thailand with an aim to achieve full economic integration 

by 2020. The original participants were Indonesia, Malaysia, Philippines, Singapore, and 

Thailand. Brunei Darussalam then joined in 1984, Vietnam in 1995, Laos PDR and 

Myanmar in 1997, and Cambodia in 199915.  The increase in trade interdependence 

among Southeast Asian countries has developed a need for strong economic relations, 

particularly with more developed countries like Japan, Korea, and China. In 1997 

ASEAN began the process of broadening and deepening overall economic cooperation 

and expanding their free trade agreement by adding three more countries—China, Japan, 

and Korea—to be called ASEAN plus Three (APT). Trade agreements between ASEAN 

and the Plus Three countries have had a significant impact on the ASEAN economy. In 

                                                           
15 Date source See http://www.aseansec.org 
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2010 ASEAN’s total trade with the Plus Three countries documented a significant 

increase of 28.9%, totaling US$533.3 billion. Exports increased by 34.9% and imports by 

23.5%. The share of ASEAN Plus Three countries’ total trade accounted for 26.1% in 

201016. Smaller economies are more likely to suffer more adverse results from a financial 

crisis and one way to avoid that is to build a strong economic relationship with a more-

developed partner. The Asian crisis in 1997 was one of the reasons for ASEAN countries 

to speed up the process of economic integration. Before the Asian Financial crisis, 

Southeast Asian countries were enjoying an economic growth at an average of over 8% in 

1995 and 7.5% in 1996. During the crisis, in 1998, Southeast Asian countries lost 7.8% of 

their GDP.   

The behavior of firms in the ASEAN Plus Three (APT) countries is like that of 

other international firms in terms of responding to exchange rate fluctuations. In 1995 the 

appreciation of the US dollar had a negative impact on the exports of East Asian 

countries (Fischer, 2001). The APT countries have experienced remarkable movement in 

their exchange rates and their firms’ outputs were affected as a result.  Most APT 

counties experienced changes in their exchange rate policies, including a shift from a 

fixed exchange rate regime to a pegged float regime using crawling bands or crawling 

pegs; some countries had to change from a fixed exchange rate regime to a flexible 

exchange rate regime. In July 1997, Thailand had to switch from a fixed exchange rate to 

a flexible exchange rate regime, allowing the Thai Baht to depreciate. Following 

Thailand in the same month, the Philippine Peso and the Singapore Dollar were allowed 

to depreciate. Under floating exchange rates in Malaysia, the Ringgit sharply depreciated.  

                                                           
16 Joint Media Statements of the 14th ASEAN Plus Three Economic Ministers’ (AEM+3) Meeting, 
Manado, Indonesia, 12 August 2011. 
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One month later, Indonesia could not defend the Rupiah anymore and had to let it float. 

The Korean Won, Japanese Yen, and Chinese Renminbi (RMP) also depreciated (see 

Table 1).    

In theory, significant appreciation in real exchange rates has a negative impact on 

export competitiveness. In export-oriented economies such as Malaysia, Thailand, and 

Singapore, exchange rate appreciation adversely affects export sectors, which constitute 

more than 50% of GDP (OECD, 2012). 

 

II.4. Data Sources 

The data sample I use in this study covers the period from 1992 to 2004 for 

ASEAN+3 countries. The output data are obtained at the 2-digit level of ISIC Revision 3 

from the United Nations Industrial Statistics Database. The data for nominal exchange 

rates are obtained from the International Financial Statistics (IFS). Bilateral trade (export 

and import) data are obtained from the United Nations Commodity Trade Statistics 

database via World Integrated Trade Solution (WITS)17. I obtained an industry-level data 

set for ASEAN+3 that are disaggregated at 2-digit SITC Revision 3.   GDP (constant 

2000 US dollars), Consumer price index (CPI), and real interest rates are obtained from 

the World Bank’s World Development Indicators. 

Due to lack of data availability, some countries or years for main countries or their 

partner countries are excluded. Output data for Brunei, Laos, and Myanmar are not 

available. Therefore, those countries are excluded from the ASEAN+3 data sample.  

                                                           
17 https://wits.worldbank.org/ 
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II.5. Empirical Approach 

 Exchange Rate Measures 

As Goldberg highlights, the importance of exports and imports may differ substantially 

from country to country; as a result, movements in bilateral exchange rates can have 

different effects on competitive conditions across countries. For example, Singapore 

imported more than 21% of its total power-generating equipment from the United States 

in 2000 but less than 2.5% of the United States beverages. In contrast, Singapore imports 

more than 55 % of its total beverage from France but less than 5% of its total power- 

generating equipment imports18. Movements in the exchange rate policy in the 

ASEAN+3 countries may have an effect on industry structure, as industries react with 

different levels of sensitivity to the fluctuations of exchange rates. It is important to 

construct exchange rate indices using trading partners to explain the response of firms in 

each industry. The importance of trade-weighted industry-specific exchange rates rises 

from the differences in the import and export destinations.  

I will discuss different exchange rate measures in this section. First, I will present the 

bilateral real exchange rate, which is a common exchange used in most literature. Second, 

I will follow Goldberg’s methodology to construct trade-weighted, industry-specific 

exchange rates for ASEAN+3 countries. 

1) The Bilateral Real Exchange Rate 

The real exchange rate, in most common definitions, is the nominal exchange rate 

adjusted by the price level. The bilateral real exchange rate between each ASEAN+3 

                                                           
18 Source: UNcomtrade for WITS, calculations by author. 
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(APT) country and its trading partner is constructed as the nominal bilateral rate of each 

APT currency with regard to the country’s partner currency multiplied by the partner’s 

CPI relative to each APT’s CPI. It can be expressed as  

�~�3,¾¿À = G^ ��,�	~�Bℎ,��c	�,xc{<�¾¿À × {<�3								C^a	B^*�xa�	�	 
 Where APT indicates each ASEAN Plus Three country. 

2) Industry-Specific Exchange Rate 

Goldberg (2004) implies that industry-specific measures can be more effective for 

changes in industry competitiveness as a result of bilateral exchange rate movements19. 

Following her methodology, I will construct industry- specific exchange rates for 

ASEAN+3 countries for each industry. Two measures are constructed using the weights 

of exports and imports, respectively, with respect to each trading partner as follows: 

 The Export-weighted real exchange rate of country � in industry	�: 
�~�3,w� =�)3�,w�� ∙ �~�3�,w 	, )ℎcac	)3�,w� = �3�,w�∑ �3�,w�� 	 

Where �~�3�,w are the bilateral real exchange rates between country � (each APT 

country) and its trading partner � at time x. The weight )3�,w�  is the share of country � in 

country �’s exports in specific industry �. In a similar manner,  

 The Import-weighted real exchange rate of country � in industry	� 
                                                           
19 Goldberg constructed three industry-specific exchange rate indices for the United States for each U.S. 
industry. 
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#~�3,w� =�)3�,w�� ∙ �~�3�,w	, )ℎcac	)3�,w� = #3�,w�∑ #3�,w��  

Where )3�,w�  is the import share. 

 Finally, the Trade-weighted average exchange rate is constructed by combining the 

export and import rates as follows: 

Y~�3,w� = 0.5 ∙ 	�~�3,w� + 0.5 ∙ #~�3,w�  

An increase in the value of the indices means a real appreciation of country �’s currency. 

 

II.6. Empirical Model 

Several empirical studies investigate the impact of exchange rates on output20, others 

investigate the impact of exchange rates on firms’ profitability. I will follow Goldberg’s 

approach to investigate the impact of several industry-specific real exchange rate indices 

on outputs using the following first-differenced model. 

∆�3,w� = ;3� + �$�∆�G±3,w� + ���Ya,�c3,w� ∙ ∆�G±3,w� + �
∆�3,w + �
∆�±<3,w + *w	 
Where ∆ denotes change in logarithms of all variables in the model except for interest 

rates (change in levels) and all variables are represented in real terms, � represents 

industry in country �, Time is x, and � denotes output for an industry. The variable �G± 

represents industry-specific exchange rates (�~�,#~�, Y~�). The variable Ya,�c 
denotes total trade (export plus import) of a specific industry. The variable � represents 
                                                           
20 See, for example Agénor (1991), Berument & Pasaogullari (2003), Edwards (1986), Kamina & Rogers 
(2000) Rogers & Wang (1995), Fackler & Rogers, (1995) 
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the real interest rate, which is the lending interest rate, adjusted for inflation as measured 

by the GDP deflator.  �±< is in real values and varies across countries and year. 

The exchange rate term ( �$�∆�G±3,w� ) captures the impact of currency movements of 

industry-specific exchange rate indices in the ASEAN Plus Three countries. The 

exchange rate term interacted with Trade (���Ya,�c3,w� ∙ ∆�G±3,w� ) is introduced to capture 

the changes over time in an industry’s overall level of exposure to international trade.  

The expected relationship between interest rate and output can be negative since a 

decrease in interest rate leads to an increase in investment and increase in output. 

However, the relationship might be positive because of the response of monetary policy 

to the change in output.  

One explanation is that in developing countries, most  manufacturing inputs are largely 

imported and if there are increases in input prices due to local currency depreciations or 

foreign currency appreciations, firms’ input cost will increase, which results in higher 

output prices and a decrease in demand for output. However, monetary policy might 

respond to the decrease of output by reducing the interest rate in order to stimulate 

economies, which will show a positive sign in the data between output and interest rate.   

    

II.7. Empirical Results 

 The effect of exchange rate on output is first examined by pooling the ten 

countries and 21 sectors into a single panel. Then three industry-specific exchange rate 

measures are applied with fixed effects and compared to the ordinary real exchange rate. 
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To further investigate the role of exchange rate across industry, I run a separate 

regression for each individual sector. For robustness tests, I run separate tests with and 

without China, since it is the biggest trading country. Finally, the data is divided into 

export versus import samples to check whether there are significant changes.  

 Tables 1through 7 summarize the empirical results using different measures of the 

real exchange rate. All explanatory variables are lagged to avoid a simultaneity problem. 

I employ the specifications with fixed effects: country-fixed effects, time-fixed effects, 

and industry-fixed effects.  

Table 1.A shows estimation results using all indices with both country and time-fixed 

effects. Table 1.B presents estimation results with country-fixed effects and industry-

fixed effects. Table 1.C provides estimation results with only country-fixed effects.  

According to Table 1(A.B.C), the coefficients of real GDP and real interest rate are 

generally significant and positive, which is consistent with Goldberg’s results. The 

coefficients of different measures of the exchange rate are negative but significant only 

for the specifications of the import-weighted and export-weighted real exchange rate. The 

negative sign shows that the appreciation in the real exchange rate of local currency 

discourages the production of industrial output. For example, a one percent appreciation 

of ASEAN+3 currencies will cause industrial output to drop by 0.21 %  based on the 

import-weighted index and 0.093 % based on the export-weighted index.  The aggregate 

index of real exchange rates is statistically insignificant in all regressions. Interest rate is 

found to have a positive effect on output. 
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In addition, I test for asymmetric effects of currency appreciation and depreciation for all 

three exchange rate indices. The results in Table 1(A.B.C) show coefficients for the 

depreciation variable are all significant and with a negative sign. However, the 

appreciation coefficients are not statistically significant. The negative sign for the 

depreciation coefficients indicates that currency depreciation in any one of the ASEAN+3 

currencies will lead to more decrease in output and that is consistent with Ahmed’s 

(2003) findings. One possible reason for the negative impact of the currency depreciation 

is that currency depreciation will increase the cost of inputs, which will discourage firms’ 

output.    

 More results are obtained for specific industries. Tables 3 through 5 show results 

for industry-by-industry output regressions for different manufacturing industries. In 

Table 3, I report results from regressions that include both the trade-weighted index and 

the interaction term. Those results show statistically significant coefficients for two 

sectors, fabricated products with a negative sign and furniture products with a positive 

sign, based on the trade-weighted index. The interaction term shows only one positive 

significant coefficient:  for non-metallic mineral products. The coefficient for non-

metallic mineral products indicates that a one percent appreciation in ASEAN +3 

currencies with trade exposure will lead to an increase in output but with a very small 

percentage increase (0.00000278). The positive relationship might be because there are 

imported intermediate inputs that become cheaper after the currency appreciation and as a 

result the final outputs increase. Table 4 provides the results where the interaction term is 

excluded and uses only the trade-weighted exchange rate term, which presents almost the 

same results. The results suggest that the relationship between trade exchange rate and 
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industry output might be driven by fabricated products and furniture products. An 

appreciation of 10 % in local currency reduces the fabricated industry output by 0.0435 

%; while an appreciation of 10 % in ASEAN+3 currency will result in a 0.0236 % 

increase in the output of the furniture industry.  

For a robustness check, Table 5 provides estimation results where China is excluded from 

the data sample. Interestingly, the furniture products coefficient is no longer significant, 

while the fabricated products coefficient remain statistically significant with the same 

sign. This finding could indicate that a significant furniture industry share is being 

produced in China. 

  For an additional robustness check, I divide the data into two groups, export and 

import sample data. Tables 6 through 9 provide estimation results for export and import 

regressions.  Table 6 reports the results of three regressions for the full export sample 

data of twenty one industries.  The estimated coefficient of the export-weighted index is 

always statistically significant with a negative sign, implying a negative relationship 

between exchange rate and industry output, while the interaction term between trade and 

the export-weighted index is statistically insignificant.  Looking at the results of industry-

by-industry output regressions, the estimated coefficient of the wearing apparel products 

industry is statistically significant at the 1% level of significance with a negative sign, as 

shown in Table 7. 

On the other hand, Table 8 summarizes the empirical results for the full import sample 

data at the aggregate level, where the Import-weighted real exchange rate is found to be 

not statistically significant. However, when the trade variable is interacted with the 
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exchange rate, the estimated coefficient of the interaction term is statistically significant 

with a positive sign.  At the industry level, the influence of the Import-weighted real 

exchange rate on output is not statistically significant for all industries sectors. 

 

II.8. Conclusion 

In this paper, I measure industry-specific real exchange rate impacts on output for 

ASEAN+3 countries using data for 10 countries and their partners during the period 

1992-2004. The impact of industry-specific real exchange rates is examined using both 

aggregate and disaggregate industry-level data. In addition the study compares the 

findings to the use of the real exchange rate index. 

 The study contributes to the understanding of the effect of exchange rates on 

output in several ways. Although there are wide uses of bilateral exchange rates in the 

empirical literature, I find that compared to the nominal exchange rate, industry-specific 

indices have a better performance in explaining the movement in industrial output. 

Second, comparing the use of simple real exchange rates to industry-specific real 

exchange rate indices, all the simple exchange rate coefficients are statistically 

insignificant and  do not provide sufficient explanations. Third, the test for asymmetric 

effects of currency appreciation and depreciation shows that there is always a significant 

relationship between currency depreciation and output. 
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