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1. Introduction

"The fundamental impulse that keeps the capitalist engine in motion 
comes from  the new consumers ' goods, the new methods o f  production 
and transportation, the new markets...[The process] incessantly 
revolutionizes from  within, incessantly destroying the old one. incessantly 
creating a new one. This process o f  Creative Destruction is the essential 
fact about capitalism. " (Schumpeter, 1942).

It has long been recognized that very dynamic processes underlie 

economic systems. Until recently, though, little was known about the engines that 

drive the dynamics o f  businesses and markets. Granted, there were a number of 

theories that proposed different paths o f evolution, but in terms o f empirical 

evidence, little was known beyond impressions about how markets, industries, 

and individual businesses grew. The recent availability o f  large microdata sets 

has created some focus on trying to measure the determinants o f  business growth 

and decline, success and failure; in short, this work seeks to uncover the dynamics 

inherent to the creative destruction process. This dissertation contributes to the 

empirical evidence on the dynamics o f the creative destruction process by 

presenting evidence on patterns of microeconomic adjustment dynamics in the 

U.S. coal mining industry and by examining different mechanisms available to 

establishments for adjusting to changing economic environments.

The creative destruction process manifests itself in the turnover and 

growth of establishments— where decisions as to exiting or changing employment 

levels (size) are based on signals received regarding an establishment’s 

comparative advantage in the marketplace. Productivity dynamics play an



important role since productivity serves as a valuable signal as to the comparative 

advantage or disadvantage held by an establishment. Increasing (declining) 

productivity, ceteris paribus, signals that a firm has a relative advantage 

(disadvantage) in an industry. There are a number o f  theoretical models that 

describe how productivity can be a key component to finn/establishment 

dynamics. Jovanovic (1982), Dunne, Roberts, and Samuelson (1989), and 

Hopenhayn (1992) all develop models where firms are uncertain about their initial 

productivity relative to other establishments in the industry. Learning about 

relative productivity through market experience will provide managers with 

valuable information regarding the need to adjust to changing economic 

conditions. Based on received signals, firms have a number o f tools available to 

them to make adjustments—should they be necessary.

Declining productivity, signaling a comparative disadvantage in the 

marketplace, can lead to the turnover o f  firms (in the entry/exit sense). The idea 

is simple: declining productivity (profitability) increases the likelihood of exit. 

Baldwin (1995) finds that exiting plants are significantly less productive than 

extant plants. Delving a bit deeper into productivity dynamics by looking at the 

contribution o f within establishment productivity improvements o f  survivors to 

aggregate productivity growth, Haltiwanger (1997) attributes 54% o f industry 

productivity growth in all o f U.S. manufacturing to within plant productivity 

gains—suggesting in part that surviving establishments enjoy higher and higher 

levels of productivity than exiting plants. In Israeli manufacturing, Griliches and



Regev (1992) calculate even higher contributions o f  within plant productivity 

improvements to aggregate productivity growth. In short, establishment turnover, 

indeed the creative destruction process itself, is inextricably linked to changes in 

productivity as those changes signal the relative competence o f an establishment 

in a given industry. The productivity o f extant establishments will tend to grow 

rapidly as they enjoy and exploit their comparative advantages, and exiting 

establishments likely would have seen more declines in productivity had they not 

made the determination that exit was optimal.' For a  very detailed review o f  this 

relationship, among others, see Caves (1998).

An alternative form o f turnover would be to offer the business (or 

establishment) for sale. In such a case, the creative destruction process does force 

turnover but not in the same sense as in the case o f  exit; rather, turnover occurs 

through changing control of an establishment from poorly performing managers 

or owners to presumably better performing managers or owners. The notion here 

is that declining productivity need not necessarily imply that there is something 

fundamentally wrong with an establishment and its assembled assets (a case 

where turnover in the exit sense would occur) but that the comparative 

disadvantage could be a function o f a poor match between owners (or managers) 

and assets. Offering an establishment for sale is a mechanism by which poorly 

performing assets can be allowed to migrate toward more productive control. 

Lichtenberg and Siegel (1987) and Maksimovic and Phillips (1999) find that

' Acs and Audretsch (1990) present this notion in the case o f innovation and small firms. 
Additionally, Roberts and Tybout (1996) argue that industry level productivity is very much



establishments targeted for acquisition showed significantly lower productivity 

levels than non-targets before the acquisition. Additionally, both studies found 

evidence o f  significant productivity growth among extant acquired 

establishments. These studies suggest that an important part of the creative 

destruction process can be found in the turnover o f  management and owners of 

establishments (viz., changes in the control o f an establishment).

Finally, the creative destruction process can manifest itself in the growth 

of an establishment—as measured by changes in employment levels. That is, 

when sufficient information arrives through productivity signals, managers o f an 

establishment can make decisions to expand or contract in size—usually by 

adjusting levels of employment. Baily, Hulten, and Campbell (1992), Daily, 

Bartlesman, and Haltiwanger (1996), and Olley and Pakes (1996) find that the 

reallocation o f  jobs fi^om less productive establishments to more productive 

establishments accounts for a large fraction o f productivity growth. These 

findings suggest that the creative destruction process extends itself beyond the 

realm of turnover and into the spheres o f job creation and job destruction.

The work in this dissertation aims toward gaining an understanding o f the 

microeconomic dynamics associated with the process o f creative destruction. I 

present additional evidence on all three o f the mechanisms for microeconomic 

adjustment discussed above. In chapter two, I study the role o f acquisitions as a 

corrective force for deteriorating productivity. Adapting a  model of employer- 

employee job matching (similar to Jovanovic (1979)) to explain the match

affected by the turnover in industries—at least in the developing countries that they study.
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between owners and coal mines, it is argued that less productive mines are more 

likely to be targeted than more productive mines. That is, i f  productivity is an 

index for the quality o f a  match between an owner and a coal mine, then 

deteriorating productivity signals a comparative disadvantage relative to other 

owners (viz., a relatively poor match). As a  mechanism to correct this potential 

mismatch, the current owner can offer the mine for sale or close the mine—  

whichever presents the higher net payoff.

In reduced form regressions, it is found that acquired mines are between 

5% and 12% less productive than non-acquired mines prior to having been 

acquired. This evidence supports the notion that acquisitions (as they embody the 

tumover o f owners and managers) are a mechanism to correct poor productivity 

performance. Further, I find that extant acquired mines show faster productivity 

growth than non-acquired mines after having been acquired. Again, this is 

evidence that the acquisition process serves to correct poor owner-mine matches. 

Finally, it is estimated that acquired mines are more likely to fail than non- 

acquired mines— a finding somewhat at odds with the first two.

Chapter three continues the theme o f  microeconomic adjustment dynamics 

by examining the determinants o f coal mine failure. Relying on a theory where 

productivity signals comparative advantage or disadvantage and by introducing 

the problem o f resource exhaustion, I argue that there are competing hazards that 

affect failure probabilities. First, productivity should work to decrease the 

likelihood o f failure—consistent with models o f firm dynamics found in Ericson



and Pakes (1995), Jovanovic (1982), and Hopenhayn (1992). On the other hand, 

the implication o f  resource exhaustion has a diametric effect on the failure 

probability. That is, other things equal, an older mine would have a smaller 

remaining coal stock than a newer mine, and given that coal is non-renewable, 

this should raise the likelihood o f  failure since every ton o f  coal extracted from a 

mine reduces expected profitability for given productivity and energy market 

demand conditions.

Empirically, the problem is to separate the effects o f productivity and 

resource depletion from one another. Using proportional hazard techniques, I 

estimate the effects o f  market conditions, mine heterogeneity, and resource 

depletion on the time to failure for a given mine. I find that the percent change in 

oil prices (believed to proxy for general energy market demand conditions) has a 

very slight positive effect on the time to failure, and the percent change in future 

oil prices significantly lengthens the time to failure. Further, I find that 

productivity lengthens the time to failure. Finally, controlling for productivity 

and other mine specific heterogeneous factors, I argue that the inclusion o f  a 

variable measuring the age o f a mine will estimate the effect o f  resource 

depletion. I find that older mines, in fact, have higher probabilities o f failure than 

younger mines, ceteris paribus. Again, the results in this chapter examine the 

establishment tumover component o f the creative destruction process.

Finally, chapter four is an entirely empirical exercise that compares gross 

employment flows in the coal mining industry to the known patterns in



manufacturing industries. There are four principle findings. First, annual 

employment fiows in coal mining are substantially higher than in manufacturing. 

Second, these high rates o f job creation, destruction, and reallocation are in part 

attributable to mine openings and closings. Third, a significant amount o f Job 

creation and destruction is attributable to temporary openings and closings—a 

finding very different than what is found in manufacturing. Lastly, similar to the 

evidence fi'om manufacturing, job destruction is counter-cyclical with respect to 

business cycles and is significantly more volatile than job creation. All of these 

findings serve to instruct one as to the patterns o f  employment adjustment 

dynamics in the coal mining industry.

This dissertation proceeds in the following way. Chapter two discusses 

the relationships between acquisitions and productivity. Chapter three addresses 

the implications o f productivity and resource exhaustion. Chapter four measures 

gross job creation, destruction, and reallocation and makes comparisons between 

the patterns in coal mining to the patterns in manufacturing. Chapter five contains 

some concluding remarks.



2. Productivity and Acquisitions in U.S. Coal Mining^

Abstract: This paper extends the literature on the productivity incentives 
fo r mergers and acquisitions. We develop a stochastic matching model 
that describes the conditions under which a coal mine w ill change owners. 
This model suggests two empirically testable hypotheses: i. acquired 
mines will exhibit low productivity prior to being acquired relative to non- 
acquired mines and ii. extant acquired mines will show post-acquisition 
productivity improvements over their pre-acquisition productivity levels. 
Using a unique micro data set on the universe o f  U.S. coal mines observed 

from 1978 to 1996. it is estimated that acquired coal mines are 
significantly less productive than non-acquired mines p rio r  to having been 
acquired. Additionally, there is observable and significant evidence o f  
post-acquisition productivity improvements. Finally, it is found that 
having been acquired positively and significantly influences the likelihood 
that a coal mine fails.

2.1 Introduction

Firms regularly alter their physical and financial configurations as optimal 

responses to changing economic conditions. Depending on the prevailing 

circumstances, firms can open de novo facilities or scrap existing ones. They can 

expand into new product lines or exit current ones. Alternatively, mergers and 

acquisitions are an often used method for affecting the changes in firm 

configurations. In the United States firom 1963 to 1997, the number o f completed

■ This paper is a part o f my Ph.D. dissertation at the University o f Oklahoma. I owe a great deal of 
gratitude to my advisor, Timothy Dunne—and not just in terms of this research. First, I would 
like to thank session participants at the 1999 Southern Economic Association Meetings in New 
Orleans, LA. I also thank Wendy Petropoulos, Jim Hartigan, Mark Roberts, and Dan Black for a 
number of very helpful suggestions. I also offer my thanks to seminar participants at Carnegie 
Mellon University and the Center for Economic Studies for their very constructive comments and 
to the Carnegie Mellon Census Research Data Center for financial support. Finally, I offer my 
thanks to Rhys Llewellyn and Harvey Padget, both of the Mine Safety and Health Administration, 
for a number of very helpful conversations and for providing the data for this analysis. All 
conclusions here are those of the author and do not represent the opinions or ofGcial findings of 
the U.S. Bureau of the Census or the U.S. Mine Safety and Health Administration.



acquisition transactions ranges from a low of 1,361 in 1963 to a  high o f 7,800 in 

1997. Additionally, the nominal value o f these transactions ranges from $11.8 

billion in 1975 to $657.1 billion in 1997; from 1970 to 1997, the value o f  

completed mergers and acquisitions increased 1407.11%—far outpacing any price 

index or even the growth in the S&P 500 index over the same interval of time.^

This seemingly increasing reliance on mergers and acquisitions to affect 

changes in firm structure has sparked debate over the motivations for and 

consequences o f mergers and acquisitions. Much o f  the early concern 

emphasized market power and public interest issues (Stigler, 1950). While it is 

likely that the desire for market power represents some small part o f the 

motivation for mergers and acquisitions, it is unclear in general that the 

anticipated gains have materialized as industrial concentration had not markedly 

increased during the two most recent merger waves. Still, as a strategic goal, one 

cannot discount entirely the search for maricet control as representing some part o f 

the motivation behind mergers and acquisitions.

More recently, interest has focused on the implications which merger and 

acquisition activities have on the relationships between managers and owners. 

These concerns involve what may motivate managers to acquire whole or parts o f  

other businesses. These motivations include strengthening managerial control 

over financial resources by siphoning off free cash flow from dividend payouts

^Source; Mergers tat Historical Trends. See the website http://www.mergerstatcoin/mod01/mod01- 
04.htm. The ntunber o f completed mergers and acquisitions represents the number of conqileted 
merger and acquisition transactions representing at least one million dollars, and the values stated 
are for those transactions where a price was stated.

http://www.mergerstatcoin/mod01/mod01-


(Jensen, 1988; Roll, 1986), empire building (Baumol, 1987; Mueller, 1969 and 

1993), and management entrenchment through maximizing objectives other than 

owner wealth (Shleifer and Vishny, 1989; Morck, Schleifer, and Vishny, 1990; 

Brandenburger and Polak, 1996). Common to all o f  these possible motivations 

for mergers and acquisitions is that they represent unchecked divergences 

between the interests o f  owners and managers.'*

All o f  the above potential sources o f  the value gains represent 

uncompensated transfers o f wealth from one group to another, and in this way, 

they represent potential sources o f welfare loss. However, it is possible to have 

gains to mergers and acquisitions that represent true value creations. Jarrell, 

Brickley, and Netter (1988), Jensen and Ruback (1983) and Jensen (1988) argue 

that since there is no significant statistical evidence o f  transfer effects, the sources 

of the gains come from productivity windfalls resulting from freeing resources 

from poorly performing managers. To this end, there will be an active maricet 

among management teams for the control o f corporate resources (Manne, 1965; 

Meade, 1968; Jensen and Ruback, 1983). Acquiring firms will target less 

productive firms or parts o f firms, acquire them, replace the management 

structure, and institute programs to raise productivity.

'* Another direction the literature has taken is to argue that the gains from mergers and acquisitions 
could come from unfunded transfers from implicit labor contracts. See Summers and Schleifer 
(1987) and Ritter and Taylor (1999). Though an interesting claim, there is no statistical evidence 
that this sort of effect is present Brown and Medoff (1987) find that employment and wages 
actually increase in acquired plants in Michigan. Additionally, McGuckin, Nguyen, and Reznek 
(1995) find that employment and wages increase in acquired manufacturing plants in the food and 
beverage industry. These findings are inconsistent with the notion that the gains to mergers and 
acquisitions come from violating implicit labor contracts.
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The empirical literature on the productivity^ incentive for mergers and 

acquisitions is relatively sparse. Two general approaches have been taken. The 

first is to examine the pre- and post-acquisition productivity performance, and the 

second approach is to examine what affects the likelihood that an asset 

experiences an ownership change.

As an example o f  the pre- and post-acquisition event studies literature, 

Lichtenberg and Siegel (1987, 1990, 1992a, 1992b) examine the relationship 

between productivity and ownership change using a matching model that suggests 

that if  productivity is a measure o f the goodness-of-fit between management 

teams and assets, then low (high) productivity implies a poor (good) fit between 

management and a particular manufacturing plant, and thereby the probability o f 

experiencing an ownership change rises (declines).

Using a balanced panel o f  manu&cturing plants observed in the Census 

Bureau’s Longitudinal Research Database, these authors look for productivity 

differences between acquired and non-acquired plants.^ Total Factor Productivity 

(TFP) is assumed to capture the quality o f the match between owners and assets. 

In reduced form regressions, they find that acquired plants are less productive 

prior to being acquired than non-acquired plants—which is consistent with their 

matching story. Additionally, their panel exhibits post-acquisition productivity 

gains—to the extent that plants surviving seven years after having been acquired 

are not statistically different in terms of productivity than non-acquired plants;

 ̂ Lichtenberg and Siegel use the Wall Street Journal index to identify manufacturing plants that 
have undergone an acquisition or a leveraged buy-out
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prior to being acquired, these plants performed significantly worse than non

acquired plants.

More recently, Maksimovic and Phillips (1999) use a simple neoclassical 

model o f firm organization and profit maximization to examine the productivity- 

acquisition nexus. Using the Census Bureau’s Longitudinal Research Database 

for the period 1974 to 1992, they find significant productivity gains in acquired 

assets in U.S. manufacturing plants—especially from assets moving from 

peripheral divisions o f  the selling firm to the main division o f  the purchasing firm. 

They find also that these productivity gains are significantly higher the more 

productive the acquiring firm.

The second general approach in examining the productivity incentive for 

mergers and acquisitions is to examine what influences the likelihood o f  an asset 

changing owners. McGuckin and Nguyen (1995) examine a sample o f food and 

beverage plants observed in the Census Bureau’s Longitudinal Research Database 

that change owners between 1977 and 1982. In probit regressions aimed at 

modeling the probabiUty that a plant changes ownership, these authors find that 

there is a statistically significant positive relationship between productivity and 

the likelihood o f being acquired*^—suggesting in part that high productivity plants 

are more likely to be acquired than low productivity plants.^

‘ Using financial data, Ravenscraft and Scherer (1987) and Matsusaka (1993a, 1993b) find that 
firms involved in mergers and acquisitions are highly profitable prior to the buyout and that there 
were little if any financially measured gains post-merger.

McGuckin and Nguyen (199S) find similar results to Lichtenberg and Siegel when using a 
balanced panel of plants constructed from the Annual Survey of Manufactures; when using their 
unbalanced panel, however, the result is reversed to suggest that higher productivity plants are
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This paper extends the literature on the productivity incentive for mergers 

and acquisitions. The contributions here are twofold. First, productivity 

differences using microdata over time are examined in order to investigate 

whether the productivity differences between acquired and non-acquired assets 

are fundamentally related to the acquisition event. Virtually all other studies rely 

on balanced panels or cross-sectional observations. Second, the findings o f 

Lichtenberg and Siegel and o f  Maksimovic and Phillips are corroborated in that 

acquired coal mines are between 5.23% and 12.46% less productive than non

acquired mines prior to the acquisition, and there are significant post-acquisition 

productivity gains.

In the empirical analysis, a  data set on the U.S. coal mining industry 

containing observations on the statistical universe of coal mines fi’om 1978 to 

1996 is used. The benefits o f  these data are threefold. First, ownership changes 

of coal mines are observed at a number o f  points in time. Thus, is it possible able 

to examine whether the observed productivity differences between acquired and 

non-acquired coal mines manifest themselves repeatedly. Second, these data are 

not contained in the manufacturing universe. Virtually all o f  the empirical studies 

examining the relationships between ownership changes and productivity come 

from manufacturing data.

Third, the U.S. coal mining industry has undergone a good deal o f 

acquisition activity over time. Between 5.8% and 12.2% o f mines are involved

more likely to be acquired. This finding is interpreted as evidence that the Lichtenberg-Siegel 
estimates suffer from a sample biased in favor o f  large plants.
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either in whole company acquisitions or partial company carve-outs.^ This 

activity is a product o f a number o f influences—not the least o f which is the 

decline o f the steel industry in the United States—mostly borne by integrated steel 

mills. U.S. iron, coke, and steel companies suffered a good deal during the 

recession of the early 1980s. As the production o f  coke and pig iron declined, 

companies needed less coal as a factor of production and at the same time had 

(generally) poor cash flows. Divesting of coal divisions is a natural mechanism to 

correct both problems. U.S. Steel, Republic Steel, ARMCO, LTV Corporation, 

and others divested much o f  their coal properties. For example. Inland Steel sold 

its coal assets to Consolidation Coal in 1986.

Additionally, large oil and gas conglomerates sold many coal properties to 

concentrate on their “core” businesses. Houston Natural Gas sold Ziegler Coal 

Company to an investment group, Amoco spun off Cyprus Minerals, British 

Petroleum sold Old Ben Coal to Ziegler, and Eastern Gas and Fuel Associates 

sold its mines to Peabody—to name a few o f these such transactions. Table 1 

presents some selected acquisitions that occurred during the 1978 to 1992 period; 

to be sure, the transactions listed on Table 1 are separated into both whole 

company purchases and partial company “carve-outs.” For a very informative 

and more complete survey o f  these events, see The Changing Structure o f the U.S. 

Coal Industry: An Update.

In the McGuckin-Nguyen study, about 8.4% of food and beverage plants changed ownership 
between 1977 and 1982.
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In the next section, a stochastic matching model very similar to that used 

by Lichtenberg and Siegel is presented. Section 2.3 details the sources o f data for 

the U.S. coal mining industry and also presents some interesting features o f the 

productivity series in this industry. Section 2.4 details the empirical analysis. 

Section 2.5 concludes.

2.2 Acquisitions and Productivity

To organize the empirical agenda, a maricet search model similar to 

Jovanovic (1979) is adapted. This adaptation (which is very sim ilar to the setup 

used by Lichtenberg and Siegel) implies that mergers and acquisitions are 

mechanisms to correct deteriorating productivity performance. Productivity 

performance provides owners with a valuable signal about the quality o f the 

match between the owner and the property. If  productivity is declining, then 

current owners infer that there is some intrinsic incompatibility between the 

owner and the coal mine. If  an owner’s comparative advantage with a given mine 

is unknown initially, then it is only through market tenure that true relative 

productivity is revealed. The effect is that a heterogeneous group o f owners 

constantly re-examines the “fit” between an owner and a coal mine.

When deciding whether or not to purchase a coal mine, the purchaser has 

incomplete information about how well that operation can be managed, and it is 

reasonable to assume that purchasers are interested in maintaining control only 

over operations that can be managed effectively. Hence, a  buyer constantly 

evaluates opening or acquiring decisions, and the longer a mine is operated, the
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more information is gained about the quality o f the match between owner and 

coal mine.

The process would proceed in the following way: mines and owners are 

matched initially. The quality o f this match (assume to be indexed by 

productivity) varies randomly. Lower productivity provides a signal that the 

quality o f the match between owner and mine is low. Further, lower productivity 

implies that the mine would be more likely to change owners—representing the 

desire o f an owner to maintain control over operations that can be operated 

effectively. If  some lower bound o f productivity is reached, a current owner will 

divest or close any mine that cannot be operated effectively. A mine is sold or 

closed, and the same sort o f constant evaluation and re-evaluation o f the 

comparative advantage o f operating a coal mine ensues with the new ownerfs).

The theoretical considerations surrounding the merger and acquisition 

process can be expressed formally using simple stochastic dynamic programming 

arguments. The problem is twofold: to describe the decision process o f the 

current owners and to describe the decision process o f a potential purchaser o f a 

mine, given that it is offered for sale. First assume that productivity evolves 

according to the following stochastic process:^

(1) x(r) = + az(t) V r > 0

where a  and <y are constants, and o>0. z(t) is a standard Wiener process with 

time independent increments. Assume that ct is the same for each owner-mine
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match and that in general a ,  which is learned over time, differs across owner- 

mine matches. In this way, a  can be interpreted as an index o f  the quality o f  the 

match between the owner o f  a  mine and the mine itself. High realizations o f  a  

denote relatively good match between owner and mine, while a low realization o f 

a  represents a relatively poor match. Let a  be normally distributed and assume 

that changing owners involves drawing a new value o f a  from the distribution 

where successive draws are independent.

Firms maximize the expectation of net revenues discounted by the rate, p. 

Let 7i(x;u,t) denote the net revenues as a function o f the random state variable x 

and a vector o f exogenous parameters, u. Assume that n( ) increases in x and that 

X and x’ (where x’=x+dx) are positively serially correlated such that x is first- 

order stochastically dominated by x ’. Let A(x’|x) represent the conditional 

cumulative density function o f  x. One should be clear that all heterogeneity is 

driven by different realizations o f  the productivity state variable, x, which in turn 

is a function o f the realization o f  the goodness-of-fit between an owner and a 

mine, a.

Current owners compare the expected value o f continuing control over a 

mine versus the expected value o f  the payoff from selling or scrapping a mine;

’ Dixit and Pindyck (1994) use a very similar model throughout their texL For a detailed 
discussion on the properties o f these sorts o f models, the reader is referred to that text.

Another possibility is that there could exist “bad” mines—mines that are located in places that 
are diflicult to mine, that are plagued with unionization problems, etc. In cases such as this, there 
would be serial correlation among the draws on a. Although this could be a very real possibility, 
it does not present any implications for the empirical agenda below since all o f the estimates are 
from reduced-form regressions.
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denote the Q(x) as the payoff from selling a mine and 6 as the scrap value o f  a 

mine. If  Q(x)>0, then a current owner who does not desire to continue with a 

mine would sell the mine to another owner, but if 9>Q(x), then the current owner 

would find it better to close a mine and recoup its exogenously determined scrap 

value. Assume that Q(x) is known to all firms.

Formally, current owners make the intertemporal optimization calculation 

suggested by the following Bellman Equation (recalling that x is a function o f  the 

goodness-of fit parameter (a):

(2) F(x) = max(^,Q(x), +/?)”' £[F(x'|x)]}

where x’==x+dx.*̂  This problem is essentially one o f  an optimal stopping 

calculation in the sense that an owner decides when to cease operating and/or 

owning a particular coal mine. The solution techniques to this class o f problems 

are well known, and for ease o f exposition, only the relevant decisions are 

discussed here. Suppose there is a single-valued threshold level, x , which 

demarcates the continuation region in (x,t) space from the stopping region. 

Realizations o f x>x will result in the present owner continuing ownership, while 

values of x<x will result in the divestiture or closure o f the mine. It is clear that

" Making the resale value o f a mine a function of its productivity requires two additional technical 
assumptions. First, there must be a value-matching property to the boundary condition; that is, in 
the stopping region, we have V( )=0(x). By continuity, we can impose V(x*;-)=fi(x*) where the 
function x*( ) represents a free-boundaiy. However, this formulation also implies curvature in 
Q(x)—suggesting a potential continuity problem at the boundary. To avoid this problem, we 
assume that V( ) and Q(x) meet tangentially at the boundary; ôV(x*(t),t)/9x=0fl(x*(t),t)/5x—which 
is known as the high-order contact property. Dixit and Pindyck (1994) have a detailed discussion 
of these properties.
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the present owner will continue ownership and operation i f  the maximum is 

attained at the third argument o f  equation (2) (when Q(x)>6); that is, if

(3) +(1 + /,)  ' \v {x ')d K ix '\x )  > Q(x)

is true. Optimal stopping occurs i f  the opposite inequality holds— which is to say 

that the maximum o f (2) is obtained at either o f the first two arguments.

This suggests that low realizations o f the random productivity state 

variable, to the extent that those low realizations are manifest in lower 

profitability, lead to the divestiture or scrapping o f a mine. Here is our first 

empirically testable hypothesis: ownership change and exit are negatively related 

to productivity. Hence, taken to the data, one should observe that mines changing 

owners (or exiting) are less productive than those that do not.

The potential owner’s problem also is simple. Keep in mind that the new 

owner takes a draw on a  which is independent o f  previous draws, and now the 

evolution o f the random state variable, x, begins anew. So, the problem for the 

new owner when deciding whether to purchase a mine is to compare the expected 

profitability with the sale price o f  the mine. Formally, if  the expected profitability 

of the new owner is at least as great as the sale price o f the mine, then the 

potential owner will purchase the mine; that is, if

(4) V{x) = max{(l + /?)-* e[F(x')]} > Q(x) + c

It is simple to show that x* exists uniquely. For a very simple and intuitive proof, see Dixit and 
Pindyck (1994).
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where c is a parametrically determined (possibly trivial) constant representing 

sunk transactions costs, etc, then the mine will be purchased. Though it does not 

follow immediately from (4), mine acquisitions ought to result in productivity 

improvements for those mines. Since productivity is assumed to be randomly 

distributed, the expected value o f  a new match is higher on average than the 

realized value o f  old matches—given that subsequent owners draw from the same 

distribution as previous owners.

Two testable impUcations arise from these theoretical considerations. 

First, poor matches induce ownership changes. Deteriorating productivity at a 

mine indicates that current owners possess a comparative disadvantage with that 

mine relative to other current owners, and the owner likely will divest o f or close 

that mine. Hence, one ought to see that acquired mines have lower productivity 

prior to the acquisition than non-acquired mines. Second, changes in ownership 

should result in productivity improvements over pre-acquisition levels, other 

things equal. This prediction reflects the notion that the expected value o f a new 

match is on average higher than the realized value o f  an old match.

2.3 Data and Measurement

This section outlines the data used to classify acquisitions in the coal 

mining industry as well as the data used to measure mine productivity. 

Additionally, some details are given that describe how productivity is measured 

and how productivity differs across a number o f  important dimensions.

2.3.1 The Data
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The data used in this analysis come from the Mine Safety and Health 

Administration o f  the U.S. Department o f Labor. These data contain the 

statistical universe o f coal mines in a year and are collected under the regulatory 

and oversight authority o f the Mine Safety and Health Administration. Among 

other things, these data contain information on employment, hours, production, 

the number o f injuries at a mine, and certain descriptive/classificatory information 

for each mine. A  mine is tracked using a unique mine identification number that 

allows intertemporal linkages o f  mine observations.

For present purposes, a sample o f mines observed from 1978 to 1996 is 

used. Each mine must have a classification code indicating that it was active in a 

year and must have had positive employment, hours, and production; additionally, 

coal processing facilities and coal contractors are not included. This leaves a 

large number o f coal mines in each sample year. This industry has undergone a 

number o f  very unique adjustments over time—some o f which are detailed in 

Figure 1. Figure 1 documents the patterns o f mine employment, production, and 

hours over time. Production has increased tremendously over the sample period. 

In 1978, the industry produced just around 600 million short tons o f  coal, and at 

the end o f  the sample in 1996, industry production was just under 1 billion short 

tons—a 98% increase in production over the 1978 level. One interesting aspect to 

this increase is that it happened while there was a general decline in the number o f  

workers employed and hours worked; this equates to large gains in labor 

productivity at the industry level.
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2.3.2 Measuring Productivity

Productivity is measured for each active mine in the industry for each year 

of the sample. Because o f data limitations regarding the employment o f non

labor factors, only labor productivity is observed—which is measured as short 

tons of coal produced per worker hour. Admittedly, this measure o f productivity 

lacks the completeness o f broader multi-factor productivity measures, but it is 

believed that labor productivity will serve as a good proxy for total factor 

productivity.

Labor represents the largest share o f inputs in terms of output value. From 

1948 to 1991, labor inputs accounted for approximately 40% of output value, 

materials about 30%, and capital and energy account for about 15% each.^^ There 

has been a slight tendency for labor’s share of output value to decline while there 

is a slight trend for material’s share of output value to rise. Bemdt and Ellerman 

(1997) document a significant labor-saving bias to technical change in the coal 

industry. This bias in technical change also could explain divergences between 

total factor productivity and labor productivity.

Before turning to the empirical analysis, there are a few important 

observations to make about exogenous differences in productivity that are not 

necessarily related to acquisitions. First, Figure 2 shows that there are clear

"  I offer my thanks to Dale Jorgenson and Kevin Stiroh for making these industry aggregate data 
series available.

It should be noted that simple time series correlations between Jorgenson’s total factor 
productivity series and the la ^ r  productivity series used here are estimated at +0.9377
(p<0.0001).
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differences in productivity stemming from differences in the type o f  mine.*^ 

Ignoring the type o f  mine as an explanation for observable differences in labor 

productivity among coal mines could lead one to misstate the importance of 

ownership change to differences in labor productivity—representing an omitted 

variables bias. Second, Figure 2 also shows a clear upward trend in labor 

productivity over the sample period; this result is true both for the industry 

aggregate and for the mine type sub-aggregates. This fact suggests that year 

effects are important controls as well.

Third, Figure 3 plots the productivity series separately by geographic 

re g io n .G e n e ra lly  speaking, there are three broadly defined coal producing 

regions: the Appalachian Region, the Interior Region, and the Western Region. 

Appalachian mines typically are smaller, underground, and more labor intensive. 

Interior mines generally are larger than the typical Appalachian mine—though 

smaller than the average Western Region mine. Interior mines are slightly less 

labor intensive and are divided between surface and underground mines. Finally, 

the Western Coal Region is populated by remaricably larger surface mines with 

thick coal seams located near the surface. Figure 3 makes clear that there are 

distinct productivity differences between coal producing regions, and in the 

productivity equation, it will be important to control for this regional effect.

The type of mine is thought o f as representing an exogenous constraint on the type of 
technology used when mining coal. That is, given the geographic and geologic characteristics of 
mines, the type of coal extraction technique is at least partly determined. Underground mines 
because of their particular exogenous characteristics can be mined only in certain ways— 
irrespective of an owner’s comparative advantage, and likewise for surface mines.

Joskow (1987) adds this control to his analysis o f price contracts in the U.S. coal mining 
industry.
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2.3.3 Identifying Acquisitions

Identifying acquisitions in the coal mining industry requires a second data 

source from the Mine Safety and Health Administration.’̂  The records in this file 

are identified with the same unique mine identification numbers mentioned 

above—making it possible to link acquisition indicators to the production and 

employment files. In addition to other information relevant to the assessment o f 

fines and fees, this data set tracks the ownership o f  all coal mines by recording the 

beginning and ending dates o f ownership regimes. Changes in ownership are 

indicated when there is an entry on the record listing an ending date to an 

ownership period. If  there is a vahd ending date (viz., an entry not showing a 

missing value code and an entry containing a real calendar value) to a regime (in 

year t) and a start date for a new regime (also in  year t), then a mine is said to 

have been acquired in year t.’* Given that determination, a  dichotomous variable 

is created indicating that a mine was acquired in that year.

2.4 Empirical Analysis

Recall that the matching model presents two broad empirical hypotheses. 

For convenience, they are as follows: 1) mines that are acquired should exhibit 

lower productivity relative to mines that are not acquired and 2) extant acquired 

mines should exhibit post-acquisition productivity gains. Each of these

Specifically, this file is the Coal Information File and is maintained by the Office of 
Assessments, U.S. Mine Safety and Health Administration. For a fee, the Office of Assessments 
will make various extracts o f this file available. I offer my thanks to the Carnegie Mellon Census 
Research Data Center for providing the financial resources to acquire these data.
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hypotheses are examined and discussed in terms o f the productivity incentive for 

acquisitions. Additionally, the role o f  acquisitions in coal mine failure is 

examined.

2.4.1 Pre-Acquisition Productivity Differences

To examine differences in productivity prior to acquisition, total annual 

worker hours for all active coal mines and total annual short tons o f coal produced 

are observed. Denote these quantities H,t and Q,t, respectively for i=I,2,...N , 

t=l,2,...T . These are combined to form an index o f labor productivity: Qu/Hit— 

short tons of coal per woricer hour. Additionally, a mine may be acquired in 

period t. Define this event as a dichotomous indicator variable, x,t, which is 

governed by the following rule:

fl if  mine i is acquired in period t
10 otherwise.

Recalling from the previous section that there are clear, observable 

differences in productivity attributable to the type o f coal mine (i.e., underground 

or surface mine), time, and broadly defined coal producing regions, the following 

pooled ordinary least squares (OLS) model is estimated:

( I )  In
t “ I S“ 1

where Xjt is the acquisition dummy, mi is a dichotomous variable equally one if  a 

mine is an underground mine, dt are year effects, ris are dichotomous variables

It is possible to detetmine the difference between changes in ownership and scrapping. 
Scrapped mines will not have a valid ending date listed in the sense that the ending date field for
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with one for each o f the coal producing regions, and Gk is Gaussian error 

independent over time and across coal mines. From Section 2.2, it is expected 

that p ought to be negative—suggesting that acquired coal mines are less 

productive prior to being acquired. Additionally, 5 ought to be negative 

representing that underground mines are less productive than surface coal mines. 

Finally, all of the yt and <|>s estimates ought to be negative (with the omitted classes 

being the last year (1996) and the Western coal region, respectively); this 

represents that the estimates o f  the remaining year and region effects are 

interpreted relative to the omitted class: earlier years have lower productivity than 

1996, and the Interior and Appalachian mines are less productive (generally) than 

Western coal mines.

Column 1 o f Table 2 presents the OLS estimates o f this model. There are 

a number of things to note. First, controlling for the type o f mine effect, year 

effects, and region specific effects, the estimates indicate that acquired coal mines 

are 12.46% less productive prior to being acquired than mines that were not 

acquired. This finding is consistent with the matching model of Section 2.2. 

Next, consistent with Figure 2, all o f the estimates on the time dummies are 

negative and significant—indicating that productivity has risen almost 

monotonically over the entire period The region specific effects also capture 

significant differences in productivity; these controls work as anticipated: relative 

to the Western Region mines, ceteris paribus, Appalachian mines are on average

these mines will contain a missing value code.
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68.8% less productive while Interior mines are on average 54.3% less productive. 

Finally, note that the estimate on m, is highly significant and indicates that on 

average underground mines are about 31% less productive than surface mines—  

also consistent with Figure 2.

Ellerman, Stoker, and Bemdt (1998) find significant evidence that the 

scale o f a coal mining operation is an important determinant o f productivity 

growth in U.S. coal mining.'^ Although it is unclear exactly how omitted size 

effects would bias the estimate o f  p, regressors are included to control for the size 

o f a coal mine. Specifically, dummy variables for a mine’s employment size 

quartile in a given year are created. The following pooled regression model is 

estimated by OLS:

(2) In = or + A it + ̂J t - I  S - !  j” l

All o f the regressors are the same as before, and the Sj,t are dummies representing 

a mine’s employment quartile in year t. Non-singularity requires that one o f  these 

dummies be omitted, and the largest quartile is chosen; the interpretations of the 

v|/j, then, are relative to the largest quartile. Column 2 o f Table 2 lists the 

estimates of this model—again including the important type of mine effect, year 

effects, and region effects. Including these mine size effects does not 

qualitatively alter the conclusions o f  the base specification o f Column 1. That is.

Bailey, Hulten, and Campbell (1992) find that in manufacturing data, the size of a plant is an 
important determinant of productivity growth. Jensen and McGuckin (1997) present a detailed 
discussion o f the known empirical regularities o f U.S. manufacturing microdata—including size 
effects.
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even with these controls, it is estimated that acquired mines are 11.79% less 

productive than non-acquired mines. This finding also is consistent with the 

model in Section 2.2.

It is very likely that there are other important, but unobservable, mine 

idiosyncrasies that drive productivity differences—like capital intensity, union 

status, mine age, et cetera. To examine the importance o f these omitted mine- 

specific characteristics, the following error-components model is estimated;

Qu-i(3) In = A it + %
t - l. ̂ U -l J

where r|jt is an error term consisting o f  a mine-specific component and Gaussian 

error: T̂ it = v; + Git. It is believed that v, captures the mine-specific idiosyncrasies 

that could lead to differences in productivity but that are unobservable in practice. 

In this model, some observable mine characteristics are omitted since there is no 

time variation with which to identify them, e.g., mine type and coal producing 

region; they are, however, part o f  the mine-specific component o f rjit. Year 

effects, however, can be identified and are included as controls in this model. 

Column 3 o f Table 2 lists the estimates o f  this error-components model. Again, 

the omitted year effect is 1996, and the estimates on the year effects are 

interpreted relative to that year. The estimate o f P, controlling for year effects and 

mine-specific idiosyncrasies, shows that acquired mines are 5.23% less 

productive than non-acquired mines. Even when controlling for mine fixed
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effects and year effects, the empirical evidence is consistent with the theoretical 

predictions from Section 2.2.

To put all o f  this into perspective then, all o f  the estimates suggest that 

prior to having been acquired, acquired coal mines are between 5.23% and 

12.46% less productive than non-acquired mines. Irrespective o f  the sets o f 

controls that are used to capture differences in productivity that are not 

attributable to acquisitions, acquired mines are found to be less productive ex ante 

than non-acquired mines. These findings are consistent with the predictions o f 

Section 2.2.^°

2.4.2 Post-Acquisition Productivity Performance

The second theoretical prediction o f Section 2.2 is that acquired mines 

ought to exhibit post-acquisition productivity gains. This reflects the notion that 

the expected value o f  a new owner-mine match is higher than the realized value 

the old match. To examine this issue, the productivity growth equations o f  the 

general form below are estimated by OLS;

(4) VoAY^ + arii +
18 
Ef=l

18 3 4
(5) %A1', =ûr + A it  +^6

f»i y*i

18
(6) %A)^ = A it + + %  where % = x, +£>,

The two OLS specifications also were estiinated using more detailed geographic controls. That 
is, both models were estimated using state dummies and county dummies. In all four cases, the 
estimates on the change in ownership dummy increase in magnitude and are all significant at 
conventional levels.
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where Y,t is labor productivity measured as short tons o f coal per worker hour. 

All three specifications are the same as in Table 2; the difference between those 

models and these is that the dependent variable is average annual productivity^ 

growth between the year o f the acquisition and t+1, t+2, and t+3. Note also that 

the samples for these models are different than those o f  Table 2 in the sense that 

these samples are conditioned on survival. That is, to be in the sample supporting 

the productivity growth equation for a one year horizon, a  mine must have 

survived after the acquisition for at least one period. The same is true for t+2 

(t+3): a mine must have survived at least two (three) periods after the acquisition.

Table 3 presents the estimates o f  p for all nine regressions. In every case, 

the effect o f the acquisition on productivity growth is positive and significant. 

For extant mines surviving at least one year after the acquisition, acquired mines’ 

productivity growth is between 5.8% and 6.5% higher than non-acquired mines. 

Even at the three-year horizon, acquired mines have productivity growth between 

2.5% and 3.4% higher than non-acquired mines. This evidence supports the 

theoretical prediction o f  Section 2.2 that extant acquired mines ought to exhibit 

positive productivity gains.^'

2.4.3 Post-Acquisition Death

While it appears that acquisitions work as a corrective force for extant 

mines that experienced deteriorating productivity (consistent with Section 2.2),

Comparing the different sample selection criteria, one observes that the estimates on the 
acquisition dummy decline by roughly half. In a very important paper on (among other things) the 
effects of sample selection bias on productivity estimates, OUey and Pakes (1996) find similar
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the story does not end there. That is, acquired mines tend to have higher failure 

rates than non-acquired mines— a finding somewhat at odds with the predictions 

o f Section 2.2. To address the issue o f the role acquisitions play in mine closure, 

failure probits are estimated. One must be careful to control for effects that might 

influence the probability o f  failure that are not necessarily related to the 

acquisition event itself. To this end, the same controls are introduced as in the 

OLS regressions o f  Tables 2 and 3. Recall that these controls were important in 

determining productivity differences that were not related to acquisitions. 

Productivity also is included as a control to separate explicitly productivity effects 

fi-om acquisition effects. Specifically, probit models o f  the following basic form 

are estimated:

(7) = 1} = f i a  + * Pu) +

where Y,t+i is a dichotomous variable equal to one if  a coal mine closed in year 

t+1 and zero otherwise, pit is a three-year moving average o f  the log o f labor 

productivity, and all other controls are the same as before.^ The estimate o f  t on 

the interaction o f the acquisition dummy and productivity gives some indication

results in the sense that they observe wild swings in the magnitudes o f parameter estimates when 
moving from balanced panels to unbalanced panels.
~  To be sure, including a three-year moving average of labor productivity conditions the sample to 
those mines that had been active for three consecutive years. Mines that do not meet this criterion 
are excluded from the sample supporting Table 4. Ad^tionally, the sample is limited to the years 
1981 to 1995; this is because mines are not observed prior to 1978 or after 1996.
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of whether productivity impacts on mine failure differently among acquired and 

non-acquired firms.^

Table 4 presents the direct estimates o f equation 7 as well as a number o f 

alternative specifications.^'* There are a number of things to note. First, though 

not reported, all o f  the probit models of Table 4 include year and region controls. 

These controls work qualitatively the same as before. That is. Western mines are 

less likely to fail than Interior mines which are less likely to fail than Appalachian 

mines (the omitted class); the year controls likely capture business cycle effects 

and do not lend themselves to easy interpretation relative to the omitted year 

(1981). Second, consistent with traditional models of firm dynamics, productivity 

is negatively and significantly related to the probability o f  mine failure. Third, 

Table 4 shows that larger mines are less likely to fail than smaller mines—given 

that the omitted size class is the smallest class. Fourth, underground coal mines 

are significantly more likely to fail than surface mines— likely because

^  The theoretical motivation for including this interaction comes from the idea that when a mine is 
acquired, the new owner takes a draw on a  that is independent o f previous draws, and the 
productivity process starts over—essentially implying that the mine is “new” at least &om an 
information standpoint Dimne, Roberts, and Samuelson (1989) argue that failure boundaries 
decline in age since older plants have more refined information about the distribution from which 
production cost expectations are drawn. This is an artifact o f older plants having more 
observations on production costs than newer plants which tends to reduce the variance of the cost 
distribution; new information causes smaller revisions in cost expectations and hence reduces the 
exit threshold. As another alternative, Pakes and Ericson (1998) present a very simple example 
where hazard rates may rise and then fall in age; again, this suggests that there is reason to believe 
that age differences may have differential impacts on exit. Empirically, then, one needs to control 
for the interaction of the state variable and age when examining failure probabilities; the state 
variable (productivity) may impact differentially depending on the age of the mine (where “age” in 
this case is a function o f having been acquired).

The only differences between specifications 7 through 9 are the definitions of the acquisition 
event relative to the exit date. In specification 7, Xk is equal to one if a mine had been acquired in 
period t—recalling that the exit dummy is always dated in period t+1. Specification 8 has Xg equal 
to one if a mine had been acquired in period t or t-l or t-2. Finally, specification 9 includes lags
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underground mines are generally less productive than surface mines. Fifth, the 

estimate on the interaction term is negative but not statistically significant; this 

suggests that productivity has the same impact on coal mine failure irrespective o f 

whether a mine had been acquired or not. Finally, having been acquired within 

one to three years prior to the failure year significantly raises the probability that a 

coal mine fails relative to mines that were not acquired. These findings are 

somewhat at odds with the predictions o f  Section 2.2.

To control for the presence o f  unobserved sources o f serial correlation that 

might lead one to overstate the relevance o f acquisitions to coal mine failure, 

specifications 7 through 9 were re-estimated as random effects probit models; see 

Butler and Moffitt (1982).^ Referring to the columns in Table 4 labeled 10 

through 12, this extra control does not qualitatively alter the results o f  the 

specifications that do not control for unobserved serial correlation. That is, it still 

is the case that acquisitions are significantly and positively related to the 

probability o f mine failure—irrespective o f the definition o f the acquisition 

dummy. At the same time, the estimate o f  the serial correlation parameter (p) in a 

one-factorized multinomial probit model is significant at conventional levels 

indicating the presence o f serial persistence among the participation patterns o f

of Xj, in order to show how the lagged effect o f having been acquired influences period t+1 exit
decisions.
^  The rationale for controlling for unobserved serial correlation is that it is very unlikely that the 
effects of the measured regressors are independent over time. Failing to account for this serial 
correlation could overstate the importance o f the acquisition “treatment” on the exit probability of
a mine.
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coal mines. Again, these findings, prima facie, are somewhat at odds with the 

theoretical predictions o f Section 2.2.

That acquisition events are significantly and positively related to the 

probability o f mine failure could be explained in a way that is not inconsistent 

with Section 2.2; this finding could be an artifact o f data limitations in the sense 

that firms are not uniquely identifiable in the data. That is, it is likely the case that 

the merger decision occurs at the firm level rather than the mine level, viz., firms 

are targeting firms (or large parts o f firms) and not individual mines. Certainly, 

Table 1 strongly suggests that this is true. In this scenario, a  firm would buy all or 

part o f another firm and then would operate some o f  the new mines and closes 

some others. If  this were the case, then this finding would not necessarily be 

inconsistent with the theoretical predictions o f Section 2.2 since firms would be 

making the same mine level participation decisions as before. Managers o f firms 

would look at each mine owned by that firm and determine the comparative 

advantage o f operating it; it would be the same optimal stopping problem 

described in Section 2.2.

Given that having been acquired significantly raises the likelihood of 

failure, these failure probit models also bring to mind the problem o f selection 

bias in the post-acquisition productivity growth equations. By using the sample 

selection criterion of survival, it is likely the case that the estimate on the 

acquisition dummy is biased. Keeping this in mind, the most accurate statement 

that can be said about the effect o f acquisitions on post-acquisition productivity
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performance is that having been acquired significantly increases the productivity 

growth of extant mines. Beyond extant mines, it is unclear that one could make a 

principled statement about productivity growth. Still, referring again to Table 3, 

the effect on productivity growth is manifest in the shortest time interval after the 

acquisition—a period when selection should be less severe.

2.5 Conclusion

In this paper, the relationship between productivity and acquisition activity 

in the U.S. coal mining industry has been examined. Deriving fi’om a  stochastic 

matching model, there are two broad hypotheses that describe this relationship. 

First, acquired mines should exhibit lower productivity prior to having been 

acquired—representing an intrinsic incompatibility (poor match) between an 

owner and a coal mine. Second, acquired mines ought to exhibit gains in 

productivity after having been acquired—representing that the expected value o f a 

new match is higher than the realized value of an old match.

It is found, consistent with this stochastic matching model, that acquired 

coal mines were between 5.23% and 12.46% less productive before being 

acquired than non-acquired coal mines. This comparative disadvantage is the 

impetus for the acquisition: current owners are willing to sell because o f the 

substantially lower productivity and buyers are willing to buy in order to capture 

the productivity windfalls o f mines which can be operated more efficiently.

Additionally, there is significant evidence o f  productivity improvements 

for acquired mines. In regressions o f  productivity growth on the acquisition

35



dummy and other controls, acquisitions are positively and significantly correlated 

with productivity growth. At all o f the horizons examined (one, two, and three 

years post-acquisition), extant acquired mines have faster productivity growth 

than their non-acquired counterpart—between 5.6% and 6.5% faster in the year 

immediately afier the acquisition. This evidence is consistent with the notion that 

acquisitions are corrective forces for poorly performing coal mines.

It also is found that having been acquired significantly and positively 

influences the likelihood o f  coal mine failure. Controlling for other factors that 

may contribute to mine failure (both observed and unobserved) and controlling 

directly for productivity, acquisition events significantly raise the probability of 

mine failure. This finding is somewhat at odds with the model o f Section 2.2. 

However, it could be the case that this finding is a result o f limitations in the data 

since only mines (and not firms) are identified uniquely.

In closing, this paper is an extension on the literature that examines the 

productivity incentive for mergers and acquisitions. This paper corroborates the 

findings o f  Lichtenberg and Siegel and Maksimovic and Phillips by finding that 

acquired mines are less productive prior to being acquired and that acquired mines 

exhibit persistent post-acquisition productivity gains. These findings are 

consistent with a stochastic matching model that suggests that acquisitions are 

corrective forces in the evolution of the U.S. coal mining industry—at least in the 

sense that acquisitions are conections for mines exhibiting relatively poor 

productivity. These findings are confirmed using data outside the manufacturing

36



universe and with a number o f  acquisition events occurring at different points in 

time—where virtually all other work has focused on manufacturing and on cross- 

sectional datasets. Altogether, these findings suggest that acquisitions promote the 

reallocation o f  resources fi’om firms less able to exploit then to firms more able to 

profit firom them.
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Table 1. Selected Whole and Partial Company Acquisitions

W hole Company Acqusistions
Aquirer Seller

Bow Valleys Industries, Ltd. Coal Reserves Group
Patrick Petroleum Corp. Belibe Coal

Sim Company, Inc. Elk River Resources
Trafalgar Industries Avery Coal Co.

Gulf Resources and Chemical 
Corp.

R. D. Baughman Coal Co.

Chevron Corp. Pittsburgh and Midway Coal
Drummond Coal Co. Alabama By-Products Corp.

DuPont (Consolidation Coal Co.) Inland Steel Coal Co.
Investor Group Ziegler Coal Co.
Arch Minerals Diamond Shamrock Coal
AOI Coal Co. Kitanning Coal Co.
Hanson PLC Peabody Holding Company

Ziegler Coal Holding Co. Franklin Coal
Ziegler Coal Holding Co. Old Ben Coal

Drummond Coal, Inc. Mobil Coal Producing, Inc.
Carve-t3ut Acquisitions

Consolidation Coal Co. Exxon Coal and Minerals Company
Drummond Coal Co. ARMCO

Peabody Holding Group Arch Minerals Corporation
Mitsubishi Corporation Cyprus Minerals Company
AMVEST Corporation Bethlehem Steel Corp.

Arch Minerals Corporation Quaker State Corporation
Ashland Coal Inc. Bethlehem Steel Corp.

A. T. Massey Coal Company, Inc. Bethlehem Steel Corp.
Montana Coal Company A. T. Massey Coal Company, Inc.

Great Northern Properties LP Burlington Resources, Inc.

Source: The Changing Structure o f the U.S. Coal Industry: An Update. Energy 
Information Administration, July 1993.
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Table 2. Productivity Differences Between Acquired and Non-Acquired Coal
Mines 

(Student’s t)

Regressor Base
M odel

Size
Effects

Fixed
Effects

(I) (2) (3)
Intercept -L 9I85 1.9271

(77.61) (77.86)
Changed -0.1246 -0.1179 -0.0523
Owner (-10.21) (-9.67) (-5.37)
Underground -0.3110 -0.3380 —

(-47.00) (-49.28)
Year78 -0.6257 -0.6270 -0.2990

(-28.94) (-29.10) (-16.78)
Year79 -0.6191 -0.6200 -0.3179

(-28.46) (-28.61) (-18.00)
YearSO -0.5261 -0.5263 -0.2606

(-24.09) (-24.19) (-14.87)
YearSl -0.4934 -0.4941 -0.2447

(-22.67) (-22.79) (-14.07)
Year82 -0.5233 -0.5241 -0.2927

(-23.58) (-23.70) (-16.68)
Year83 -0.4451 -0.4460 -0.2374

(-19.91) (-20.02) (-13.55)
Year84 -0.3946 -0.3950 -0.1921

(-17.96) (-18.04) (-11.09)
Year85 -0.3908 -0.3913 -0.2126

(-17.37) (-17.46) (-12.15)
Year86 -0.3413 -0.3416 -0.1721

(-15.02) (-15.08) (-9.82)
Year87 -0.2944 -0.2942 -0.1277

(-12.87) (-12.91) (-7.29)
Year88 -0.2462 -0.2465 -0.0893

(-10.69) (-10.75) (-5.10)
Year89 -0.2277 -0.2273 -0.0810

(-9.80) (-9.82) (-4.63)
Year90 -0.2111 -0.2105 -0.0888

(-9.00) (-9.01) (-5.08)
Year9I -0.1654 -0.1647 -0.0728

(-6.95) (-6.95) (-4.14)
Year92 -0.1076 -0.1076 -0.0374
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(-4.43) (-4.45) (-2.12)

Year93 -0.0834 -0-0837 -0.0192
(-3.37) (-3.39) (-1.08)

Year94 -0.0502 -0.0505 -0.0338
(-1.99) (-2.00) (-1.92)

Year95 — — —

Appalachia -0.6725
(-38.76)

-0.6567
(-36.73)

Interior -0.5320
(-26.17)

-0.5346
(-26.28)

Western — — —

First Quartile —- -0.1009
(-10.35)

- - - -

Second
Quartile

—- -0.0121
(-1.28)

Third Quartile 0.0755
(8.04)

Fourth
Quartile

— -

N= 50,549 50,549 12,255
0.1301 0.1363 0.7240
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Table 3. The Effect o f  Acquisition on Productivity Growth: 
Estimates o f  P at Various Horizons 

(Student’s t)

Average
Productivity

Growth

Base Model
(4)

Size Effects
(5)

Fixed Effects
(6)

One Year 0-0586
(5.41)

N=36,304

0-0632
(5.80)

N=36,304

0.0650
(4.81)

N=8,417
Two Years 0.0367

(5.31)
N=26,784

0.0401
(5.78)

N=26,784

0.0285
(3.53)

N=5,889
Three Years 0.0292

(5.08)
N=20,403

0.0339
(5.86)

N=20,403

0.0252
(3.82)

N=4,450
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Table 4. Post-Acquisition Failure 
(standard errors)

Regressor Probits Random EfTects Probits

(7) (8) (9) (10) (11) (1?)
Intercept -0.5352 -0.5410 -0.5384 -0.4956 -0.5029 -0.5017

(0.0353) (0.0356) (0.0356) (0.0390) (0.0392) (0.0391)
Changed 
Owners (t)

0.2517
(0.0556)

— 0.2100
(0.0566)

0.2080
(0.0599)

—— 0.1855
(0.0602)

Changed 
Owners in 
Last Three 
Years

0.2250
(0.0389)

0.1930
(0.0429)

Changed 
Owners (t-1)

---- — 0.2293
(0.0583)

--------- ---- 03223
(0.0618)

Changed 
Owners (t-2)

---- — 0.0943
(0.0585)

--------- ---------- 0.0626
(0.0620)

Productivity -0.1309 -0.1298 -0.1315 -0.1848 -0.1804 -0.1810
(0.0164) (0.0171) (0.0170) (0.0198) (0.0205) (0.0203)

Changed -0.0654 -0.0281 -0.0490 -0.0617 -0.0311 -0.0483
Owners * 
Productivity

(0.0624) (0.0414) (0.0632) (0.0671) (0.0453) (0.0673)

Changed 
Owners (t-1)
• Productivity

-0.0567
(0.0646)

-0.0652
(0.0686)

Changed 
Owners (t-2)
* Productivity

0.0846
(0.0623)

0.0794
(0.0662)

Underground 0.2777 0.2589 0.2540 0.2741 0.2580 0.2526
Mine (0.0208) (0.0211) (0.0211) (0.0251) (0.0252) (0.0252)
First Size 
Quartile

— — — — — ----

Second Size -0.1491 -0.1566 -0.1552 -0.1894 -0.1938 -0.1916
Quartile (0.0254) (0.0255) (0.0255) (0.0292) (0.0431) (0.0290)
Third Size -0.3074 -03163 -03129 -03787 -0.3823 -03781
Quartile (0.0263) (0.0264) (0.0264) (0.0313) (0.0311) (0.0310)
Fourth Size -0.8615 -0.8569 -0.8496 -0.9780 -0.9685 -0.9597
Quartile (0.0317) (0.0317) (0.0318) (0.0389) (0.0387) (0.0387)
Rho — — — 0.1310

(0.0130)
0.1243

(0.0130)
0.1226

(0.0129)
N= 24.027 24,027 24,027 24,027 24,027 24,027
Pseudo R’ 0.0606 0.0620 0.0627 0.0560 0.0567 0.0573
Log
Likelihood
(absolute
value)

11,860.1 11,942.8 11,833.8 11,789.2 11,779.3 11,772.0

Note: AU o f these regressions also have region and year controls.
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Figure 1. Total Hours, Employment, and Production: 1978 to 1996
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Figure 2. Short Tons ofCoal by Type o f  Mine
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Figure 3. Short Tons o f Coal per Worker Hour by Coal Region

IÎ

:
:

I 9 S 1 9 9 G B ) E a E B Z E S E B ^ G B 5 I 5 B & G B 7 I S l » B a ) i g 9 l B S R B B 9 l 6 a 5 f i S 6

~^pfajÉiiR ÿt"*~ lPkrR ÿn"*~V étinR ÿii

45



3. Implications of Resource Exhaustion on Exit Patterns in U.S. 
Coal Mining^®

Abstract: This paper examines the determinants o f  mine closure in the U.S. 
coal mining industry. Based on a notion o f  firm  dynamics that incorporates 
energy market demand conditions, productivity differences, and resource 
exhaustion. Cox proportional hazard models are estimated to examine the 
competing nature o f  market and productivity effects versus resource depletion 
effects. These models are estimated using a unique panel data set with 
multiple failures containing the statistical universe o f  coal mines observed 
from  1974 to 1995. It is found, consistent with the theoretical structure, that 
favorable energy m a r^ t demand conditions as well as productivity 
differences tend to lower the time to failure, while older mines tend to have 
shorter time to failure, ceteris paribus.

3.1 Introduction

That some businesses fail while others do not is hardly surprising. 

Because of a variety o f reasons, shocks to factor and product markets impact 

differentially on establishments in any given industry. Understanding the nature 

and influences o f business failure is an important topic both from the policy and 

management viewpoints. To that end, this paper returns to the issue o f business 

failure and examines the influences o f  exit behavior in the U.S. coal mining 

industry—an industry somewhat different than those traditionally under study.

This paper is a part o f  my Ph.D. dissertation at the University o f Oklahoma. I owe a great deal 
of gratitude to my advisor, Timothy Dunne. I offer my thanks to John Engberg for some very 
useful conversations and to seminar participants at Carnegie Mellon University. Additionally, I 
would like to thank conference participants at the 2000 Winter Meetings of the Econometric 
Society in Boston, MA and to Mark Roberts for some very detailed comments and suggestions. I 
also thank Rhys Llewellyn and Harvey Padget both o f  the U.S. Mine Safety and Health 
Administration for some very helpful conversations and for providing the data for this analysis. 
All conclusions here are those o f the author and do not necessarily represent the opinions or 
official findings of the U S. Bureau o f the Census or the U.S. Mine Safety and Health 
Administration.
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The theoretical literature on firm dynamics typically uses differences in 

learning processes to generate observable patterns of industry behavior. These 

theoretical models can be classified by the type o f learning that is believed to exist 

in an industry; generally, there are active learning models and passive learning 

models. First, passive learning models posit that managers are uncertain about 

their productivity relative to other establishments in an industry. Only through 

market experience are managers able to learn relative productivity. Exit occurs if  

managers learn that they are relatively inefficient producers. That is, i f  managers 

witness productivity declining below some threshold level, then an establishment 

will exit the industry. As establishments age, the likelihood o f  failure declines 

since older, extant establishments will have more refined information about their 

relative productivity. Models o f this type can be found in Jovanovic (1982), 

Dunne, Roberts, and Samuelson (1989), and Hopenhayn (1992).

On the other hand, active learning models posit that while managers are 

initially uncertain about relative productivity, which is learned over time, they can 

make investments that influence an establishment’s position in the industry’s 

productivity distribution. That is, managers can invest in research and 

development, product development, et cetera, to influence relative productivity— 

the returns to which also are stochastic. In these models, the probability o f failure 

initially may rise in age (resulting firom the stochastic nature o f the returns to 

these productivity enhancing investments) but eventually declines— representing 

the notion that managers have more refined information as an establishment ages.
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Models of this type can be found in Ericson and Pakes (1992) and Fakes and

Ericson (1998).

A common feature o f either type o f  model is the presumption that 

irrespective o f  the type o f  learning process, an establishment could continue 

indefinitely in the industry—if  conditions in product and factor markets permit. 

However, there are types o f industries where this presumption does not 

necessarily fit—coal mining being a good example. That is, there are industries 

in which establishments must exit regardless o f  how productive they are. These 

establishments face exogenously determined constraints on lifetime production. 

Extractive industries, e.g. coal mining, logging, or oil wells have a finite amount 

o f resource to extract, and once a mine exhausts its coal reserves or an oil well 

runs dry, it must exit. Further, as long as a mine or well continues to produce, 

then the likelihood o f failing approaches certainty because o f  resource exhaustion. 

So, the first clear implication o f  resource fixity is that, ceteris paribus, failure 

probabilities ought to increase in age—representing the notion that every unit 

produced reduces expected profitability for given factor and product market 

conditions and for given initial endowments o f  coal.

Figure 1 presents Kaplan-Meier hazard estimates for the U.S. coal mining 

industry."^ This graph points out an interesting feature about the coal mining

More formally, these estimates are called product limit estimators o f the hazard. Specifically, 
this hazard estimator has the following form: h(t) = d j r ^  where d, is the number of failures at
date t (the death set), and r, (the risk set) is the number of subjects at risk at date t immediately 
prior to the failures, d,. This hazard is a step function with steps at each observed failure time; 
additionally, Kaplan-Meier hazards are fully non-parametric estimators o f failure probabilities. 
See Lancaster (1990).
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industry. The upward slope o f  the empirical hazard is a clear indication o f  

positive duration dependence—that the M lure rate generally increases in time 

(age); see Heckman and Singer (1984).^* This finding makes sense when thinking 

about extractive industries where every unit produced will reduce expected future 

profitability, ceteris paribus. In contrast, Pakes and Ericson (1998), using a panel 

o f establishments in Wisconsin in both the manufacturing and the retail sectors, 

find that both the mortality and hazard rates generally decline in age (time)—that 

those sectors tend to show negative duration dependence. These divergent 

findings present an interesting problem o f trying to figure out the determinants o f 

business failure in these different types o f industries.

The finding o f  positive duration dependence will serve as the point o f 

departure for this paper. That is, this paper seeks to uncover the determinants of 

business failure in the U.S. coal mining industry. It is argued that there are three 

effects that convolve to determine the exit decisions o f coal mines. Not only are 

there product market differences and productivity differences (where productivity 

serves as a (noisy) signal regarding an underlying cost shift parameter that 

managers leam over time) that drive exit behavior but also there is the competing 

effect o f resource exhaustion that impacts upon the ability o f  a mine to continue in 

the industry. Empirically speaking, in order to determine how these three forces 

combine to determine coal mine failure, it will be important to disentangle them

One should be careful to note that the notion o f age and time used here will be somewhat 
different later in this paper. That is, at this point, in a rather general discussion, the notions of time 
and age are used interchangeably. However, in the later sections o f this paper, time will refer to
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from one another, to separate the effects o f these competing hazards. In short, it 

is found that controlling for energy market demand conditions, mine 

characteristics, and regional characteristics, older mines are more likely to fail 

than younger mines. This finding is interpreted as the impact o f resource 

exhaustion dominating the effect o f  learning at some point in the life o f the mine.

This paper proceeds in the following way. Section 3.2 o f this paper 

discusses a theoretical framework that organizes the empirical agenda. Section 

3.3 discusses the data. Section 3.4 presents the empirical analysis o f exit. Section 

3.5 discusses extensions and improvements to this project. Finally, Section 3.6 

concludes.

3.2 Theoretical Issues Regarding Exit in Coal Mining

Most models o f firm dynamics make the implicit assumption that an 

establishment could continue forever if  factor and product market conditions 

permit. The idea is that if  there is continual access to factor and product markets, 

an establishment could continue to produce indefinitely. This assumption works 

well when thinking about industries in say manufacturing or services. However, 

when it is the case that the output o f an establishment is a natural resource or at 

least some sort o f product with exogenously imposed fixity, then the life o f the 

establishment is predetermined—though not necessarily in a strictly deterministic

the duration effects of mines and will be common across all mines. On the other hand, age will 
become a mine specific trait and will vary cross-sectionally over the risk set
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sense. This section discusses the determinants o f coal mine dynamics—an 

industry characterized by exogenously determined limits to lifetime production.^’

Assume that there are three state variables: price, productivity, and the 

remaining coal stock. Price and productivity clearly are stochastic state variables, 

and assume that they are realized in period t and that previous realizations o f  both 

are known.^° Let Ft and yt denote period t prices and productivity, respectively.^ ‘ 

Remaining coal stock is defined as the endowment o f  coal less cumulative 

production fi'om the de novo period to the first previous period from date t (i.e., to 

to t-1 where to is the date of de novo entry and the current period is t); hence, 

remaining coal stock is a  deterministic state variable.

The decision calculus works in the following way: a coal mine realizes 

price, ?t (a random state variable), and productivity, yt (a random state variable), 

and then chooses output (qt) to maximize current and expected future profits. This 

is the same as most models. What makes the story here different from most 

models is that it also has to be determined if  there is sufficient reserves remaining 

to supply qt optimally. Exit behavior, then, is driven by two components. First, if 

the realization o f Ft and/or yt were sufficiently low, such that current and expected 

future profits (net o f sunk exit costs) are below some minimum level, a mine

”  The concept of firm dynamics here is akin to Pindyck (1980) where a mine is able to optimize 
over time but without a finite terminal state.

This is a common feature of models o f firm dynamics. The only structure that needs to be 
imposed on this assumption is that the processes of the random state variables have the Markov 
property. Ericson and Pakes (1995) show that the Markov property is sufficient to generate a full 
set of firm and industry dynamics in the Markov Perfect sense.

In most models o f firm dynamics, underlying this productivity index is a parameter that shifts 
the cost function up or down. Firms leam about whether their draw on this parameter shifts the
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would exit. On the other hand, i f  sufGcient reserves do not remain to supply 

optimal qt (irrespective o f product and factor market realizations) then the coal 

mine would find it optimal to exit as well. This last notion represents the fact that 

every unit o f  coal extracted previously from a mine site reduces expected 

profitability by reducing the amount o f  remaining reserves— a state variable for 

the next period’s optimization problem. The implication o f  this is that older 

mines ought to have a higher likelihood o f  failure than younger mines, ceteris 

paribus.

So, three effects determine the exit process; product market conditions, 

learning about relative productivity, and resource exhaustion. The empirical 

problem to follow will need to be able to mete out each o f  the three effects to gain 

some understanding o f  how all three convolve to generate exit dynamics in U.S. 

coal mining. Nevertheless, the point to take from this section is that irrespective 

o f how productive a mine may be or even how favorable product market 

conditions may be, it is a certainty case that the mine some day must fail. At 

different points in the life o f  the mine, productivity or market effects may 

dominate the exhaustion effect, but eventually the exhaustion effect will overtake 

the learning process and favorable factor and product market conditions.^^

function in either direction. In this work, however, only productivity is observed which provides a 
noisy signal about the underlying cost parameter.

To be sure, this concept o f production in an extractive industry is different from what ^ ic a lly  
is found in the natural resources literature. That is, the natural resources literature focuses nearly 
entirely on the “optimal extraction” policy for a natural resource establishment; see Krautkraemer 
(1998) for a very detailed discussion of this literature. The concept here does not rely on any sort 
of optimal extraction policy over the estimated life o f the coal mine. Rather, by allowing the coal 
mine to adjust to stochastic product market conditions, the coal mine is able to change each period 
the expected life o f  the tnine. In period o f high (low) coal prices, a mine may find it optimal in
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3.3 The Data and Measurement

This section outlines the data used in the following empirical analysis. 

Additionally, some details are given that describe how productivity, prices, and 

age are measured in the empirical analysis that follows.

3.3.1 The Data

The data used in this analysis come from the Mine Safety and Health 

Administration of the U.S. Department o f  Labor. These data contain the 

statistical universe o f coal mines in a  year and are collected under the regulatory 

and oversight authority o f  the Mine Safety and Health Administration. Among 

other things, these data contain information on employment, hours, production, 

the number o f  injuries at a  mine, and certain descriptive/classificatory information 

for each mine. A mine is tracked using a unique mine identification number that 

allows intertemporal linkages o f mine observations.

For present purposes, a sample o f mines observed from 1974 to 1995 is 

used. Each mine must have a classification code indicating that it was active in a 

year and must have had positive employment, hours, and production; additionally, 

coal processing faciUties and coal contractors are excluded. Mines are selected 

such that the de novo year is 1974 or after; this is to cure problems of left 

censoring. One final sample selection criterion is that each mine must have been 

active for two consecutive years; this restriction allows for the inclusion o f lagged 

productivity values in the analysis that follows. A large number o f coal mines are

that period to increase (decrease) production above what an optimal extraction policy (relying on a
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left in each sample year—between 371 and 2069; see Table 1. This industry has 

undergone a number o f very unique adjustments over time—some o f which are 

detailed in Figure 2. Figure 2 documents the patterns o f mine employment, 

production, and hours over time. Production has increased tremendously over 

time. For example, in 1972, the industry produced just around 500 million short 

tons of coal, and at the end o f  the sample in 1996, industry production was just 

under 1 billion short tons—a 93% increase in production over the 1972 level. One 

interesting aspect is that this increase happened while there was a general decline 

in the number o f  workers employed and hours worked; this will equate to large 

gains in labor productivity at the industry level.

3.3.2 Measuring Productivity

Productivity is measured for each active mine in the industry for each year 

of the sample. Because o f data limitations regarding the employment o f non

labor factors, only labor productivity is observed—which is measured as short 

tons of coal produced per worker hour. Admittedly, this measure o f  productivity 

lacks the completeness o f  broader multi-factor productivity measures, but it is 

believed that labor productivity will serve as a good proxy for total factor 

productivity. One benefit o f  this measure is that it is expressed as a physical 

quantity o f output per physical quantity o f input. Most other studies rely on 

measures calculated from the nominal prices values of either the input or the 

output to generate measures o f  labor productivity.

given price trajectory) might dictate. The effect then is to change the estimated life of the mine.
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Labor productivity should serve as a good proxy for a couple o f reasons. 

First, labor represents the largest share o f inputs in terms o f output value. From 

1948 to 1991, labor inputs accounted for approximately 40% o f output value, 

materials about 30%, and capital and energy account for about 15% each.^^ 

Second, there has been a slight tendency for labor’s share o f output value to 

decline while there is a slight trend for material’s share o f output value to rise. 

Bemdt and Ellerman (1997) document a significant labor-saving bias to technical 

change in the coal industry. This bias in technical change also could explain 

divergences between total factor productivity and labor productivity.

3.3.3 Measuring Prices^®

Information on real oil and coal prices comes from the Department o f  

Energy’s Energy Information Administration. Coal prices are measured at the 

industry level as the average annual price of coal expressed in 1992 dollars per 

short ton. Oil prices are measured in terms of 1992 dollars per barrel of crude. 

Note that the oil and coal price series chosen do not control for quality 

differences. That is, for coal, there is no distinction between anthracite or 

bituminous, and for oil, there is no direct control for Alaska North Slope, Texas, 

or California petroleum ranks.

thank Dale Jorgenson and Kevin Stiroh for making these industry aggregate data series 
available.
^It should be noted that simple time series correlations between Jorgenson’s total factor 
productivity series and the labor productivity series used here are estimated at +0.9377
(p<0.0001).
 ̂ All of the price data were gathered firom the website of the Energy Information Administration 

(U.S. Department of Energy). See www.eia.doe.gov/emeu/aer/contents.html and choose the 
appropriate energy category.
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Figure 3 presents time series plots for these two series. The price o f  coal 

series begins at the coal boom and then shows general decline thereafter— 

showing little period-to-period variation.^^ On the other hand, petroleum prices 

show much more time variation—likely a function o f  a more active spot market 

compared to coal as well as a function o f political considerations among 

petroleum producing nations. A  simple time series correlation is estimated at 

about +0.48 (p<0.0001). For reasons discussed below, both price series should be 

instructive when looking at the exit thresholds o f coal mines. However, given the 

general contractual nature o f coal maricets, oil prices should portray conditions in 

energy markets more accurately than coal prices themselves.

3.3.4 Measuring Age

The age o f  a coal mine is measured as the cumulative years that a mine 

has been active—where active is defined above. That is, to be active in a given 

year, a mine must have had positive hours, production, and employment. If  these 

criteria are satisfied in a year, a mine is given a status flag equal to one. The age 

of the mine, then, is the sum o f all o f those status flags from the year of de novo 

entry to year t. There are, however, mines that are in for some time, exit, and then 

re-enter. In these cases, the mine’s age is the same for those inactive years as the 

last previous year that it was deemed active; that is, those inactive years have no 

contribution to the calculation o f  age. Age is simply the number o f  years that a

^  At the height of the coal boom, real coal prices increased 122% over their levels immediately
prior to the boom.
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mine has positive employment, production, and hours since its date o f  de novo 

entry.

3.4 Empirical Analysis

In this section, attention is focused on what influences the probability of 

coal mine failure. First, the estimation o f a Cox proportional hazard model is 

discussed. Second, the choice of covariates is discussed. Finally, the estimates of 

the Cox models are presented and discussed.

3.4.1 The Proportional Hazard Model

The data discussed in the previous section allow for multiple failures; that 

is, a mine may be observed failing more than one time throughout the sample 

period. In fact, the sample contains a total o f  8,520 subject mines (the risk set) 

and 8,961 (the death set) observed failures. It is assumed that subsequent failures 

are independent. Finally, a “spell” is defined as “time to failure.” That is, a mine 

is observed as active and then inactive; the time between these two determinations 

is the “speU.”^̂

It is assumed that the hazard fimction for a given coal mine is 

parameterized as the following proportional hazard:

( 1 ) /i(r; x) = À̂  it)  exp(%/?)

where Xo(t) is an arbitrary and unspecified base-line hazard fimction. x is a vector 

o f m observable covariates (both time variant and time invariant), P is a  vector of

address the problem o f left censoring, the sample is selected such that all mines enter de novo 
in 1974 or after.
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tn parameter estimates, te T  is the time index with T as failure time. This model 

will have a density function o f the following form:

(2) / ( r ;x )  = /i(f;x)exp -  J>^(w)exp(x^Ju

where the last term is the survivor function associated with the proportional 

hazard model of equation (I). Kalbfleisch and Prenctice (1980) show that the 

corresponding partial likelihood function takes the following form:

(3) £ = f l
1=1

J]exp(Xt/7)
keDi ________

^exp(xy/7)
jeJt,

where i indexes ordered failure times t(j) V i=(l,2,...,n), Di is the set o f 

observations k that fail at time t(i), and Ri is the set o f  observations j that are at risk 

at time t(,). Finally, d{ is the number o f coal mines that fail at time t(j).̂ *

3.4.2 The Choice of Covariates

Table 2 lists the set o f covariates believed to influence the probability o f 

coal mine failure. Among other things. Table 2 shows the variables thought to 

capture the state variables o f Section 3.2. Namely, these are prices, productivity, 

and age. First, real coal and real oil prices will be measured as the percent change 

between period t and period t-1. The information contained in this percent change

^^One of the benefits of choosing a proportional hazard function (X(t;x)) and estimating the effects 
of its covariates using (3) is that the base-line hazard function need not have parametric 
restrictions on its functional form, yet an empirical estimate o f  the base-line can still be estimated 
once the parameter vector is calculated. See Kalbfleisch and Prentice (1980) for details on 
obtaining an estimate of the base-line hazard.
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gives the managers o f a mine information about prevailing energy market demand 

conditions. Positive (negative) percent changes indicate higher (lower) present 

and expected future profitability, other things equal.

Since the mid-1950s, the generation o f  electricity has accounted for far 

and away the largest share o f  coal consumption—ranging from about 15% o f total 

production in 1955 to 80% o f  total production in 1994; see Pierce (1996).^’ 

Additionally, most coal is sold under long-term contracts. Joskow (1987) finds 

that about 15% o f coal consumed in electric generation comes fix>m integrated 

mines, about 15% is traded on a  spot market, and the other 70% is purchased by 

electric utilities under contracts ranging from one to fifty years. The lack o f  an 

active market for coal may lead one to question the use o f  coal prices as a good 

measure o f energy market demand conditions. To address this potential 

measurement error, real oil prices are used as a covariate since oil is traded very 

actively in spot and futures markets. It is believed that oil prices are a  better 

measure of energy demand since oil and coal are very highly substitutable in the 

generation o f electric power. Also, since the importance o f  price as a state 

variable stems from its role in capturing general energy market conditions, one 

needs to find a measure that captures the period-to-period fluctuations in energy 

demand. The prevalence o f  long-term contracts in coal markets suggests that coal

There are two other broad uses of coal other than electric generation. First, coal is used largely 
for metallurgical coking. However, the decline o f the steel industry in the U.S. and the increased 
use of pig iron in coking have reduced the use of coal for this purpose (Pierce (1996)). Second, 
coal is exported to more than 30 countries. While this continues to be a growing use o f coal, it 
still pales in comparison to the use of coal in domestic electric power generation; see Coal Data: A 
Reference (1995).
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prices are not likely to perform well in capturing energy market demand 

conditions. For this reason and since oil and coal are easily substitutable in the 

generation of electric power, oil prices will be the main focus o f the hazard 

models that are to follow. To be sure, increases (decreases) in oil prices should be 

accompanied by increases (decreases) in coal prices. Hazard ratios o f the percent 

change in price ought to be less than one—representing the idea that periods of 

higher prices tend to lengthen the time to failure.

Additionally, indicator variables for a mine’s labor productivity quartile in 

year t are included to capture cross-sectional differences in productivity. The 

notion here is that mines leam about their productivity relative to other mines in 

the industry. Relative productivity signals to managers that they face comparative 

advantages or disadvantages in producing coal at a  given mine. High (low) 

realizations tend to lengthen (shorten) the time to failure. Hence, productivity 

moves inversely with the baseline hazard in the sense that higher productivity 

mines should have a lower failure threshold (baseline hazard) than lower 

productivity mines. Figure 4 plots the Kaplan-Meier failure functions by 

productivity quartile (prodl represents the least productive quartile while prod4 

represents the most productive quartile).'*® What is interesting to note is that there

^  To be sure, a Kaplan-Meier failure function is not the same as the Kaplan-Meier hazard 
presented in Figure 1; though, they are fundamentally related. A failure function is one minus the

 ̂ _ . -■ A A
survivor function which has the following form: F ( t )  =  £ j ^ ( l —A , ) V t > 0  where h, is the

Kaplan-Meier product limit estimator. Hence, the failure function is 1 —F(f). See Lancaster 
(1990). Level differences in the plotted failure functions represent differences in baseline hazards 
associated with each treatment group. Hence, when looking at Figure 4, for example, the curves
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is not a lot o f difference between the failure functions o f  the first and second 

quartiles, but the differences tend to grow larger as one moves to higher 

productivity quartiles. Accordingly, in the following empirical models, it is 

expected that the hazard ratios on all o f these quartile dummies should be less 

than one—indicating that higher productivity mines have longer time to failure 

than lower productivity mines. It also is expected firom Figure 4 that the hazard 

ratio ought to decline as the productivity class moves up in the productivity 

distribution.

The age o f the coal mine is believed to encapsulate two competing effects. 

First, age will capture the effects o f learning—as argued by the models discussed 

in Section 3.1. Other things equal, older mines should have lower exit 

probabilities than younger mines—representing the notion that older 

establishments have more refined information about relative productivity than 

younger establishments. However, as suggested by Section 3.2, it also is true that 

older mines have less coal reserves remaining than younger mines, ceteris 

paribus; this would tend to increase the likelihood o f failure. Given these 

competing effects contained in the age measure, it is difficult at best to say what 

affect age should have on the time to failure. However, if  productivity is included 

as a direct control for learning, then age (now encapsulating only the depletion 

effect) should tend to increase the hazard.

themselves are failure functions, but the shifts among them represent changes in the baseline 
hazards for each treatment group.
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Size effects also are included—where size is measure by  a coal mine’s 

employment size quartile in a given year. Figure 5 shows the Kaplan-Meier 

failure functions by employment size class. What this diagram makes clear is that 

larger mines have higher survival probabilities (viz., longer time to failure) than 

smaller coal mines. This likely is a result o f the fact that larger mines tend to be 

more productive than smaller coal mines. In manufacturing data, size effects are 

important sources o f productivity growth and hence are important determinants o f  

survival; see Jensen and McGuckin (1997) and Bailey, Hulten, and Campbell 

(1992). Deily (1991) also finds that firm size effects are important in the exit 

strategies o f steel plants. Following the guidance o f  the literature on 

manufacturing and also o f Figure 5, it is believed that size effects are important 

controls, and further they should have hazard ratios less than one.

Mine type is included to control for technological differences among coal 

mines. Figure 6 shows the Kaplan-Meier failure functions by mine type. Clearly, 

there are differences in the non-parametric hazards associated with each type o f  

coal mine (viz., surface (12) or underground (II)). Mine type also will control for 

different sunk costs related to exit, e.g. reclamation costs; high sunk costs tend to 

reduce turnover in an industry.'** This control is included in the regression 

analysis to follow since it appears to capture material differences on the failure 

thresholds o f coal mines—effects that are ururelated to age. In the models to 

follow, a dummy variable equal to one if  a mine is a surface mine is included as a 

covariate. It is expected that relative to underground mines, surface mines are
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more likely to exit, of. Figure 6. Hence, the hazard ratio associated with this 

covariate should be greater than one.

The coal producing region is included to control for differences in local 

factor markets and to control for different coal mine characteristics that vary by 

location.'*^ Generally, there are three broadly defined coal producing regions: 

Appalachia, Interior, and the Western Region. Appalachian mines typically are 

smaller, underground, and more labor intensive than mines in the other two 

regions. Interior mines generally are larger than the typical Appalachian mine—  

though smaller than the average Western mine. Interior mines are slightly less 

labor intensive and are divided between surface and underground mines. Finally, 

Western coal mines usually are very large, highly productive surface mines that 

do not employ as many workers as Interior or Appalachian mines. Further, the 

coal seams o f Western mines are very thick and located near the surface—making 

them relatively inexpensive operations. Figure 7 shows the Kaplan-Meier failure 

functions by coal producing region. This diagram shows that there is not a lot o f 

difference in the survivor functions o f Interior (Region 2) and Appalachian 

(Region I) mines, but that both are more likely to fail than Western (Region 3) 

mines. Hence, the coal producing region should serve as an important control in 

the following analysis. It is expected from Figure 7 that relative to Appalachian 

mines (the omitted class). Western mines should have lower hazard ratios than the

See Hopenhayn (1992) and Lambson (1992) for a discussion o f this point.
See Menell (1999) for a discussion of some of these observable differences. Joskow (1987) 

also finds this to be an important control when examining long term coal price contracts in the 
U.S.
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other two regions. However, it is difficult to say much about any expectations on 

the Interior Region control.

3.4.3 The Role of Market Conditions

The first column o f Table 3 reports hazard ratios that illustrate the effects 

o f energy market conditions (as captured by oil prices) on the failure patterns o f 

coal mines. Recall from Section 3.2 that one o f the random state variables 

affecting the participation decision o f  coal mines is a measure o f  energy maricet 

demand conditions. The idea here is clear. Realizations o f  the price state variable 

have a direct effect on the current profitability o f a given mine: high (low) 

realizations tend to promote continuation (exit) for a given remaining stock o f 

coal and for a given relative productivity. Prices also enter the problem through 

the formation of expectations surrounding future profitability. Specification one in 

Table 3 shows that the percent change oil prices between periods t- l and t has a 

very slight positive influence on the time to failure. That is, the estimate is 

statistically significant and is estimated to be 1.0086 (0.0006). Strictly speaking, 

this estimate does suggest that higher prices tend to shorten the time to failure. 

However, the effect, while statistically significant, is so slight that it does not 

appear to have material importance on the time to failure. Also, to capture 

expectations of future energy market conditions, the percent change in real oil 

prices between period t+1 and t+2 is included. The hazard ratio estimate o f this 

effect suggests that higher (lower) future market conditions significantly 

lengthens (shortens) the time to failure.
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3.4.4 The Role of Mine Heterogeneity

The second column o f  Table 3 presents the effects on the baseline hazard 

from including factors that describe exogenous differences in productivity as well 

as cross-sectional differences in labor productivity. Specifically, these controls 

include a mine’s coal producing region (a time invariant covariate), employment 

size quartile (a time variant covariate), and mine type (a time invariant covariate). 

The inclusion o f  these covariates is believed to capture variations in productivity 

not related to the learning effect captured by the cross-sectional differences in 

labor productivity. Since these heterogeneous factors are qualitative variables, it 

should be noted that the omitted classes are the smallest productivity quartile, the 

smallest size quartile, underground mines, and the Appalachian coal producing 

region. Hazard ratios, then, are interpreted relative to those omitted classes. 

Recall the discussion regarding the expected effects o f each of these covariates on 

the baseline hazard: that underground mines, more productive mines, larger 

mines, and Western mines should have lower time to failure relative to surface 

mines, less productive mines, smaller mines, and Appalachian mines.

The second specification o f Table 3 shows the effects o f these exogenous 

heterogeneity effects along with the cross-sectional differences in mine labor 

productivity. First, relative to less productive mines, higher productivity mines 

tend to have longer time to failure. Additionally, relative to the first quartile, the 

second quartile group does not seem to have statistically different time to failure 

than the first group; this is consistent with Figure 4. Finally, with respect to
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productivity, when comparing across productivity quartiles, the hazard ratio 

declines monotonically in the size of the class; this finding also is consistent with 

Figure 4. In short, high (low) productivity tends to lengthen (shorten) time to 

failure. Second, relative to smaller mines, larger mines have significantly longer 

time to failure; another interesting thing to note is that the proportional effect on 

the hazard declines monotonically in the size class—consistent with Figure 5. 

Third, the estimate o f  the effect of mine type on the hazard is significant and 

greater than one—suggesting that relative to underground mines, surface mines 

tend to have shorter time to failure. This finding is consistent with Figure 6 that 

shows that surface mines are more likely to fail relative to underground mines. 

Finally, relative to Appalachian mines. Interior mines have a shorter time to 

failure, while Western mines have a statistically longer time to failure.

Recall firom the discussion of Section 3.2 that the role o f  age is believed to 

encapsulate two effects; learning and resource exhaustion—each o f which should 

have different (in fact, opposite) effects on the hazard. Learning provides 

managers with information about relative productivity while age proxies for the 

resource depletion effect. The empirical problem, then, is to disentangle these 

two effects contained in the age covariate. By controlling for productivity 

explicitly, the only effect left in the age covariate should be resource exhaustion. 

By controlling for observable differences in productivity that are not related to 

learning (e.g., region, size, and mine type) or to resource exhaustion, the primary 

effect left in the productivity class variables should be the learning effect, while

6 6



the remaining effect in the age covariate is resource exhaustion. It is expected 

that productivity will lower the hazard (viz., lengthen the time to failure), while 

age ought to increase the baseline hazard (viz., shorten the time to failure). The 

third column o f  hazard ratios in Table 3 shows the effects o f the exogenous 

productivity differences, the cross-sectional differences in productivity, and age 

on the baseline hazard. It is important at this point to keep in mind the competing 

nature o f the hazards at work: market conditions and productivity will tend to 

lengthen the time to failiure while exhaustion tends to shorten time to failure.

Column three o f  Table 3 shows first that productivity does in fact tend to 

lengthen the time to failure; all o f  the estimates on the productivity quartile 

dummies have the same qualitative effects discussed in the previous specification. 

This is consistent with the notion that higher productivity mines are less likely to 

fail than lower productivity mines. Second, column three o f  Table 3 reports that 

the hazard ratio associated with the age covariate is significantly greater than one. 

This suggests that older coal mines have shorter time to failure—a finding 

consistent with the argument o f Section 3.2. That is, the competing hazards 

associated with productivity differences and with aging can be separated such that 

productivity lengthens time to failure while age shortens time to failure—this 

latter finding representing the notion that, ceteris paribus, every short ton of coal 

extracted from a mine reduces expected future profitability since coal in non

renewable.

3.4.5 Market Conditions and Mine Heterogeneity
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Now that there is some understanding o f how each o f the three state 

variables affects the time to failure, the problem is to examine all o f  these effects 

together in a single specification. Column four of Table 3 shows hazard ratios o f 

the effects o f the percent change in real oil prices, the percent change in future 

real oil prices, the cross-sectional differences in labor productivity, age, and a set 

o f exogenous controls that are believed to capture differences in productivity not 

attributable to learning or aging. For the most part, the predictions on the state 

variables hold in this specification. First, the percent change in real oil prices 

retains its value and significance—again suggesting that this covariate has little 

material importance to the time to failure, and the percent change in future oil 

prices still significantly reduces the time to failure. Second, the cross-sectional 

productivity differences still significantly raise the time to failure. Third, age 

significantly shortens the time to failure suggesting, ceteris paribus, that older 

mines suffer firom resource exhaustion and hence are more likely to fail than 

newer mines. Finally, all of the controls have the same impact as before—except 

that the surface mine dummy loses statistical significance. On balance, these 

covariate estimates support the notion o f  coal mine exit dynamics outlined in 

Section 3.2.

3.4.6 The Case of Coal Prices

Ideally, one would repeat the above exercises by including coal prices as 

covariates to determine the direct effect o f changes in these prices on the exit 

patterns o f mines. There are a couple o f problems that have been encountered
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with this approach. First, because o f  the pervasive use o f long-term price 

contracts in coal maricets, it is likely that coal prices capture variations in energy 

market conditions less accurately than oil prices. It is believed that oil prices do a 

better job than coal prices when attempting to explain general energy market 

demand effects.

There is another, more technical, problem with using coal prices as a 

covariate in the Cox model. The optimization routine used to estimate the Cox 

proportional hazard model with real coal prices as covariates has very significant 

problems converging on a consistent basis to an optimum on the likelihood 

function. In fact, for those times when the algorithm does converge, subsequent 

estimates on the coal price covariates vary markedly across different runs o f the 

model. It is unclear at this point why the algorithm does not seem to behave well 

with coal prices; though, the issue is being studied. In addition to the idea that 

coal prices probably do not perform as well as petroleum prices in capturing 

energy market conditions, it is unclear how much trust one should place on 

covariate estimates on coal prices when the estimation algorithm has problems 

converging to an optimum value on the likelihood function.^^

An alternative approach can be used to obtain non-proportional covariate estimates of the effects 
of coal prices on the time to failure. That is, using event history analysis, one can non- 
parametrically control for the baseline hazard while estimating the effects of covariates on this 
baseline hazard. The story proceeds in the following way. For any coal mine i, the odds of failing 
at each discrete point in time, t,—1, 2 ,..., are a function of the odds of failing for a group of mines 
that represent the baseline states of covariates such that

A{tr,X) A M
exp

i - A ( t r , x )  i - A M
where A.(tj;X) is the conditional probability of failing at time t; for a given vector of k covariates, 
X=(X|, X2,...,Xk), and a given set of k parameters, To be sure, note that the baseline hazard
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3.5 Future Directions for this Research

The work in this paper is somewhat preliminary in the sense that it relies 

on some assumptions that may overly constrain the flexibihty o f  the analysis. 

This section discusses ways in which these assumptions can be relaxed and how 

those relaxations can improve the quality o f this project. Additionally, this 

section details a complementary methodology that could be employed to examine 

the participation decisions o f coal mines.

3.5.1 Unobserved Heterogeneity

function, Xo(tJ, is characterized by the conditional probability for cases where the covariate vector 
is equal to zero; this is the baseline state o f the covariates. Taking the natural logarithm of this 
equation allows one to estimate this model as a discrete-time logit regression o f  the following
form:

where a-  =  ln ( ,^  (fy ) / l  — )), or the log-odds for the baseline group. Including dummy
variables for each o f the failure (event) times will create a separate intercept for each discrete point 
in time along the baseline hazard—allowing one to trace out (non-parametrically) the baseline 
hazard. The final thing to note is that if all of the covariates are time-invariant, then this model is 
a proportional odds model. However, if some or all o f the covariates are time-variant, then the 
model is non-proportional—the effect being that the duration effects and time effects caimot be 
separated from one another. For very detailed discussions of this sort of estimation strategy see 
Allison (1984) or Yamaguchi (1991).

Using this approach, the parameter estimate (not the hazard ratio), with standard errors in 
parentheses, on the percent change in real coal prices is -0.0046 (0.0017), which is significant at 
the 1% level. Additionally, the effect of the log lead real price o f  coal is -^.4041 (0.0802), which 
also is significant at the 1% level. This model has a log likelihood value o f—19,283.865. These 
findings suggest the high (low) prices of coal tend to lengthen (shorten) the time to failure. This is 
consistent with the findings of the Cox proportional hazard model when oil prices are used to 
capture energy market conditions as well as the argument o f Section 3.2.

Finally, this approach itself has some limitations. Namely, the loss o f the proportionality 
feature makes it difficult to interpret the findings. For example, when more complete 
specifications (such as column four in Table 3) are estimated, the effect on the age variable now 
tends to shorten the time to failure. This is an artifact o f the non-proportionality o f  this type of 
hazard model. The inability of being able to separate duration effects firom time effects will tend 
to understate the age variable since it increments over time just like the baseline hazard. To be 
able to understand fully the effect of aging (resource depletion) one must be able to mete out the 
time effects from the duration effects. So, while this approach does get more believable estimates 
for coal prices, those estimates come at the cost o f losing the proportionality feature o f  the Cox
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The resource endowments that coal mines face are not observable 

econometrically. However, these endowments represent sources of heterogeneity 

that could account for differences in baseline hazards. Heckman and Singer 

(1984a, 1984b, 1984c) show that failing to account for unobserved heterogeneity 

tends to bias estimates toward negation duration dependence. The results shown 

here find strong and significant patterns o f positive duration dependence; so, 

failing to correct o f unobservable heterogeneity will not reverse the results found 

thus far. However, more precise estimates could be obtained by controlling for 

unobserved heterogeneity. Examples o f  correcting for unobserved heterogeneity 

using the Heckman-Singer approach can be found in Trussell and Richards (1985) 

and Meyer (1990).

One concern that surrounds this sort o f  idiosyncratic effects model is that 

the endowment o f coal faced by mines in each period is itself a function o f  time. 

The Heckman-Singer approach relies on this unobservable idiosyncratic effect 

being time invariant. To be able to integrate over the full idiosyncratic effect 

(viz., the cross-sectional and time series effects) which is the essence o f  the 

Heckman-Singer correction, then another dimension is needed in the data. 

Current efforts in this work focus on, among other things, finding a défendable 

“third” dimension—perhaps firm-level or regional effects.

3.5.2 Independence of Subsequent Spells

model. (Note: Any time a proportional hazard is run (with or without parametric restrictions on 
the baseline hazard), the effect of age is to reduce the time to failure.)
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The empirical analysis in this paper is based on multiple failure 

observations and also relies fundamentally on the assumption that subsequent 

spells are independent. This places a  good deal o f a priori structure on what is 

believed to be the decision process o f coal mine managers. It likely is the case 

that spells, in fact, are not independent, and failing to control for this serial 

dependence would tend to misstate the effects o f the covariates on the time to 

failure. Future work also will focus on the effects o f  lagged spells on current 

spells—though it is not clear whether failing to control for lagged durations will 

under- or overstate the covariate effects already examined. Heckman and Walker 

(1987) present a model that allows for lagged durations to influence current 

spells.

3.5.3 Modeling the Participation Decision

Finally, since the death set is large relative to the risk set (viz., there is a 

good deal o f multiple spells), another methodology would be to model the 

participation decision of a coal mine. The idea is to examine what influences the 

hit-and-run nature o f the participation patterns o f coal mines. Using a latent 

variable approach in a dynamic setting, it is possible to estimate the determinants 

of market participation. This sort o f setting controls for duration dependence by 

using k-factorized random effects probit model with a lagged dependent variable 

(which itself is a latent variable); see Heckman (1981a, 1981b). Such an 

approach has been used to analyze the decision to export in Colombian 

manufacturing (Roberts and Tybout, 1997) and U.S. manufacturing (Bernard and
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Jensen, 1997). Similar methods could be applied to coal mining in order to 

describe the frequent exit, re-entry, and re-exit behavior o f a large number o f coal

mines.

3.6 Conclusion

This paper examines the determinants o f failure in the U.S. coal mining 

industry. Relying on the predictions o f a theory o f firm dynamics that 

incorporates product market conditions, learning through productivity signals, and 

the effects of resource depletion, this paper seeks to mete out the competing 

effects o f product market conditions and productivity from the diametric effect of 

resource depletion. That is, the first two effects should tend to lengthen the time 

to failure, while the resource depletion effect should tend to shorten the time to 

failure, ceteris paribus. Using a unique microdata set containing the statistical 

universe o f U.S. coal mines observed from 1974 to 1995 and also observed failing 

multiple times, Cox proportional hazard models are estimated to determine the 

influence of favorable energy market and productivity conditions as well as the 

effects o f aging on the exit patterns o f U.S. coal mines.

It is found that the percent change in oil prices between periods t-l and t 

has a very slight tendency to shorten the time to failure; however, the slight 

magnitude of this covariate suggests that it has little material importance on the 

failure threshold for coal mines. It also is found that the percent change in real oil 

prices between periods t+1 and t+2 significantly lengthens the time to failure— 

suggesting that high (low) future oil prices tends to lengthen (shorten) the time to
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failure for a coal mine. Additionally, it is found that, after controlling for 

exogenous differences in productivity that are not attributable to learning, higher 

productivity coal mines tend to have longer time to failure relative to lower 

productivity mines. Again, this finding is consistent with the notion o f firm 

dynamics discussed in this paper. It is found, further, that, after controlling for 

exogenous differences in productivity as well as cross-sectional differences in 

productivity, older mines tend to have shorter time to failure than younger mine, 

ceteris paribus. Finally, when examining all three effects in a single specification 

o f  the proportional hazard model, all o f  the covariate effects on the time to failure 

hold their values and significance—except that the price covariate loses statistical 

significance.

In closing, this paper revisits the determinants o f business failure but in 

the special case o f  an industry where establishments have exogenously imposed 

constraints on lifetime production. The effect o f  these constraints is to introduce a 

competing dynamic to the exit or continuation decisions o f mines. The findings 

presented in this paper are consistent with the predictions surrounding the 

convolution o f all three of these forces. These findings are estimated firom an 

interesting microdata set not within the manufacturing universe—as is the case o f 

most empirical studies of business failure. Finally, improvements to this work 

could include controlling for unobservable heterogeneity and the effects o f lagged 

durations on current durations as well as proposing a complementary 

methodology to describe the large number o f multiple failure events found in the

74



data. Altogether, these findings suggest that the microeconomic adjustment 

dynamics o f  extractive industries is complicated substantially by the inclusion of 

the resource depletion dynamic.
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Table 1. Number of Mines by Year: 1974 to 1995

Year Number of Mines Change

1974 371 N/A
1975 789 +418
1976 1,212 +423
1977 1,629 +417
1978 1,831 +202
1979 2,064 +233
1980 1,896 -168
1981 2,057 +161
1982 1,924 -133
1983 1,683 -241
1984 2,069 +386
1985 1,858 -211
1986 1,622 -236
1987 1,656 +34
1988 1,643 -13
1989 1,598 -45
1990 1,548 -50
1991 1,536 -12
1992 1,337 -199
1993 1,264 -73
1994 1,157 -107
1995 1,065 -92
Total 33,809 +694
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Table 2. List of Covariates and Definitions

Covariate Definition
Coal Price Industry Average Annual Price 

Measured as Dollars per Short 
Ton. Source; A/mera/s 
Yearbook and Coal Industry 
Annual.

Oil Price Industry Average Annual Price 
Measured as Dollars per Barrel. 
Source www.eia.doe.eov

Age Total number of years a  mine is 
active. Source: Author’s 
calculations.

Labor Productivity Quartile Quartile values o f the natural 
logarithm o f short tons o f  coal 
per worker hour. Source: 
Author’s calculations.

Mine Type Underground or Surface Mine. 
Source: Coal Address and 
Employment Files, U.S. Mine 
Safety and Health 
Administration.

Size Quartile Employment Size Quartile. 
Source: Author’s calculations.

Region Coal Producing Region. Source: 
Coal Address and Employment 
Files, U.S. Mine Safety and 
Health Administration.
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Table 3. Proportional Hazard Ratios for the Effects of Oil 
Market Conditions and Mine Heterogeneity

(Standard Errors)

Covariate Market Effects 

(1)

HeterogeneiQf 
Effects 

without Age

(2)

Heterogeneity 
Effects 

with Age

(3)

Market 
Effects and 

Heterogeneity 
Effects 

(4)
%Change in Oil 
Prices

1.0086*
(0.0006)

1.0086*
(0.0006)

%Change in Lead 
Oil Prices

0.6464*
(0.0331)

0.6207*
(0.0320)

Age Since De 
Novo Entry

1.0736*
(0.0032)

1.0747*
(0.0032)

Productivity 
Quartile 1

----- ----- -----

Productivity 
Quartile 2

0.9707
(0.0286)

0.9874
(0.0291)

0.9754
(0.0287)

Productivity 
Quartile 3

0.8127*
(0.0245)

0.8483*
(0.0257)

0.8421*
(0.0255)

Productivity 
Quartile 4

0.6799*
(0.0212)

0.7241*
(0.0227)

0.7178*
(0.0225)

Mine Type 
(Surface)

1.0627*
(0.0250)

0.9838
(0.0233)

0.9799
(0.0233)

Size Quartile 1 ----- ----- -----
Size Quartile 2 0.8532*

(0.0231)
0.8439*
(0.0228)

0.8450*
(0.0228)

Size Quartile 3 0.7345*
(0.0218)

0.7171*
(0.0213)

0.7218*
(0.0214)

Size Quartile 4 0.4671*
(0.0214)

0J931*
(0.0183)

0J931*
(0.0183)

Appalachian
Region

----- ----- -----

Interior Region 1.1239*
(0.0511)

1.1875*
(0.0541)

1.1796*
(0.0537)

Western Region 0.7888*
(0.0837)

0.6875*
(0.0731)

0.6749*
(0.0718)

Log Likelihood -74.836.369 -74,649.520 -74,385.362 -74,220.528

* Denotes significance at .01
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Figure 2. Total Hours, Production, and Employment: 1972 to 1996
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4. Gross Employment Flows in U.S. Coal Mining

Abstract: This paper examines the patterns o f  job creation and destruction in 
the U.S. coal mining industry and compares those patterns to known 
regularities in U.S. manufacturing. Using a unique panel data set containing 
the statistical universe o f  coal mines from  1973 to 1996, this paper calculates 
rates o f  job  creation. Job destruction. Job reallocation, and excess Job 
reallocation. The main findings o f  this paper are as follows: i. Annual 
employment flow s in coal mining are substantially higher than corresponding 
flow s in manufacturing, ii. The high rate o f  Job creation, destruction, and 
reallocation is attributable in part to mine openings and closing. Hi. A 
significant amount o f Job destruction and Job creation is attributable to 
temporary shutdowns and re-openings, and iv. Job destruction is counter
cyclical and more volatile that Job creation—similar to the known patterns in 
manufacturing.

4.1 Introduction

Over the course o f the last decade, economists have been increasingly 

interested in the job creation and job destruction process in economies. This fact 

is evidenced by the recently published third volume of the Handbook o f Labor 

Economics that has a separate chapter devoted to the employment flows 

literature.'*^ One key finding in this literature is that rates o f job creation and job 

destruction (hence, job reallocation) are quite high in comparison to net changes 

in employment. For example, in U.S. manufacturing, net employment change 

between 1973 and 1992 averaged about -0.8%  annually over the period—a 

relatively small net change. However, the underlying average annual job creation 

and job destruction rates are quite high—averaging about 9% and 10%, 

respectively. These are ten times the net employment change. Clearly, the job

The chapter is entitled “Gross Job Flows” and is authored by Steven Davis and John 
Haltiwanger and appears in the Handbook of Labor Economics (1999), Volume 3B.
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creation and job destruction rates show that job reallocation greatly exceeds the 

net change in a given period. These findings have implications in a number o f 

strands of economic literature including labor economics, macroeconomics, and 

industrial economics.

First, with respect to labor economics, the literature on gross employment 

flows (job creation and job destruction) has highlighted the importance of 

demand-side fluctuations in employment reallocation. The amount o f  observed 

demand-side fluctuations has impacts for analyzing worker mobility, in 

examining dislocations o f workers (e.g., unemployment), and for analyzing 

matching models o f workers and firms.'*  ̂ Second, macroeconomists have shown 

great interest in analyzing job creation and job destruction series as a mechanism 

to understand business cycles better. The empirical data from U.S. manufacturing 

suggest that job creation and job destruction behave quite differently over the 

business cycle. Job destruction appears to be disproportionately intense during 

recessionary periods and also sp e a rs  to be more volatile than job creation. 

Macroeconomic models with asymmetries in adjustment costs across hiring and 

firing or where there are significant fixed costs o f altering employment levels 

have been developed to explain these differences in the nature o f  the series.'*  ̂

Finally, job creation and job destruction series, in conjunction with information

For example, Hopenhayn and Rogerson (1993) examine interaction of government policy that 
reduces worker mobility and employment reallocation in a general equilibrium framework. 
Mortensen and Pissarides (1994) develop a model of unemployment and job creation and job 
destruction.
^  Research in the macroeconomics on employment flows include Blanchard and Diamond (1990), 
Caballero and Engel (1993), Caballero, Engel, and Haltiwanger ( 1997), and Campbell and Kuttner
(1997).

87



on business openings and closings, have been used by industrial economists to 

examine industrial dynamics and patterns o f industrial evolution. These 

calculations have highlighted the importance o f entry and exit, the growth o f  

plants and firms, and the impact o f  reallocation o f output and employment shares 

on productivity growth.^^ In short, the development o f  new data sets that allow 

researchers to examine the employment dynamics o f  individual plants and firms 

has created new empirical insights that have formed the basis for a wide number 

o f both theoretical and empirical studies.

This paper will extend this research by creating a new data series on job 

creation and job destruction for the coal mining sector o f  the U.S. economy. The 

previous U.S. literature on job creation and job destruction has focused 

predominately on U.S. manufacturing industries. Research by Davis and 

Haltiwanger (1992), Davis, Haltiwanger, and Schuh (1996) and Dunne, Roberts, 

and Samuelson (1989) all examined employment flows in U.S. manufacturing. 

There is a small literature examining non-manufacturing sectors stemming from 

work done by the U.S. Small Business Administration and by Foster, Krizan, and 

Haltiwanger (1998). However, neither of these studies is able to develop annual 

time series on non-manufacturing industries, and in fact, all are constrained to 

examining gross employment flows over five year intervals. Hence, the time-

Industrial organization papers that examine employment dynamics include Evans (1987), 
Duime, Roberts, and Samuelson (1989) and Troske (1996). Papers examining reallocation and 
productivity growth include Bailey, Hulten, and Campbell (1992), Olley and Fakes (1996) and 
Aw, Chen, and Roberts (1997).
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series data on non-manufacturing sectors in the U.S. is relatively scarce.*** This 

new data on the U.S. coal mining sector has the strengths both o f  providing an 

annual time series o f  employment flows over a long period o f  time and o f being 

able to study those changes outside o f the manufacturing sector.

Moreover, coal mining has some interesting institutional features that may 

yield differences in the job creation and destruction series as compared to 

manufacturing. First, the life span o f  a coal mine is limited by coal reserves 

present at the mine. As reserves rtm out, mines (even very productive ones) are 

forced to close; see Merrell (1999). This suggests that mine openings and mine 

closings may play a larger role in employment reallocation in the mining sector as 

compared to manufacturing. Second, the mining sector is more heavily unionized 

than manufacturing and is more subject to strikes and lockouts. Both o f these 

related factors may induce more volatility into the job creation and job destruction 

series. Finally, coal mining has undergone dramatic changes in mine technology, 

mine type (undergroimd versus siurface), and locations (Western coal versus 

Appalachian coal) that have yielded substantial improvements in labor 

productivity. These changes have resulted in a substantial net decline in 

employment in the industry even though production has risen markedly.

The main findings of this paper are fourfold. First, annual employment 

flows in coal mining are substantially greater than employment flows in 

manufacturing. In coal mining, job creation and job destruction exceed

There are some studies of individual states that include non-manufacturing data. Davis and 
Haltiwanger (1999) summarize the various US and international studies. As yet, there are no U S.

89



manufacturing levels on average by roughly 50% and 80%, respectively. Second, 

the high rate o f  job creation. Job destruction, and employment reallocation is due 

to the fact that the proportion of employment gained through mine openings and 

the proportion o f employment lost through mine closings is much greater in 

mining than in manufacturing. In mining, on average, two-thirds o f  annual job 

destruction is attributable to mine closings, while one-half o f annual job creation 

is attributable to mine openings. Third, a significant fraction o f job destruction 

and job creation due to mine closings and mine openings is temporary in nature. 

Unlike manufacturing plants, it is quite common for coal mines to close for a year 

(or more) and then re-open. Fourth, with respect to cyclicality o f job destruction 

and job creation, job destruction appears to be more volatile than job creation in 

coal mining—similar to the pattern in manufacturing as well. However, the 

prediction o f certain models that recessions tend to have a “cleansing” effect is 

more difGcult to ascertain.^^ This is because the energy shock induced recessions 

of the 1970s have a different impact on the coal mining sector than on the 

economy as a whole; coal actually expanded during these energy driven 

recessions. In the deep recession o f 1982-1983, the job creation and job 

destruction series in coal mimic the corresponding series in manufacturing. 

However, overall, it is the case that job reallocation is counter-cyclical in coal 

mining.

studies that examine the U.S. coal mining industry.
A particular line of modeling in the macroeconomics literature has developed macroeconomic 

models incorporating non-convex costs of adjustments. Papers in this line of literature (e.g..
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The remainder o f  the paper proceeds as follows. In the next section, we 

describe measurement issues and the data used in the study. In section 4.3, we 

provide an analysis o f the time series and distribution o f  employment flows for 

coal mining. Section 4.4 provides some brief closing comments.

4.2 Measurement and Data Issues

The data used in the analysis come from the Mine Safety and Health 

Administration’s (MSHA) data files on employment, hours and production for all 

coal mines in the United States. Unlike other data sources, the data on U.S. coal 

mining represent a complete sample o f  all mines in every year. Data are available 

quarterly on the number o f workers in the mine, the number o f hours worked, and 

the short tons of coal produced. In the analysis that follows, we will focus our 

attention on annual (rather than quarterly) job creation and destruction statistics 

for two reasons. First, the annual data are more comparable to other studies (see 

Davis and Haltiwanger (1998)) to which we make direct comparisons. Second, 

the annual data have fewer measurement error problems than the quarterly data.^®

Table I provides some descriptive statistics on the number of mines, the 

number o f  employees in coal mining, and the average mine size for 1975, 1980, 

1985, 1990, and 1995. The data show that there has been a marked decline in

Caballero and Hammour (1994)) predict that firms use recessions as periods o f restructuring, and 
hence, predict that employment reallocation in an economy will tend to be coimter-cyclical.

The quarterly coal mining data appear to have “fourth-to-first” quarter discontinuity in 
employment flows. That is, the measured employment flow going from the fourth quarter of 
period t-1 to the first quarter o f period t generally is quite large. This may be due to improper data 
smoothing that would impute data to remaining quarters in a year when in fact the mine is closed. 
This will have a tendency to bunch up mine closures in the fburth-to-first quarterly period. We are
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both the number of mines and in mine employment in the late 1980s and early 

1990s. From 1975 to 1995, employment fell by over 50% for these mines. 

However, mine size as measured by average employment, has declined by only 

10% over the same period. While not shown in Table I, the decline o f 

employment is not reflective o f  a decline in production. In fact over this period, 

coal production increased by 66% in these mines even in the face o f the steep 

decline in employment and worker hours. The dramatic <lecline in workers 

accompanied by increasing production combine to show substantial growth in 

labor productivity since the middle o f the 1980s. This growth in labor 

productivity has been extensively examined in Bemdt and Ellerman (1997).

In this paper, we will utilize the data on mine-level employment to 

construct measures o f annual gross employment flows. Our approach will follow 

that o f Davis and Haltiwanger (1992) and Davis, Haltiwanger, and Schuh (1996) 

and define job creation (PCS) and job destruction (NEG) accordingly as follows:

(1)
V /  IT c  *

(2) NEG, =
TE, -TE,_,

.5*{TE ,^T E ,_ ,)

where TEjt represents total employment at mine i in quarter one in period t and 

TEit-i represents total employment in mine i in quarter one in period t-1.^* TE 

includes total employment at the mine but does not include coal processing

currently investigating the source o f the problem. We do not believe that this will impact our first 
quarter to first quarter measures.
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operations or white-collar workers. The POSu variable is constructed for all plants 

with expanding employment between t-1 and t, while NEGit is constructed for all 

plants with contracting employment between t-1 and t. The denominator used 

here is the same as Davis and Haltiwanger (1992) and represents the average 

employment at a mine in periods t and t-1. To be sure, this formulation constrains 

the job creation and job destruction rates to the interval [0,2] where an opening or 

closing mine has a job creation or destruction rate o f  two, respectively. Finally, 

both POSit and NEGit are used to construct aggregate measiues o f  job creation and 

job destruction. POSt is the employment weighted average o f  job creation in 

period t, and NEGt is the employment weighted average o f job destruction in 

period t. These are main variables used throughout the analysis that follows.

In addition to the POSt and NEGt aggregate employment flow variables, 

we also construct the following three additional measures o f  aggregate 

employment change:

(3) N E T ,= P O S,-N E G ,

(4) REAL, = POS, + NEG,

(5) EXCESS, = REAL, -  \NET, |

NETt is net employment growth rate in coal mining, REALt represents total 

reallocation o f  employment across mines between t-1 and t, and EXCESSt 

measures excess employment reallocation that exceeds the amount necessary to 

accomplish the net change. In this case, EXCESS is merely REAL minus the

Throughout the paper, a first quarter to first quarter comparison is used. This is identical to the
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absolute value o f  NET. To be sure, it used to measure the amount of employment 

reallocation that occurs in excess o f the amount needed to facilitate the net 

employment change in the industry.

4.3 Annual Employment Flows

This section presents the empirical analysis o f  gross employment flows in 

the U.S. coal mining sector. First, we present some aggregate facts about 

employment flows. Second, we present some facts about the importance o f mine 

openings and closures. Finally, we discuss the role o f mine heterogeneity in 

describing differences in the patterns o f mine growth.

4.3.1 Aggregate Trends

The job creation, job destruction, and reallocation series are presented in 

Table 2 for the period 1973 through 1996. The median annual job creation rate is 

0.158, while for job destruction the median rate is 0.186. These rates are 

considerably higher rates o f  job creation and job destruction than those observed 

in manufacturing. Figure 1 plots the job creation and destruction series for coal 

mining. Examining the job creation series, we see that job creation was relatively 

high in the 1970s, a period o f rapidly rising energy prices, and yet job creation 

was relatively low in the 1980s and 1990s, a  period o f substantial employment 

decline in the coal mining sector. In general, the opposite patterns occur for the 

job destruction rates. It is generally lower in the 1970s and rises thereafter.

construction used by Davis, Haltiwanger, and Schuh (1996).
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A couple o f  specific points are worth noting. First, the large spike in job 

destruction in 1977 accompanied by the large spike in  job creation in 1978 is due 

to an industry strike that occurred in the 1977-1978 period. The Energy 

Information Agency (1995) reports that the longest major coal miners’ strike 

since 1960 occurred in the 1977-1978 period and lasted 111 days. The impact on 

our data is to reduce significantly employment in the first quarter o f 1978. This 

creates a large job destruction rate for the 1977-1978 period and a corresponding 

large creation rate from 1978 to 1979. There are other strikes that do occur over 

the period, but none have the impact o f the 1977-1978 strike.

Second, the level o f job creation and job destruction is much higher in coal 

mining than what is found in other sectors o f  the economy. In U.S. 

manufacturing, job creation and destruction rates average around 0.09 and 0.10, 

respectively, for the 1970s and 1980s. Given that the coal data are a new data 

source, one naturally must wonder if  these differences result from measurement 

problems. To gauge the quality o f the measures presented in this paper, we 

identified a corroborating data source that provides gross employment flows data 

for mining industries. For the 1995 to 1996 period, the U.S. Census Bureau 

constructed estimates o f  job creation and destruction rates for the mining sector— 

including coal mining; also included are nonferrous metals mining, iron ore 

mining, and stone quarries. The Census Bureau reports that the mining sector had 

a job creation rate of 15.2% in the period 1995 to 1996 and a destruction rate o f 

24.1% over the same period. The data from the MSHA indicate that the coal
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mining job creation rate was 15.1% over the period, and the job destruction rate 

was 24.2% over the same period. The data from the Census Bureau and MSHA 

are surprisingly similar. Given the fact that the MSHA data have not been 

previously used for this purpose, the closeness o f  the MSHA-based figures to the 

Census data increases our confidence in this new data source.

In addition to the job creation and job destruction, we are also interested in 

net employment change and excess job reallocation. Figure 2 presents 

infonnation on job  creation, job destruction, net change, and excess reallocation 

normalized around the series means. This graph allows a better comparison o f  the 

relative fluctuations o f all o f  these series over time. The must dramatic episodes 

are the during strike period (1977-1978) which affects the net change and overall 

reallocation series and during the 1982-1983 recession where net change in 

industry employment exceeds -20%. Note, in the strike period, excess 

reallocation is relatively unaffected since the strike will affect both the net and 

reallocation terms similarly. The key point here is that impact of recessions on 

the job creation and job destruction series is somewhat asymmetric. Job 

destruction appears more cyclically sensitive than job creation. This is 

particularly true in the large (non-energy induced) recession o f 1982-1983. Job 

destruction increases markedly, while job creation falls modestly. If  one 

computes the coefficient o f variation for each series (omitting the strike years), 

one finds that the coefficient of variation for job destruction series is 37.4% 

higher than the coefficient o f variation for job creation (32.87 versus 23.92). In
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short, job destruction is more cyclically volatile than job creation—a finding 

consistent with the U.S. manufacturing evidence.^^

With respect to employment reallocation and excess employment 

reallocation, we see that excess reallocation is relatively stable over the 22 year 

period: around 25%. This rate is higher than the analogous rate in manufacturing 

which is roughly 18%. In terms o f  the cyclicality o f reallocation, we find that 

reallocation is negatively correlated with industry growth. That is, employment 

reallocation is counter-cyclical. The Pearson correlation (again, excluding strike 

years) between NET and REAL is estimated at -0.579 (.006). This is also quite 

consistent with the patterns found in manufacturing where employment 

reallocation is found to be counter-cyclical, and this finding also agrees with the 

predictions o f models o f job creation and job destruction as offered by Caballero 

and Hammour (1994) and Campbell and Fisher (1996). These models predict 

asymmetries in adjustment o f firm employment over the cycle based on 

asymmetries and non-convexities in adjustment costs. This will cause firms to 

concentrate their employment changes into discrete episodes. In terms o f  timing 

across the cycle, the opportunity cost (lost revenue) o f restructuring (e.g., 

retooling a mine, changing technology, retraining workers) in an expansionary 

period is greater than the lost revenue in a contractionary period.^^ Hence, firms

Note, however, that the 1974-1975 recession is not apparent in the coal data. This is because 
this recession was energy related, and energy related industries felt little o f the impact o f the 
recession on output or employment.
"  See Davis and Haltiwanger (1999) for a more detailed discussion of these issues.
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will have a tendency to concentrate their employment restructuring episodes in 

downturns.

4.3.2 Mine Openings and Closings

Figure 3 provides a breakdown o f  the employment flows by source of 

employment flow: mine openings, mine closings, continuing mine expansion, and 

continuing mine contraction. One should be careful to note that we treat both a de 

novo mine and a reopened mine as an opening, and a mine shutdown is 

considered a closing even if  it is temporary. Basically, an opening is any mine 

that goes from zero to positive employment between t and t+I, and a closing is 

any mine that goes from positive employment to zero employment between t and 

t+1. Figure 3 shows that the opening and closings series are quite important in 

terms o f job creation and job destruction. About two-thirds o f job  destruction is 

attributable to mine closure while about one-half o f job creation is attributable to 

mine openings. This importance of closing mines is particularly pronounced in 

the late 1980s and 1990s. The job destruction due to mine closings series 

depicted in Figure 3 is substantially higher than the other three series in the late 

1980s and 1990s. This pattern o f extensive job creation and job destruction due 

to openings and closings is starkly different than what is found in manufacturing. 

In manufacturing, job destruction due to closures accounts for about 23% of 

overall job destruction, and job creation due to openings only accounts for 16% of 

total job creation. Hence, openings and closings play a much more important role
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in reallocating employment in the mining sector than would be found in 

manufacturing.

The important role that openings and closings play is further highlighted 

in Figure 4a and Figure 4b. These figures present data on the micro-distribution 

o f job creation and job destruction across mines. The data presented are in rate 

form and are constrained to the [0,2] interval. Recall, a rate equal to two indicates 

an opening or closing in the relevant panel. Looking first at the job creation panel 

(Figure 4a), it is clear that mining is characterized by relatively small employment 

adjustments o f continuing mines (the large bars at the left o f the g r^ h )  and a 

large number o f openings (the large spike at the rightmost column o f the grzq)h). 

In fact, over 35% o f all employment expansions in coal mining are mine 

openings. Figure 4b shows that closings make up an even higher percentage o f 

mine contraction episodes. A little over 50% o f all contraction episodes result 

from mine closures.

A key difference between manufacturing and mining is that a significant 

fraction o f mine closings and openings are temporary in nature. Table 3 provides 

some basic information regarding the nature o f mine reopenings and temporary 

closings. The table provides data on temporary closings and reopenings for five 

years: 1975, 1980, 1985, 1990, and 1995. Column 2 reports the percent o f closing 

mines in a year that will re-open in the future. Data for 1995 will be censored 

quite heavily, so it is not presented. The data show that a substantial fraction o f 

closing mines will re-open. For example, in 1985, 28.4% o f  the mines that close
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that year will reopen between 1986 and 1996 (the last year o f  the data). A similar 

pattern is observed for mine reopenings. Column 3 presents data on the percent of 

opening mines that were in previous operation in the sample. Again, because our 

data only go back to 1973, data for 1975 will be censored heavily and as before, 

will not be presented, hi 1985, slightly over 40% o f  opening mines had been 

operating in the 1973-1983 period. On an employment weighted basis, temporary 

closings account for approximately 20% to 30% o f job destruction attributable to 

plant closings. In the case of mine openings, re-openings account for 40% to 50% 

o f job creation due to mine openings. Again, it is difhcult to be overly precise 

here because o f  censoring in these data series. However, the key point is that 

temporary mine closings and mine reopenings are an important feature o f the job 

creation and job destruction process in the coal mining sector.

4.3.3 Mine Heterogeneity and Employment Growth

As Figure 4a and 4b indicate, there are considerable cross-sectional 

differences in mine gross employment flows. Previous studies by Davis and 

Haltiwanger (1992) and Davis, Haltiwanger, and Schuh (1996) find that most 

plant-level changes in employment are due to idiosyncratic shocks. That is, 

neither plant characteristics nor industry or economy-wide shocks can explain a 

substantial component o f the differences in plant or firm growth. To examine this 

issue in the case o f coal mines, we perform a simple decomposition o f the 

variation in growth attributable to mine specific time invariant factors (fixed 

effects), common time shocks (time effects), and idiosyncratic effects (error).

100



The fixed effects will pick up mine characteristics that are time invariant 

including location and mine type. The time effects will pick up aggregate 

industry shocks. Finally, we examine two measures o f mine employment 

growth—a measure o f  the growth calculated as in expression (1) above and an 

absolute value o f growth. In the latter case, we are trying to account for changes 

in employment at the mine level but not the direction o f  the change. Finally, it is 

important to recognize that this approach is entirely non-structural in nature; we 

simply estimate a fixed effects model to examine the amount variation explained 

by the various components.^"*

The results are o f the decomposition are presented in Table 4. The 

decomposition shows that common time shocks explain little o f the mine-level 

differences in employment growth. Common time effects (in Column 2) can 

explain only 2.4% o f  the overall variation in mine-level employment flows. 

Similarly, when also controlling for fixed mine effects, only 13% o f the variation 

in mine-level employment flows can be explained by fixed mine effects and time 

effects. In fact, a joint statistical test o f the significance o f  the mine fixed effects 

cannot reject the null hypothesis o f no joint effect; the F-value is 0.2. 

Alternatively, when one examines the absolute value o f growth (Coliunn 3), mine 

fixed effects along with time effects can explain about 38% o f the variation across 

mines, though as expected common shocks explain little o f the variation in 

absolute employment flows. The fact that mine effects are more important in

^  In this case, we estimate a basic effects model of the kind ys = aj + b, + e,-, where the a;’s 
represents the mine fixed effects, b, represents the common shocks, and e« represents
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explaining differences in the absolute employment flow suggests that some mines 

have a tendency to have high levels o f Job creation and destruction, while other 

mines may have a tendency to have relatively low rates o f  job creation and job 

destruction. Such differences may be due to differences in the costs of hiring and 

laying off workers or may be due to differences in the nature o f  demand shocks 

across the various locations. However, it is the case that some mines have 

persistently higher rates o f  employment flows than other mines.

4.4 Conclusion

This paper documents the patterns o f employment flows in the coal 

mining sector. The contributions o f the paper are threefold. First, the paper 

develops a new data series on employment flows for the coal mining sector. 

Previous studies have focused predominately on the manufacturing sector or on 

particular states. Coal mining has features that generate substantially different 

patterns than manufacturing. In particular, mine openings and closings play a 

dominant role in job creation and job destruction; this is not the case in 

manufacturing. Second, temporary closings and mine reopenings are important 

sources o f employment flows. This suggests that either local shocks that mines 

receive are either large or that costs o f temporary shutdown and re-startup are 

relatively low. Finally, while there are important differences between mining and 

manufacturing, there are also some striking similarities. The level of job creation 

and job destruction greatly exceeds the net changes, as is true in manufacturing.

idiosyncratic effects.

102



In addition, employment reallocation is counter-cyclical, as it is in 

manufacturing—also consistent with the manufacturing evidence.
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Table 1. Summary Statistics on Number o f  Mines, Total Employment, and Mine
Size

Year Number o f 
Mines

Total 
Employment in 
Active Mines

Average 
Employment 

per Mine

Median 
Employment 

per Mine
1975 2,355 155,023 65.8 21

1980 2,788 184,038 66.0 20

1985 2,336 138,658 59.4 19

1990 1,969 109,134 55.4 20

1995 1,323 77,868 58.9 24

Source; Author’s tabulation from MSHA mine-level data.
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Table 2. Employment Flows in Coal Mining: 1973-1996

Year Job Creation 
Rate

Job
Destruction

Rate

Net
Employment

Growth

Employment
Reallocation

Rate

Excess
Reallocation

Rate
1974 0.201 0.125 0.076 0.326 0.250
1975 0.249 0.080 0.170 0.329 0.159
1976 0.224 0.125 0.100 0.349 0.249
1977 0.194 0.123 0.070 0.317 0.247
1978 0.136 0.412 -0.276 0.549 0.273
1979 0.519 0.133 0.386 0.652 0.266
1980 0.193 0.247 -0.054 0.439 0J85
1981 0.159 0.142 0.017 0.301 0.285
1982 0.168 0.176 -0.007 0.344 0.337
1983 0.103 0.352 -0.250 0.455 0.206
1984 0.189 0.105 0.084 0.294 0.210
1985 0.134 0.231 -0.097 0.364 0.267
1986 0.149 0.214 -0.066 0.363 0.298
1987 0.122 0.202 -0.080 0.324 0.244
1988 0.139 0.177 -0.038 0.315 0.277
1989 0.134 0.180 -0.046 0.314 0.269
1990 0.158 0.151 0.007 0.309 0.302
1991 0.127 0.186 -0.058 0.313 0255
1992 0.126 0.210 -0.084 0.337 0.253
1993 0.121 0.244 -0.123 0.365 0.242
1994 0.196 0.186 0.010 0.383 0.372
1995 0.160 0.218 -0.059 0.378 0.319
1996 0.128 0.242 -0.114 0.370 0256

105



Table 3. Temporary Mine Closings and Mine Re-openings

Year Percent o f  Closing Mines 
that will Re-Open

Percent o f Opening 
Mines that were 

Previously in Operation
1975 34.0 N/A

1980 27.6 37.1

1985 28.4 41.4

1990 19.6 37.4

1995 N/A 45.1
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Table 4. Across Mine Variation in Employment Flows

Effect Mine-Level Employment 
Growth: Percent o f  
Explained Variation

Absolute Value o f  
Mine-Level 

Employment Growth: 
Percent o f Explained 

Variation
Time Effects 2.4% 0.1%

Time and Mine 
Fixed Effects

13.1% 38.2%

Note: The analysis o f variance includes 64,547 observations representing 
11,691 individual mines.
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Figure I. Job Creation and Job Destruction in Coal Mining: 1973-1996
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Figure 2. Employment Reallocation
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Figure 3. Employment Flows -  Continuing Mines, Openings and Closings
1973 to 1996
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Figure 4a: Distribution o f  Job Création at Mines
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Figure 4b; Distrîbutioii o f Job Destruction at Mines
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5. Conclusion

This dissertation examines microeconomic adjustment dynamics in the 

U.S. coal mining industry. Studying these sorts o f  adjustment dynamics can be 

instructive to those who are interested in understanding the engines that drive 

industry dynamics and the process o f creative destruction. Specifically, this 

dissertation studies three instruments available to managers (or owners) o f coal 

mines to adjust to changing economic environments.

First, as a mechanism to correct for declining productivity performance, I 

examine the use o f  acquisitions. The idea is that the creative destruction process 

can manifest itself through turnover in the control o f  an establishment. In this 

case, I develop a simple stochastic dynamic programming model that describes 

the problem of matching owners to coal mines. By observing productivity over 

time, owners learn about their relative productivity (a signal as to the quality o f 

the match) and then decide whether to continue as owners or not. This model 

makes two empirically testable hypotheses that, i f  true, would corroborate the 

notion that acquisitions are corrective forces in the coal mining industry. These 

two predictions are as follows: i. Acquired mines ought to exhibit lower 

productivity prior to having been acquired than mines that were not acquired, and 

ii. Extant acquired mines ought to exhibit productivity gains after having been 

acquired.

In reduced form regressions, I find that both hypotheses are supported by 

the data. That is, I estimate that in the pre-acquisition period, mines targeted for
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acquisition are between 5% and 12% less productive than mines that were not 

targets. Additionally, I find that surviving acquired mines have significantly 

faster productivity growth than the non-acquired mines in the three periods 

immediately after the acquisition event periods. One should be careful when 

thinking about this last result as the estimates likely suffer fi-om sample selection 

bias since the data used to estimate the growth equations are conditioned on 

survival. Failure probit models suggest that this could be true since I find that 

having been acquired is a significantly positive determinant o f the likelihood o f  

failing. However, the faster post-acquisition productivity growth is highest in the 

year immediate following the acquisition—a period where sample selection bias 

would be least severe.

Second, I study the determinants o f coal mine failure—recalling that one 

o f the mechanisms through which the creative destruction process works is 

establishment turnover. Relying on a theoretical structure that incorporates 

market demand conditions, productivity, and resource depletion as state variables, 

I present the hypothesis that demand conditions and productivity ought to lower 

hazard rates while resource depletion ought to raise the hazard rates. The basis 

for the first assertion comes firom standard models of firm dynamics that argue 

that high realizations o f prices and productivity raise current and expected 

profitability and hence lower the failure probability. However, the second 

assertion, that resource depletion would raise the hazard, stems fi-om simply
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noting that because coal is non-renewable, every unit produced must lower 

expected future profitability, ceteris paribus.

Taken to the data, the empirical problem is to take the age o f a coal mine 

and disentangle the learning effects from the resource depletion effects. In Cox 

proportional hazard models, controlling for market demand conditions and mine 

heterogeneity, I argue that including both a measure of cross-sectional 

productivity differences and a measure o f a mine’s age will disentangle these two 

effects. The cross-sectional productivity controls would control the learning 

effects, and the age will capture the depletion effects—as long as both are 

included in the same specification. I estimate that prices have a very slight 

tendency to raise the hazard; the magnitude, though statistically significant, is so 

slight that it is unclear that the percent change in oil prices have much material 

effect on the baseline hazard. 1 further find that productivity seems to lower the 

hazard—consistent with most models o f industry learning. Finally, I find that the 

age of the mine significantly raises the baseline hazard. Altogether, these results 

support the theoretical structure developed in chapter three.

Finally, in an entirely empirical chapter, I study the employment 

adjustment dynamics in coal mining and compare the rates o f job creation, job 

destruction, and job reallocation to known empirical regularities in manufacturing 

industries. Four salient features emerge from that data. First, the rates o f job 

creation and job destruction (hence, reallocation) are substantially higher in coal 

mining than in manufacturing. Second, the large rates of job creation and job
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destruction are attributable in part to mine openings and closings. Third, a large 

portion o f the gross employment flows is attributable to the temporary nature o f  a 

large portion o f mine openings and closings. Finally, similar to the evidence from 

manufacturing studies, job destruction is counter-cyclical with respect to the 

business cycle and also is more volatile over time than the job creation rate. All 

of these findings illustrate how the creative destruction process manifests itself in 

the employment adjustment mechanism.
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