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Severe storms are typically simulated assuming either an idealized, 

horizontally homogeneous environment o r an observed inhomogeneous environment. 

These represent opposite ends of the spectrum, and both have limitations with regard 

to our understanding o f  severe storms. Conclusions drawn from the former are 

difficult to generalize because real storms often move through environments that 

exhibit considerable spatial variation. Real data experiments, on the other hand, 

include these variations but are so inherently complex that meaningftd conclusions 

about basic storm responses to any one factor in the environment are difficult to 

construct.

In this study, horizontal variations in vertical shear and low-level moisture are 

specified in an idealized, controlled manner so that their influence can readily be 

diagnosed. Simulations are performed using the Advanced Regional Prediction 

System (ARPS) with significant modification to accommodate the inhomogeneous, 

but idealized, environmental fields. Development o f  appropriate boundary conditions 

for these experiments was particularly challenging and is described herein.

Inhomogeneous environments that remain steady are optimal for interpretation 

and for proper boundary conditions but are difficult to devise. However, we present 

several that retain a good degree o f realism and are scientifically interesting. In all of 

the results to be presented, simulations in the inhomogeneous domain are compared to 

control simulations o f  storms in homogeneous environments using soundings taken 

from different locations in the inhomogeneous domain.
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We show results in which the low-level moisture varies meridionally in an 

environment with westerly shear. The resultant propagation o f the storm system 

toward the higher moisture region and the differences between high and low shear 

cases are examined.

It is found that storms in weak, unidirectional shear environments propagate 

toward the higher moisture region in time. Initially, this results from favored cell 

development in this region due to a lower level o f  free convection and reduced 

convective inhibition. The cells produced in the high moisture region are generally 

more intense, produce more rain, and lead to colder temperatures in the cold pool in 

the higher moisture region, thus enhancing the convergence on that side. This 

represents a feedback mechanism that causes the cells to be further 6vored on the 

high moisture flank.

In environments with strong, unidirectional shear and inhomogeneous low 

level moisture, a split pair o f storms forms, with the left-moving (right-moving) storm 

encountering lower (higher) values o f moisture over its lifetime. Examination o f the 

left-moving storm reveals that an existing cell can continue to survive even when it 

moves into an environment with moisture that is insufficient to generate and sustain a 

storm. The cell, though weakened, continues to exist for over an hour. On the other 

hand, the right-moving storm updraft increases in strength and mid-level rotation until 

it interferes destructively with a redevelopment cell. The influence o f low-level 

moisture on low-level vorticity is more ambiguous due to the interactions among 

cells.
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Simulations in which the vertical shear varies spatially without moisture 

variations also are presented. It is foimd that multicell storm systems with a gradient 

o f shear across them experience preferred cell development on the flank with higher 

shear. When the average shear is higher (i.e., in the borderline multicell/supercell 

regime), however, cell development is enhanced on the low shear flank while cell 

organization is enhanced on the strong shear side. In the most interesting case, an 

idealized environment is constructed such that a  multicell storm system moves into a 

region o f much stronger shear over its lifetime. In this case, the multicell system 

develops a bow echo structure in time.

Thus, storms in both strong and weak shear environments are found to 

respond to changes in their environment, but the nature o f the response is different. 

The response of key storm attributes, such as updraft strength and mid and low level 

vorticity, to the prescribed changes is presented.
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Chapter 1 Introductiop

Severe convective storms represent one o f the most important and challenging 

problems for forecasters. For this reason, great effort has been devoted to studymg 

storm initiation and evolution, as well as the environmental factors governing overall 

storm structure, through the use o f  observations, theoretical analyses, and numerical 

simulations. In particular, a  large body o f research has focused on the classification 

of storms into particular types according to rotational characteristics, intensif, and 

longevity, with the goal o f determining environmental indices that uniquely predict 

those types. Although results fiom these studies have been extremely useful to 

forecasters, several important questions remain unanswered (see below).

Our knowledge o f severe storms has increased greatly through theoretical 

and modeling studies. In order to keep the problem tractable, however, all of 

these studies include certain assumptions about the storm and/or its environment. 

Theoretical analyses generally assume an isolated, symmetric updraft in an 

unchanging and horizontally homogeneous, inviscid, and Boussinesq 

envirorunent. These studies are useful primarily for studying the origin o f rotation 

in severe thunderstorms and, therefore, generally concentrate on supercells.

However, they do not provide us with an understanding of a storm's response 

when its environment changes as it moves. They also do not tell us if  a storm will 

become preferentially biased toward one side or will significantly change its 

motion when it is in an inhomogeneous environmenL



Computer simulations make possible the study o f deep convective storm 

evolution fbr a  wide variety o f idealized environmental conditions. Indices 

relating specific environmental characteristics such as buoyancy and shear were 

devised and proved to be very useful discriminators o f storm Qrpe (e.g., Weisman 

and Klemp 1982,1984). Once again, however, the focus was generally on a 

storm evolving fi’om an initial, isolated bubble in an unchanging, horizontally 

homogeneous environment, even when the sim ulated storm traveled several 

hundred kilom eters (Skamarock et al. 1994a; Figure 1.1). Because horizontal 

variations on the mesoscale are common, storms can be expected to encounter 

significant variations over their lifetime. Forecasters have recognized this and 

often address this possibility in their outlook statements, but have not been given 

the tools to predict the influence o f inhomogeneities on storm dynamics.

Predictions based on observed environments also offer little to increase 

our understanding because o f  the concomitant variations in important 

environmental characteristics. For example, vertical shear and convective 

available potential energy (CAPE) often vary at the same time, making it difGcult 

to deduce the influence of either one with any certainty. In addition, prediction 

models, by necessity, include surface features such as terrain, soil properties, and 

radiative fluxes. Given the complex, uncontrolled variations in almost every 

aspect of the observed environment, real-data predictions make virtually 

impossible the assessment o f basic storm responses to environmental variations. 

Similarly, idealized inhomogeneous environments based on geostrophic balance 

of the environment are also highly complex and do little to further our



understanding o f fundamental storm responses to these inhomogeneities (e.g., 

Skamarock et al., 1994b).

Thus, the literature reveals that the field o f  meteorology has moved 6om  

simple 3-D simulations o f  isolated storms in horizontally uniform  environments to 

full storm-scale predictions (Droegemeier, 1997) or idealized, but highly complex, 

inhomogeneous environments, and has neglected the area in-between — an area 

which is essential if the latter are to be properly interpreted. This stutfy seeks to 

bridge this gap in understanding by conducting carefully designed num erical 

simulations o f storms in idealized but horizontally inhomogeneous environments. 

The simulations are designed to provide clear responses to variations in one 

particular characteristic a t a time in order to aid the interpretation o f results.

The motivation for this study comes from well-documented and ubiquitous 

observations showing large environmental variability in environmental 

characteristics. The variations addressed in this study are in the form o f constant 

gradients at the meso-a scale rather than discontinuities (boundaries) at much 

smaller scales.

hi particular, we examine the influence o f variations in vertical shear and 

low-level moisture because previous studies (e.g., Weisman and Klemp, 1982, 

1984) have shown these to have a significant influence on storm morphology. It 

is reasonable to assume that changes in these quantities over the lifetime o f  a 

storm will also be important. For example, if  a storm is initiated in a region with 

moisture and shear values that support storm formation, but then travels into a 

region that would not support a storm from initiation, will the well-developed



storm be able to persist? I f  a storm has low-level rotation but moves into a region 

that does not produce low-level rotation for storms developing in that 

environment, will the rotating storm continue to rotate? I f  a  storm system 

develops in an environment with shear values that support only ordinary cells, 

will it develop into a more organized system if  the environmental shear increases 

over its lifetime?

It is also reasonable to expect that inhomogeneities in  vertical shear and 

low-level moisture could significantly alter the spatial development or 

propagation o f storm systems. For example, will a system composed of ordinary 

cells develop preferentially toward regions of higher moisture or more favorable 

vertical shear? Will a supercell's motion deviate toward higher moisture regions? 

In all cases, how are the responses to inhomogeneities different for ordinary cells 

versus supercells?

Many of the theories devised to explain the onset o f  rotation in a 

developing updraft rely on linear theory; after a storm is fully-developed, 

nonlinear effects also are significant so that simple extensions o f linear theory are 

not justified. Theories which do take into account nonlinearities in the flow 

(using Ertel's theorem to examine the relation between vortex lines and isentropic 

surfaces with time) are not as straightforward when the environment does not 

begin as a horizontally homogeneous base state. Also, ALL of the theories for the 

onset of rotation in a sheared environment consider only one updraft (or a split 

pair). In the case of a multicell, several updrafts may be present and may interact 

with one another (Shapiro and Kogan, 1994) as they move into a region of more



favorable vertical shear. This interferoice/enhancement may cause con^ietely 

different results than would be expected for an isolated "bubble" in the new 

environment. In addition, spatial variations in moisture may change the timing 

and location o f redevelopments, altering the nature of cell interactions.

The forecasting challenge posed by these situations makes this a problem  

o f considerable practical significance, and the previous emphasis alm ost 

exclusively on storms in either homogeneous or highly complex environments 

makes this study unique. As stated by Rotunno (1993), T believe we are at the 

point where the modeler can start looking upscale, to imderstand how diese 

thunderstorms behave in horizontally inhomogeneous, time-dependent 

environments," and by Klemp (1987), "...the storm-initiation processes and the 

interactions between storms and with the larger-scale environment greatly 

complicate the prospects for forecasting the precise time and location o f  tornadoes 

with a significant lead time. Further research in these areas will be necessary in 

order to improve this outlook substantially."
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Figure 1.1: Squall line simulation by Skamarock et al. (1994a).



Chapter! Background

Before discussing the details o f  the proposed study and the preliminary 

results, it is instructive to review previous research that has a direct bearing on 

this project. Because the research to be performed concentrates on the evolution 

of storms in variable environments, it is crucial to grasp the current understanding 

of the relationship between storm morphology and the envhroranent, particularly 

currently accepted theories o f storm propagation and rotation. An appreciation of 

the historical evolution o f this understanding also is important.

2.1 Storm Types: General Features, Relationship to Environmental 

Characteristics

Thunderstorms have long Êiscinated the human imagination, and theories 

for their existence have long been sought in order to increase our predictive 

ability. Observations, theoretical analyses, and computer simulations form the 

basis o f our current understanding.

Early on, it was recognized that a variety o f  storms exist, and that storms 

which produce large tornadoes, destmctive winds, and/or hail generally move 

with velocities different than the mean wind in the convective layer (Newton and 

Newton, 1959; Hitschfeld, 1960) and have net updraft rotation. Although these 

storms form in the presence of strong environmental shear, they are able to remain 

nearly erect in their core region, with displacement o f cloud and precipitation



material in the downstream, direction occurring predominantly at upper levels in 

the anvil (Hitschfeld, 1960).

Browning and Ludlam (1962) performed a careful analysis o f the 

Wokingham severe storm and recognized that a  storm could persist only if the 

updraft and downdraft are separated so as to avoid interference. This finding was 

in sharp contrast to characteristics o f the ordinary airmass' thunderstorm, in which 

precipitation forms and descends within the updraft core, resulting in a built-in 

self-destruct mechanism. They also verified radar features associated with 

especially severe storms, including the forward overfiang, the vault, and the 'wall' 

(similar to the 'hook' (Browning and Donaldson, 1963)).

Browning (1962) clarified the distinction among storms o f varying 

severity by e x a m i n i n g  the behavior o f other storms also present on the day o f the 

Wokingham storm. The motion o f each echo-mass consisted o f  two parts: the 

translational velocity o f the individual cells composing the storm, as well as the 

position o f formation and dissipation o f cells (i.e., discrete propagation). Weak 

storms showed little organization and simply consisted o f an irregular cluster of 

weak cells, each moving approximately in the direction o f the mean wind in the 

convective layer. The more severe storms, however, showed significant 

organization with new development occurring on the right flank. As individual 

cells formed there, moved with the mean wind, and dissipated on the left flank, 

the overall storm motion was to the right of the mean wind. The highest level o f 

organization in Browning's study occurred when the cells o f  one o f these 

organized storms amalgamated' to form a 'supercell', a  single large cell with



horizontal dimensions o f the order o f 10 mi'. From this point on, storms 

consisting o f multiple irregular cells were termed 'multicells’, those showing a 

degree o f organization due to preferred growth o f new cells on one flank were 

termed 'organized multicells', and the quasi-steady single cell o f greater horizontal 

extent and long duration, generally associated with the most severe weather, was 

given Browning's original name, the supercell.

The overall airflow pattem proposed by Browning and Ludlam was

Figure 2 .1 : Browning model of airflow 
w ithin a severe storm  moving to the right 
o f the winds in the middle troposphere. 
(From  Browning, 1964).



extended (Browning, 1964) to the particular case o f  supercells moving to the right 

of the mean wind in an environment characterized by significant shear with winds 

veering strongly with height (Fig. 2.1), a  motion that allows mid-level air to enter 

the storm from the right flank and curve around the updraft to the forward flank, 

where falling precipitation causes evaporational cooling and a downdraft This 

inflow o f mid-level air was not possible in  the original Wokingham 2-D model o f 

airflow. The 3-D model is more consistent with the development o f an intense 

downdrafr as well as with precipitation trajectories, and later computer 

simulations (Klemp et al., 1981) have shown it to be amazingly accurate, 

especially when one considers that it was inferred without the help o f numerical 

simulations or Doppler radar. (Klemp et al. (1981) did, however, show that 

trajectories through a modeled supercell turn anticyclonically with height.)

The premise that all cells within multicell storms move with the mean 

environmental wind was challenged by Marwitz' (1972b) observations. In his 

study, cells were observed to move to the right o f the mean winds in one storm 

and to the left in another while discrete propagation occurred on the right flank for 

both, resulting in storm motions to the right o f the mean winds and parallel to the 

mean winds, respectively.

Marwitz (1972a,b,c) also sought to describe the environments 

characterizing particular storm types. He noted that supercell environments 

contain strong thermal instabili^, subcloud winds > 10 m s"l which veer by > 60° 

from the mean environmental winds, and environmental wind shear through the 

cloud layer with values between 2.5x10"^ s"̂  and 4.5x10-3 $-1, Conversely, light
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winds in the subcloud layer are the distmguishmg feature o f a multicell 

environment

Observations also indicated the phenomena m which an initial cell 'splits' 

into two, counter-rotating cells (Fujita and Grandoso, 1968; Browning, 1968).

(The mechanisms governing this split are intimately related to the rotational 

dynamics o f the storm, as will be discussed in section 2b.)

With the advent o f computer technology, it became possible to study the 

evolution o f storms in specified environments. The first realistic simulations were 

done in 2 dimensions (e.g., Wilhelmson and Ogura, 1972) but were shown to have 

fundamental limitations when compared with those in three dimensions (e.g., 

Wilhelmson, 1974; Schlesinger, 1984) or in axisymmetric (Soong and Ogura,

1973) domains. In particular, 2-D updrafts were substantially weaker than their 3- 

D counterparts owing to an exaggerated adverse vertical pressure gradient, and 

compensatory dry downflow was stronger relative to the updraft speed. It also 

became clear that only 3-D simulations could properly simulate the interaction 

between a circularly symmetric updraft and the environmental shear (Cotton and 

Tripoli, 1978), and properly characterize the turbulent transfer o f energy (Lilly, 

1982,1986).

Tapp and White (1976) presented a 3-D, non-hydrostatic, compressible 

mesoscale model and models o f this type soon became the standard. Klemp and 

Wilhelmson (1978a) designed a cloud model which was fully compressible yet 

computationally feasible due to a unique method o f integration that handled the 

time-intensive sound wave terms in a separate step fixim the less-restrictive

11



advective terms. This unique method oftim e-splitting' made it possible to 

perform long mtegrations o f the equations governing deep convection.

Some o f the first 3 -D simulations studied storm splitting and were carried 

out by Wilhelmson and Klemp (1978; 1981), Klemp and Wilhelmson (1978a,b), 

Thorpe and Miller (1978), Schlesinger (1980) and Clark (1979). The dynamics 

governing the splitting phenomenon will be considered in the next section, while 

here we focus on the characteristics o f environments which promote splitting.

Both Thorpe and M iller (1978) and Wilhelmson and Klemp (1978) noted 

the fundamental importance o f strong storm-relative winds at low levels to inhibit 

gust firont propagation away fiom the updraft. Thorpe and Miller surmised that 

the environment conducive to splitting cells has a storm-relative wind field such 

that the upper and lower wind vectors are in opposition and there is substantial 

relative inflow. Conversely, the multicell was surmised to develop in 

environments with weak inflow incapable o f preventing the cold outflow from 

moving away firom the updraft center. As we will see below, these wind profiles 

adhere to the currently accepted theories, although they are a  subset o f the more 

general criteria.

The series o f studies by Wilhelmson and Klemp were more extensive, 

involving several shear profiles in order to determine the critical factors for cell 

splitting. They showed that strong shear at and just above cloud base is important 

for the splitting process. In their simulations with a  unidirectional hodograph, a 

split occurred as precipitation formed in the initial updraft, resulting in a right-
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moving cyclonically-rotating storm and a miiror-image left-moving 

anticyclonically-rotating cell.

Clark's (1979) multicell simulations resembled those o f Klemp and 

Wilhelmson, although he claimed the splitting process was not due to 

precipitation effects, but rather was caused by entraimnent at the firont o f the 

updraft due to the vortex pair created through tilting o f  environmental vorticity by 

the axisymmetric updraft. He asserted that this vortex pair necessary for 

entraimnent and subsequent splitting was a direct result o f the initialization 

process, partially explaining the differing results o f Thorpe and Miller who used a 

localized heat source/sink in their initialization (M iller and Pearce, 1974).

Klemp and Wilhelmson (1978b) also examined the influence o f 

microphysics and found that a split did not occur if  conversion o f cloud water to 

precipitation was forbidden, but did occur if  precipitation formation was allowed 

but evaporative cooling was forbidden. Experiments including the Coriolis force 

showed substantial enhancement o f the cyclonic vorticity in the right-moving 

storm leading to the formation o f a hook echo, but little difference in updraft 

intensity or rain production. This ruled out the Coriolis force as the cause for the 

predominance o f cyclonic, right-moving storms in the Northern hemisphere. 

Instead, they showed that this bias occurs when the hodograph turns clockwise 

with height Klemp and Wilhelmson (1978b) attributed this enhancement o f the 

right-mover over the left-mover to increased mid-level inflow hypothesized to 

strengthen the downdraft and subsequent convergence. However, in later studies 

(Wilhelmson and Klemp, 1981; Klemp et al., 1981), they attributed the slower
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development o f the left-moving storm in an environment with a clockwise 

hodograph to an imhtvorable low-level vertical pressure gradient. An outline o f 

this m echanism was provided in the ̂ pendix o f Klemp et al. (1981) with further 

development given by Rotunno and Klemp (1982) using a  simplified model to 

study the Imear and nonlinear effects o f vertical wind shear on storm rotation and 

propagation (see next subsection).

Various observations (Marwitz, 1972a,b,c) as well as theoretical studies 

(e.g., Moncrieff and Green, 1972) and the numerical simulations cited above 

suggested a relationship between storm Qrpe and the buoyancy and shear o f the 

environment. This relationship was clarified by Weisman and Klemp (1982) 

using the Wilhelmson-Klemp model to examine over 80 combinations o f 

buoyancy and shear. These simulations used analytic thermodynamic and 

moisture profiles with the mixed-layer mixing ratio altered to provide varying 

values o f parcel buoyancy. The buoyancy values used were consistent with those 

typical o f severe storm environments (1000-3500 J kg"l), while the humidity 

profile was admittedly untypically moist in midlevels. Vertical shear (0-0.008 s~ 

1) was confined to the lowest 5 km and was unidirectional. In all simulations, 

convection was initiated with a thermal perturbation and the environment was 

horizontally homogeneous. Thus, these simulations predict the evolution o f  

storms that remain in the same environment in which they were initiated. The 

results do not necessarily extend to cases where a storm system moves into a
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different environment or has significant variation across it. The current study is 

designed to address these situations.

Storm stmcture was found to be separated into two distinct modes - 

secondary redevelopment similar to multicells, and splitting cells representing 

supercells. These two types were found to depend upon the bulk Richardson 

number ̂ R N ) o f the environment, defined by

CAPEBRN =

where û  is the difference between a density-weighted mean wind speed taken 

over the lowest 6 km o f the profile and an average surface wind speed taken over 

the lowest 500 m of the profile, and the convective available potential energy 

(CAPE) is defined by

lie e(z)

Here EL refers to the parcel equilibrium level, LFC is the level o f free convection. 

Op denotes the potential temperature characterizing moist adiabatic ascent o f a 

surface parcel based on a 500 m  mean temperature and moisture value, g is 

gravity, and 6 is the environmental potential temperature. (In the present study, 

we also use the virtual potential temperature in the determination o f  CAPE as it 

provides a better representation o f the tme buoyancy (Doswell and Rasmussen, 

1994).)
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The results o f Weisman and Klemp (1982) are shown in Figure 2 2 , and 

indicate a predominance o f split storms (supercells) for BRN <  50 and a 

predominance o f secondary (multicell) storms for BRN > 35 . W ith a  constant 

value o f CAPE, increased shear was found to decrease the strength o f the initial 

buoyant plume due to increased entraimnent, but to aid later redevelopments.

In the secondary redevelopment case, which occurred for low to moderate 

wind shear, distinct new cells developed along the boundary o f  the storm-induced 

outflow near the surface, and their updrafts had no preferred rotation. These new 

cells tended to form downstream firom the initial updraft, in the region where the 

outflow directly opposed the shear-induced inflow. Thus, convergence along the 

gust fi-ont was the dominant mechanism for initiating subsequent cells. This 

initiation depended on weak stabili^ o f the low-level environment such that 

lifting by the gust firont enabled air to reach its LFC, and also on the sufficiently 

slow speed o f the gust front such that inflow could be supplied to the new updraft 

for a significant time.

The second regime, referred to as storm splitting, occurred for higher 

values o f shear for the same value o f CAPE, and produced two equal, self- 

sustaining storms which propagated continuously to the right and left o f the mean 

shear vector for a unidirectional hodograph. The updraft o f the rightward moving 

storm rotated cyclonically, while that o f the leftward moving storm rotated 

anticyclonically. From these results, Weisman and Klemp concluded that a 

necessary condition for the development o f steady, split storms is storm-relative
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inflow strong enough to keep the outflow from propagating away from the 

updraft.

One o f their interpretations o f this dependence o f cell redevelopment on 

buoyancy and shear depends on the assumption that CAPE magnitude is related to 

downdraft strength, i.e., that as CAPE increases, the strength o f the downdraft 

outflow also increases, presumably due to the increased rain production and 

evaporative cooling. Thus, the theory would suggest that ft)r larger CAPE a more 

intense downdraft is produced and larger shear is needed to prevent the gust front 

from traveling away from the updraft too quickly.

Weisman and Klemp interpret the denominator o f the BRN (referred to as 

BRNshear) as a measure o f both the low-level wind shear and the inflow kinetic 

energy made available to the storm by the vertical wind shear. The latter 

interpretation assumes that the storm moves roughly with the mean 0-6 km wind, 

so that ÏÏ represents the storm-relative surface inflow. BRNshear also indicates 

the degree to which rotational properties will be important due to the tilting term 

in the vorticity equation (see the following section).

Thus, by combining bulk measures o f shear and buoyancy, Weisman and 

Klemp produced simulations which agreed quite well with the observed severe 

storm behavior. These results are limited, however, to storms form ing in a 

homogeneous environment, and it is unclear how storms evolve when moving in 

environments with variable BRN, which is one focus ofour present study. For 

example, i f  a storm begins in a high BRN environment and develops as a
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multicelU how will it adjust i f  it moves into a region o f  greater shear (lower 

BRN)?

Weisman and Klemp (1984) extended their study to include the efifect o f 

directionally varying wind shear and fotmd the updraft in ten sif and the 

correlation between vatica l velociQr and vertical vortici^  for the right-moving 

storm were enhanced compared to the left flank storm for a clockwise-curved 

hodograph. They explained their results with the help o f Rotuimo and Klemp's 

(1982) model for the interaction o f an updraft with the environmental shear, to be 

described in the next sectioiL

Skamarock e t al. (1994b) simulated a squall line in an inhomogeneous 

environment in thermal wind balance such that vertical shear was accompanied by 

horizontal variations in temperature. They then varied both the shear and the 

moisture along the line to show that 'the evolution o f a linear, symmetric MCS 

into an asymmetric MCS is not dependent on the existence o f horizontal 

inhomogeneities in the convective environment.’ They found that 'the along-Iine 

variability in convective potential serves to enhance or repress convective 

development on the northern or southern flanks o f the system and hence modify 

system propagation'. However, because the simulations included the Coriolis 

force and because the variations in moisture were accompanied by variations in 

temperature and shear, it is unclear what determined the system propagation.

Also, because the moisture was varied independent o f the pressure and 

temperature, it is unclear that their environment was steady.
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2.2 Theories of Storm Propagatfon and Rotation

A theory for anomalous storm propagation (i.e., motion differing from 

pure advection by the m ean winds, such as Browning's model o f the right-moving 

storm) was put forth by Newton and Newton (1959), who treated the updraft as an 

obstacle in the enviromnental flow and calculated perturbation pressures 

associated with this 'blocking' due to momentum transport within the cloud. They 

concluded that hydrodynamic pressure fields induced by the obstacle (updraft) can 

produce vertical accelerations independent o f and comparable in strength to 

ordinary buoyancy forces, enabling negatively-buoyant air to be lifted to its level 

o f firee convection. For a clockwise-tiuning environmental wind vector, these 

pressure perturbations correspond to an enhancement o f upward vertical motion in 

the right-hand portion o f the storm with respect to the mean environmental winds. 

This explanation for updraft motion was generally accepted for many years. 

However, it is incomplete for several reasons.

For example, it does not consider the rotation o f the updraft, which will 

affect the pressure perturbations. Additionally, although an updraft moving at a 

speed slower than that o f the mean wind does exert a stress on the environmental 

winds due to eddy momentum transport within the storm, the environmental air is 

not completely blocked. In fact, later three-dimensional numerical simtilations 

(e.g., Klemp et al, 1981) show that, while stagnation points do exist at many 

levels, true obstacle flow is approximately valid only at upper levels. Finally, the 

proposed pressure distribution does not agree with the analytical solution for a 

Beltrami flow (Davies-Jones, 1985).
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Other theories for storm propagation stemmed from the observation o f 

storm splitting (Elitschfeld, I960; Browning, 1964). The first o f these was by 

Fujita and Grandoso (1968), who surmised that low-level outflow produced new 

cells downstream fiom a circular updraft in the same region as existing counter- 

rotating vortices formed by the diversion o f environmental flow around the initial 

updraft. Assuming that horizontal slices o f these counter-rotating updrafts could 

be approximated by a circular, rotating undiluted disk o f subcloud air acted on by 

an ambient pressure gradient force, Coriolis force, a drag force parallel to the 

oncoming stream, due to the difference between the translation of the updraft and 

the speed o f the ambient winds), and a lift source (perpendicular to the oncoming 

stream, due to the 'Magnus effect' o f a rotating cylinder), they predicted diverging 

cell motions such that the cyclonic storm moved fo the right and the anticyclonic 

storm moved to the left While the resulting motions agreed with observations, 

they were later replaced by theories based on results ftom fully three-dimensional 

simulations which did not rely on obstacle flow theory and did not require a 

discrete redevelopment process. The Fujita-Grandoso theorem is conceptually 

flawed since the pressure gradient force acts on individual air parcels, not on 

rotating solid disks o f air. The theory does not explain dynamically how an 

internal fluid surface (e.g., cylindrical updraft) comes to behave like an 

impermeable (i.e., solid) surface.

Rotunno and Klemp (1982) explained the enhancement o f the right- 

moving member o f the split pair in the case o f a veering shear vector using a 

model consisting of the following shallow, inviscid, anelastic equations
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^ + v - V v  = -V7c+Bk (2.1)
a t

~  +  V* VB = -N ^w  (2.2)at

V - v = 0  (2.3)

where v is the 3-D velocity vector, B=g8V6, is the buoyancy, N is the Brunt- 

Vâisâlâ frequency, and rc = [cpGo^/po)'̂  -  Cp0o( p  /po)*  ̂] where p, po, R, and Cp

are the pressure, ground pressure, universal dry air gas constant and the specific 

heat at constant pressure, respectively, and p  is the environmental, hydrostatic

pressure. The potential temperature is given by 0=0o+ 6 (z)+8 '(x ,t). The initial

conditions are

B(x,0)=Bo(x) (2.4)

v(x,0)=U(z) i+V(z) j  + V o ( x )  (2.5)

where Bq(x) and Vq(x) were chosen to be axisymmetric with respect to the 

vertical axis. The linearized versions o f (2.l)-(2.3) about an environmental wind 

vector V =(U(z), V(z),0) are then

Dv' dV -Kw'*—  = —Vrt '+B'k  (2.6)
Dt dz

^ = - n V  (2.7)

V v ' = 0  (2.8)

where the primed quantities represent deviations from the environmental values

D  d ~ 
and —  = — h F • V .

Dt dt
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Ignoring the influence o f buoyancy (Le., B=0), an equation for k  is found 

by taking the divergence o f (2.6) and using (2.8) to yield

v V  = -2 — -Vw' (2.9)
dz

Rotunno and Klemp simplified the above relationship by assuming that k 

consisted o f  a narrow band o f Fourier components, so that, owqy from  boundaries 

(Davies-Jones, 1996),

dVTc'oc — -Vw' (2.10)
dz

indicating that high pressure forms on the upshear flank o f  the updraft with low 

pressure on the downshear flank. From this, they concluded that at any given 

height (away from  boundaries) a negative horizontal pressure gradientforms 

across the updraft in the direction o f  the environmental w ind shear vector. For a 

straight hodograph with constant shear, the pressure perturbations would be 

vertically stacked but would vary in magnitude according to Vw so that the 

greatest magnitude is near the level o f the maximum updraft Thus, below the 

level o f wmax the vertical pressure gradient force will be upward on the 

downshear side o f the updraft and downward on the upshear side.
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Figure 23: Schematic Illustrating the pressure and vertical vorticity 
perturbations arising as an updraft interacts with an environmental 
wind shear that (a) does not change direction with height and (b) turns 
clockwise with height (from Klemp, 1987).
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The opposite is trae above the level o f Wmax - Thus, the pressure 

perturbations promote propagation in the direction o f the shear vector at low 

levels and opposite to the shear vector at upper levels; this helps to keep the 

updraft erect in the presence o f the strong shear. When the hodograph veers with 

height, the pressure perturbation on the right side o f the updraft (looking down the 

shear vector) w ill be lower at mid-levels than at low levels, causing an upward 

pressure gradient force on the right side (Figure 23). Conversely, the left side 

will be characterized by higher pressure at mid-levels and a downward pressure 

gradient force. It is in this manner that linear theory predicts enhancement o f the 

right side o f an updraft over the left side when the hodograph veers with height, 

signifying updraft propagation to the right o f the shear vector.

They verified this result using a fiilly-nonlinear, simplified model o f dry, 

buoyant convection setting N^—N ̂  for w>0 and N^=N \  for w<0, where 

N^=5xl0*® s“2 and N^ =5xl0"5 s'^. The splitting process and enhancement of 

the right-moving storm could then be investigated by taking the divergence o f 

(2.1) and using (2.3) to yield

_ 5w _ dv dw  ÔB
+ 2 -1-2---------------

ÔZ ck dz dy dz

The forcing terms were clarified by decomposing the perturbation pressure into its

linear, nonlinear, and buoyancy-driven parts such that

ÏC =  î t L + « N L + î Ï B  ( 2 . 1 2 )
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where

'■—-(tf-ft)-ta'-II
_ ÔUÔW _ ÔVÔW  

— 2 — 2— ——
ÔZ dx. ÔZ dy

(2.14)

(2.15)
oz

There are four forcing mechanisms for local change in the vertical velocity 

(vertical component o f 2.1): -ôitL/dz due to the linear terms in the momentum 

equation, -dn j^/dz  due to the nonlinear terms in the momentum equation, 

( -ô tc b /ô z + B ) due to the buoyancy forcing, and v • Vw , representing advection.

The results o f the numerical integration and the decomposition o f pressure show 

that linear forcing similar to that predicted by (2.10) does occur and is responsible 

for the enhancement o f the right flank of an updraft in an environment with a 

veering wind shear vector (no other forcings show a rightward bias). Nonlinear 

forcing, on the other hand, is symmetric about the shear vector and is responsible 

for splitting.

Examining the nonlinear portion o f the pressure perturbation forcing 

(2.14), we notice that the first three terms are related to fluid extension, while the 

last three terms are related to fluid shear, h i particular, 2 uyVx=-0 .5 ^ 2  (where Ç is
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the vertical component o f vorticity) for a wind field m  pure rotation (i.e., 2u = -Çy, 

2v = (x). Thus, to the extent that tilting results in pure rotation and not just equal 

amounts o f rotation and deformation, low pressure w ill be created at midlevels on 

the flanks o f the updraft. This creates upward pressure gradient forces between 

low and mid levels on each flank and therefore promotes splitting o f the original 

updraft

Weisman and Klemp (1984) extended their 1982 results to include the 

effect o f a  directionally varying wind shear and verified the results o f Rotunno 

and Klemp (1982). They found that right flank storms were favored over left 

flank storms for clockwise-curved, half-circle hodographs. By decomposing the 

pressure into its dynamic and buoyancy driven components in a manner similar to 

Rotuimo and Klemp, they showed that the dominant dynamic pressure feature for 

the right f l a n k  storms in moderately- to strongly-sheared environments with 

clockwise-curved hodographs is a low pressure region at low and mid levels on 

the right flank. The surface low pressure (mesolow) accelerates flow into the 

storm, helps hold back the gust fiont (Brooks et al., 1993a), and suppresses 

convection in the inflow region ahead o f the storm. The dynamically-induced 

midlevel mesolow promotes updraft growth on the right flank. As the shear 

increases, the nnportance o f  the dynamic component o f the pressure increases 

such that for high shears it becomes greater t h a n  the buoyant component over the 

depth o f the updraft. This right flank cell also has a positive correlation between 

vertical velocity and vorticity as it moves to the rigjit o f the mean wind.
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Conversely, for the left flank storms, the dominant dynamic pressure 

feature is a surface high pressure region associated with strong convergence a t the 

gust ftonL Thus, for these storms, dynamic contributions due to extension terms 

play an important role in lifting the parcels through the lower portion o f the 

updraft, while buoyancy accelerations dominate above 3 km. These storms also 

show no appreciable correlation between vertical velocity and vorticiQr.

Rotunno and Klemp (1985) examined the shear and extension terms in 

detail using the Klemp-Wilhelmson model to simulate the right-moving member 

o f a split pair in unidirectional shear. They determined that the (negative) shear 

terms were indeed responsible for rightward enhancement. Recognizing that 

these terms are associated with rotation implies that the supercell propagates to 

the south mainly as a consequence o f the midlevel updraft rotation that produces 

low pressure at midlevels on the flanks. To test the importance of midlevel 

rotation versus precipitation loading in promoting storm splitting, they performed 

a simulation in which condensation and latent heat release were permitted, but no 

precipitation formation ftom cloud droplets was allowed. In this test, the initial 

splitting is slowed but does occur, in contrast to the similar test by Klemp and 

Wilhelmson (1978b) in weaker shear. Thus rightward storm propagation is driven 

by rotation generated on the storm's right flank. An equal left-moving, 

anticyclonically-rotating storm is also produced given a straight hodograph 

enviromnent Although it is anticyclonic, its rotation still produces a low pressure 

at midlevels since the pressure perturbation depends on not ^ itself.
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Based on these findings, Weisman and Klemp introduced a (fynamical 

distinction between siq>eicells and ordinary cells (of which multicells are 

comprised), such that a supercell is defined by the existence o f  dynamically 

induced mesolows and vertical pressure gradients to enhance the updraft, as well 

as significant correlation between vertical velocity and vorticity. This allows 

storms which go through a  (yclic behavior to have individual updrafis at a  given 

time classified as supercells. The debate concerning the distinction between 

multicells and supercells (e g., Doswell, 1996) as well as the subdivision within 

the supercell regime itself (e.g., Doswell and Burgess, 1993) still rages, but the 

characteristics o f deep and persistent rotation well-correlated with a persistent 

updraft occur in most supercell definitions. Storms with behaviors intermediate to 

these two extremes have been observed (e.g., Foote and Frank, 1983; Miller and 

Fankhauser, 1983; Nelson and Knight, 1987) and modeled (Jahn, 1995; 

Richardson and Droegemeier, 1996). I f  the dynamical distinctions described are 

the key differences between supercells and ordinary cells, then one might suspect 

that the two types o f cells will have different responses to inhomogeneities in their 

environment.

In the Weisman and Klemp (1982) straight-line simulations noted 

previously, the southern updraft o f a  split storm becomes preferentially aligned 

with the cyclonic member o f the original vortex couplet, while the northern 

updraft becomes preferentially aligned with the anticyclonic element o f the 

couplet. However, in the case o f secondary redevelopment, new updrafts merely 

produced new vortex couplets. Rotunno (1981) used semilinear theory (ignoring
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all nonlinear terms except the convergence term in the vertical vorticity equation) 

and a prescribed vertical velocity field representative o f  a splitting storm to 

determine that the origin o f initial midlevel rotation was tilting o f the 

environmental vortex lines to form a vortex couplet straddling the updraft. As 

precipitation forms on the centerline o f the updraft, converting it to a  downdraft, 

the vortex tubes are tilted downward so that two vortex pairs exist. As the 

southern updraft travels to the right o f the mean wind, it becomes colocated with 

the positive vorticity center at mid levels.

Lilly (1982) more clearly showed the origin o f midlevel rotation under 

certain conditions by examining the linearized vertical vorticity equation in 

natural coordinates, given by

where Vh  is the horizontal velocity amplitude, s and n  are the coordinates along 

and orthogonal to the local horizontal wind vector, and is the wind direction 

increasing counterclockwise. Lilly investigated two extremes - one given by 

rectilinear shear such that dVn/dz is constant, and dx|r/dz=0. If  the Coriolis force

is ignored and we consider the case where \Zgt is much less than the length scale 

o f the updraft (i.e., for times near initiation or for critical levels), the advection 

term on the left may be ignored and the resulting integral yields
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resulting in a vortex pair with positive vortic i^  to the right o f the updraft center 

looking downshear. This would correspond to the expected behavior given an 

updraft growing in  a unidirectionally sheared environment.

— duf
The second case is a  curved mean hodograph for which V g a n d  are

dz

constant, h i this case, the advective terms are expected to dominate in time 

everywhere because no critical layer exists (i.e., propagation is o ff the 

hodograph). Integration o f the steady-state version o f (2.16) then yields

ç ' =  - w '^  (2.18)
dz

so that vertical velocity and vorticity are proportional.

The nature o f  this correlation between vertical vorticity and vertical 

velocity for storm-relative winds which veer with height was determined by 

Davies-Jones (1984) using linear theory o f shallow, inviscid, isentropic 

convection in a  dry, horizontally uniform, unstably stratified, nonrotating 

atmosphere applied to an isolated, convective storm. By introducing a new 

parameter, the vertical displacement o f air parcels from their original level, he was 

able to produce a  theory for rotation based on the configuration o f  isentropic 

surfaces associated with a developing updraft. Based on conservation o f potential 

vorticity for isentropic, inviscid flow, © • V0 is conserved; since it is zero 

initially (vortex lines and isentropic surfaces are initially horizontal) it is zero for 

all time, so that each vortex line is constrained to remain within its original 

isentropic surface. Thus, the displacement o f an isentropic surfoce corresponds to 

the displacement o f vortex lines and can be used to directly deduce the vorticity
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field. (This is in contrast to deducing the vorticiQr field based on the locations o f 

greatest vortici^ production which, due to advection, may not be coincident with 

the greatest vorticiQr.) Cyclonic (anticyclonic) vorticity is located on slopes o f the 

isentropic surfiices that face toward (away fiom) the mean vorticiQr vector.

The vertical velocity field is given by the material derivative o f vertical 

displacement and therefore has two components, one due to the growth o f the 

displacement with time and one due to flow relative to the displacement. An 

updrafi/downdraft pair is thus represented by a peak in the displacement field.

The presence o f mean flow with respect to the displacement shifts the location o f 

maximum vertical velocity (similar to flow over a mountain) to the upstream 

portion o f a displacement peak. Thus, when the flow has a component along the 

mean vorticity vector, the maximum vertical velocity and vertical vorticity will be 

positively correlated.

Dividing the vorticity into components parallel to the storm-relative mean 

wind (the p direction) and perpendicular to the storm-relative mean wind (the q 

direction), we obtain

0  = - | v - ^ ~ p - H * ^ ^ q=(OsP-Kacq (2.19)

where is referred to as the streamwise vorticity and cdq is referred to as the 

crosswise vorticity. We see that the streamwise vorticity is related to the storm- 

relative wind speed as well as the rate at which the storm-relative winds veer with 

height, while the crosswise vorticity is related to the storm-relative speed shear. 

When we assume the displacement peak is axisymmetric, the correlation
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coefGciait between vertical velocity and vertical vorticity is predicted by linear 

theory to be

(2:20)
00

where P is given by

P =  a D / | v - ^ -  (221)

Here a  is the growth rate o f the (hsplacement and D is a typical length scale for 

horizontal gradients o f buoyancy. Thus, there will be larger correlation between 

vertical velocity and vertical vorticity when the stcnn-relative winds are strong or 

the growth rate o f the disturbance is small (small P), and the vorticity is mostly 

streamwise. This result is physically reasonable because large storm-relative flow 

displaces the region of maximum vertical velocity upstream from the 

displacement peak, which is the same location as the vertical vorticity in the 

purely streamwise case. When the growth o f the displacement field is large, the 

correlation decreases as a component o f positive vertical velocity is generated in 

regions o f both positive and negative vorticity. Note that this is consistent with 

(2.17) where it was assumed that storm-relative advection terms are small ( P » l) .  

Rotunno and Klemp (1985) used similar reasoning based on conservation

of equivalent potential vorticity where 0e is the equivalent potential

temperature. Assuming that 9e is nearly conserved, that there is a near one-to-one 

correspondence between Oe and buoyancy, and that diffusion is not important, 

equivalent potential vorticity is approximately conserved h i their simulation o f a
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right-moving stonn, they showed that vortec lines are indeed tilted along with the 

isentropic surfaces, producing cyclonic vorticity to the right o f  the updraft and 

anticyclonic to the le ft They claim that as the updraft propagates to the south due 

to the midlevel rotation, the vertical velocity and vorticity tend to come into 

phase.

Thus, mid-level rotation is caused primarily by tilting o f  environmental 

vortex lines as isentropic surfaces are deformed by the updrafts and downdrafts. 

The correlation between the vertical veloci^ and vertical vorticity depends on the 

magnitude o f the storm-relative winds and the change in direction o f  the storm- 

relative winds with height. A measure o f this change in direction, is given by the 

storm-relative environmental helicity (SREH),

h h
SREH(c) = J (v -c )« © d z  = - J k « ( v - c ) x - ^ d z  (2.22)

where c  is the storm motion vector, v  (z) is the environmental wind profile, and

k  is the unit vector in the vertical. Geometrically, this quanti^  represents minus 

twice the area swept out by the storm-relative velocity vector between 0 and h on 

a hodograph. Davies-Jones et al. (1990) found that the storm-relative helicity 

through 3 km shows promise as a tornado forecasting tool, with values o f SREH 

greater than 150 m^ s~̂  associated with tornado formation.

Storm-relative environmental helicity was shown to be a  better predictor 

o f net updraft rotation than the BRN by Droegemeier et al. (1993) who suggest 

using BRN to predict storm type for a given environment and SREH to

34



characterize the rotational properties of storms once them motions can be 

established. Brooks and Wilhelmson (1993) also showed that peak updrafis in 

simulated storms are greater for larger values o f environmental helici^r. This was 

attributed to an upward pressure gradient force dependent on the magnitude o f the 

storm-relative winds and the rate at which wind direction increases with height 

using a simple Beltrami flow solution. This conclusion is in agreement with Lilly 

(1986), who showed that the transfer o f energy from the rotational to the 

overturning components is maximized when the updraft and vortex coincide. 

However, Jahn and Droegemeier (1996) showed that SREH was a worse predictor 

o f both storm type and mesocyclone in tensif than BRN in their simulated storms 

in which SREH and BRN were allowed to vary independently.

Thus far we have primarily considered midlevel rotation; however, 

slightly different reasoning is required to explain low-level rotation. Klemp and 

Rotunno (1983) surmised in their simulation o f a tomadic supercell that low-level 

rotation, in contrast to midlevel rotation, is strongly influenced by the generation 

o f horizontal vortici^  owing to horizontal gradients o f  potential temperature in 

the inflowing air. Changes in vertical and horizontal vorticity with time, given a 

Boussinesq assumption, are governed by the following equations:

^  + (2.23)

and

dm
+ V X ( B k ) (2.24)
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where the F terms represent the effects o f mhdng. Thus, as ram-cooled am 

spreads out in the downdraft, air moving toward the updraft flows nearly parallel 

to the i s o t h e r m s  and acquires vortici^ comparable to that o f the environmental 

flow. As this air approaches the updraft, the horizontal vorticity is tilted 

according to the first term on the righthand side o f (2.23) and subsequently 

stretched according to the second term. However, Davies-Jones and Brooks 

(1993) pointed out the difSculty m generating vertical vorticity very near the 

ground through tilting by the updraft alone. For example, in a Beltrami model the 

vortex lines are coincident with streamlines and therefore generation o f vertical 

vorticity very near the ground by tilting would require abrupt upward turning of 

the streamlines and large vertical velocities near the groimd. Listead, they suggest 

that cyclonic vorticity develops as a parcel descends in the downdraft. During this 

descent, the barotropic portion o f the vorticity is coincident with the trajectories, 

while the baroclinie component o f the vorticity is horizontal. Thus, as air 

descends 'feet first* (with stronger velocities nearer the ground) the baroclinie 

portion of the vorticity is tilted into the vertical such that when the air arrives at 

the groimd it already has a  significant vertical component o f vorticity which is 

then stretched as the air enters the updraft. In this manner, significant low-level 

vorticity can be produced very near the ground. Davies-Jones (1996) derived an 

analytic expression for the baroclinie component o f vorticity generated over a 

specific time based on the Cauchy equation for isentropic flow with the extension 

to equivalent isentropic flow. By assuming the downdraft could be represented by
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a descending isentropic sur&ce, he showed that cyclonic rotation develops in the 

left side o f the downdraft

Rotunno and Klemp (1985) explained the development o f low-leveL 

rotation by considering the circulation around a fluid circuit as it approached the 

updraft along the temperature gradient o f  the gust front The circulation around a 

closed material curve, subject to the inviscid, Boussinesq approximation, is given 

by

—  f v .d ? = f B k .d f  (2.25)
dt dt"̂

By selecting a curve around the updraft at low-levels and tracing its trajectory 

back in time, they deduced the development o f circulation around this material 

curve. It became clear that the air entering the updraft is composed o f a stream o f 

air originating at low levels along with a  stream o f air originating from higher 

levels. The creation o f positive circulation occurs predominantly along the 

portion o f the curve where B is negative and dz is negative. Since this circulation 

is related to the vorticity contained in the area surrounded by the curve, positive 

circulation implies positive vertical vorticity when the curve reaches its final, 

horizontal state. These results are consistent with the interpretation o f Davies- 

Jones and Brooks (1993) for production o f positive vertical vorticity in the 

descending air.

Brooks et al. (1994a) and Brooks et al. (1994b) have discussed the 

importance o f a balance between the strength o f storm-relative midlevel winds 

and the intensity of the midlevel mesocyclone for the development o f low-level
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mesocyclones. The stonn-relative midlevel winds influence the low-level 

mesocyclone through their influence on the precipitation distribution w ith rain 

falling further from the updraft for higher midlevel storm-relative winds. With 

weaker winds, rain falls very close to the updraft as it is wrapped around by the 

midlevel mesocyclone and low-level mesocyclogenesis commences quickly. 

However, the outflow from the cold air eventually undercuts the inflow to the 

storm in this case. As the midlevel storm-relative winds increase, the rain falls 

further away flom the updraft and mesocyclogenesis is slowed, although after 

developing, the mesocyclone is more persistent due to the weaker outflow winds.

Thus, low-level mesocyclogenesis depends on the environment even 

though it is produced primarily due to processes internal to the storm (i.e., the 

production o f streamwise vorticiQr in  the baroclinie regions o f the storm rather 

than the tilting o f environmental vortex lines). Our understanding o f  the balance 

needed to produce a sustained low-level mesocyclone has progressed 

dramatically in the past ten years, but only in cases where the environment is 

horizontally homogeneous. Because the establishment o f this balance appears to 

involve storm motion, storm rotation, mid-level wind strength, and low-level 

humidity (for the production o f sufficient rain), the process by which this balance 

gets established or is maintained when a storm moves into a less or more 

favorable environment is totally unclear.
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Chanter 3 Model FormulatiOB and Validation

The model used in the ejq>emnents described herein is the Advanced Regional 

Prediction System (ARPS), developed by the Center for Analysis and Prediction o f 

Storms (CAPS) at the University o f Oklahoma (Xue et al., 1995). While the ARPS is 

a full-physics prediction and data assimilation system, it is used here as a  three- 

dimensional, non-hydrostatic cloud model in the spirit o f the Klemp and Wilhelmson 

(1978a) model. All experiments incorporate Kessler warm rain microphysics and 

flux-corrected transport (FCT) (Zalesak, 1979) for advection o f perturbation potential 

temperature and total water variables. Fourth-order horizontal and 2"*̂  -o rd er vertical 

advection is used for momentum, turbulent diffhsivities for momentum and heat (Km 

and Kh), and base state potential temperature. The model is modified to 

accommodate an inhomogeneous environment by altering the lateral boundary 

radiation condition, the computational mixing, and the lateral boundary advection. 

Details o f these modifications are described in this chapter. There is no mixing in the 

normal direction at the boundaries. The horizontal resolution is 1.5 km and the 

vertical resolution is 350 m throughout the troposphere with stretching up to 1200 m 

applied in the stratosphere. Storms are initiated using a  thermal perturbation o f 2 K 

with a horizontal radius o f 10 km and a  vertical radius o f 1400 m, along with a 

moisture perturbation as described in section 3.1.2. The subgrid closure is a 1 5-order 

scheme based on turbulent kinetic energy (TK£) with a predicted Prandtl number, an 

anisotropic, stabili^-dependent mixing length following DeardorfT (1980), and
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mixing coefficients following Moeng (1984) and Moeng and Wyngaard (1988). 

Details o f all model settings are listed in Appendix A.

3.1 Model Vafidatioii

Before a  model is used, its accuracy should be validated, preferably via 

comparison with analytic solutions to the equations o f motion. These solutions are, 

therefore, invaluable and, unfortunately, relatively rare and limited to specific flow 

configurations. Analytic solutions capable o f testing all aspects of a fully 

compressible cloud model do not exist. However, coding and formulation errors can 

often be uncovered through comparison with other, similar models. Solutions that 

diverge significantly between models are then suspect and the source for this 

difference can be determined and corrected if  necessary. In this way, reproducibility 

o f results is fostered and comparisons can be made between simulations made with 

different models. Because this study relates most directly to that of Weisman and 

Klemp (1982, 1984), the Klemp-Wilhelmson model is used for comparisons.

The ARPS model was first validated using an analytic solution for a viscous 

Beltrami flow (Shapiro, 1993) to verify nonlinear momentum and pressure advection, 

mixing with a constant viscosity, pressure gradient formulations, and computational 

mixing. It is not a test o f the moisture, microphysics, or turbulence closure schemes; 

these were evaluated by comparison with the Klemp-Wilhelmson model over a range 

o f environmental vertical shear values. Scalar advection tests used an analytic 

solution for advection o f a  soup can-shaped, passive perturbation in a velocity field. 

These tests showed large errors using 4*-order horizontal and 2“*-order vertical
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advection, leading to the inclusion o f the flux-corrected transport scheme. Each o f 

these validation tests is described below.

3.1.1 Viscous Beltrami Flow Validation

A Beltrami flow is one in which the vortici^  and velocity vectors are parallel 

everywhere. Because o f this unique flow configuration, the governing equations are 

simplified considerably and an analytic solution is possible in which the pressure is 

related to the veloci^ and height through a diagnostic equation.

The viscous Beltrami flow is an excellent model test case because it is one o f 

the few exact solutions for a  viscous flow that retains nonlineari^ in the momentum 

advection term, providing a test o f the momentum and pressure advection, mixing, 

and pressure gradient formulations. This test was originally performed by Shapiro 

(1993) using the ARPS but is repeated here due to subsequent model changes.

Beginning with the Navier-Stokes equations with constant density, and 

considering the case o f a Beltrami flow, in which case velocity and vorticity are 

proportional, exact solutions for the velocity components are given by:

u =
A.lcos(kx) sin(ly) sin(mz)
+ mk sin(kx) cos(ly) cos(mz)

exp(-vX^t)

v =
k -+ l"

Xksin(kx)cos(ly) sin(mz)
-  mlcos(kx) sin(ly) cos(mz)

exp(-vA?t) (3.2)
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and

w = A[cos(kx) cos(ly) sin(inz)]»cp(-vA?t), (3 .3 )

where

Xf = k -+ l^ + m \ (3 .4 )

k, 1, and m  are wavenumbers in the x, y, and z directions, respectively, v is the 

viscosity, and A is the amplitude o f the vertical velocity at t=0.

The pressure is given by

r "t 2  ^
P = P s - P

u^ + v^

where ps is a function o f time and represents the stagnation pressure at ground level.

The model is tested by inserting an initial condition consistent with (3.1)-(3.5) 

and running  the model forward in time, comparing the final model solution with the 

exact solution. The domain used is 92x67x47 gridpoints with dx=3 m, dy=2 m, dz=l 

m. The large timestep is 0.19 s and the small timestep is 0.002 s as in Shapiro (1993). 

The model is initialized using an isentropic base state w ith 0 = 300 K, resulting in a 

slight variation o f the density with height such that a perfect match with the exact 

solution is not expected. The base state pressure consists o f the first and third terms 

o f (3.5), so the perturbation pressure is equal to the middle term o f (3.5). The 

amplitude (A) is set to 2.0 m s ', and k, m, and 1 are set such that there are 2 ,1 , and 1 

wavelengths in the x, y, and z directions, respectively. The viscosity is 1 m  ̂s '.
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The exact solution consists o f a pattern o f vortices viiose amplitude decays in 

time, as shown in Figure 3.1, where the model and exact solutions for u, v, and w are 

given as indicated. The model solution matches the exact solution very well as the 

exact and model solution curves are virtually indistinguishable. Very slight 

discrepancies in w were î^iparent when the standard ARPS initialization was used.
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Figure 3.1: Decay of domain maximum u, v, and w for the ARPS versus that for 
the ideal solution. The model is run for more than two e-folding decay times.
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due to the variation o f the density with height in the model. When the initial state is 

forced to have constant densi^ and constant potential temperature with hydrostatic 

pressure, contrary to the ideal gas law but not inconsistent with the exact solution, the 

model solution for w agrees with the exact solution as shown. The potential 

temperature, rather than the density as in the analytic solution, is constant throughout 

the run.

The model pressure shows significant disagreement with the exact solution, 

but this is not surprising since the analytic solution is only unique to within a constant 

at each time step. For example, when a constant value of pressure (approximately 2.5
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Figure 3.2: Horizontal cross section (z=S.S m) of the u and v wind components 
(m s ') for model solution (left) and difference field (right) for the viscous 
Beltrami test at t-=41 s. (Maximum value of u on left (right) is 0.83 (0.06) m s '. 
Maximum value of v on left (right) is 0.75 (0.04) m s '.)
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Pa) is removed over the entire model domain at t =  41 s, the pressures o f ± e  exact and 

model solutions differ by only approximately 0.02 Pa.

The exact solution for the horizontal winds a t 41 s at 5.5 m, along with the 

difference field between the model and exact solutions, is shown in Figure 3.2, where 

we note the small magnitude o f the differences, again indicating an acceptable 

solution, particularly considering the discrepancy in the two systems o f equations. 

Fields at other levels showed similar agreement.

3.1.2 Scalar Advection Tests
Early multicell storm simulations using simple 4*-order horizontal and 2“*-

order vertical scalar advection showed that the model solution was sensitive to 

changes in domain motion, particularly when the domain motion was changed during 

a simulation. In this particular case, sharp gradients associated with the cloud region 

could be advected backward in the domain, leading to dispersion errors on the inflow 

side o f the storm (Figure 3.3). These errors took the form o f waves, leading to the 

development o f spurious cells on the inflow side that strongly influenced the solution.

To understand the reason for this behavior, I performed an advection test o f a 

scalar perturbation with a sharp gradient in the form o f a cylinder (soup can) of 

perturbation potential temperature with magnitude —10 K. (The buoyancy force was 

neglected in these simulations so that potential temperature was a passive scalar.)
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Figure 3.3: Model solution for the vertical cross section of 
perturbation water vapor mixing ratio (g kg ) in a multicell 
simulation att = 3 hours with regular scalar advection.

A vertical slice of perturbation potential temperature after 900 seconds using 4*-order 

horizontal and 2“‘-order centered vertical advection is shown in Figure 3.4. In this 

figure, the cylinder is being advected toward the right, and large perturbations in the 

trailing region are evident.
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Figure 3.4: Scalar advection test with a 'soup can' of perturbation 
potential temperature (K) using 4* order default advective scheme in 
ARPS.

Clearly, this is a poor solution, producing perturbations o f up to 16% in the 

trailing region. This may not lead to significant problems for a storm simulation in a 

strongly sheared environment where small perturbations will have a difficult time 

growing. However, for the simulations in this study, some o f which involve low 

shear environments, these spurious perturbations can lead to new cells that
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significantly influence subsequent storm moiphology. Thus, a better form o f  

advection was desned.

Based on the storm simulation results with a moving domain, as well as the 

above test, dispersion errors were believed to be the main culprit; thus, a monotonie 

scheme was sought. The ARPS included an untested version o f the flux-corrected 

transport (FCT) (Zalesak, 1979) advection scheme which ensures a  monotonie 

solution by combining a monotonie low-order scheme with a m ore accurate higher- 

order scheme. The process is as follows:

Consider the following system o f equations

(3.6)

where 6  and f  are vector functions o f independent variables x  and t. We may write 

this equation as

e r  = e ,' -/Sxr'[F„„„ (3.7)

where F is the transportive flux that depends on f  at one or more tim e levels. The 

functional dependence o f F on f  and At defines the integration scheme (Zalesak, 1979) 

in each step o f the procedure.

The solution algorithm is as follows:

1) Compute Fi+1,2 , the transportive flux given by some low  order scheme 

guaranteed to give monotonie (ripple-firee) results for the problem at hand.
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2) Compute , the transportive flux given by some high order scheme

3) Define the “antidifliisive flux”:

•̂ i+l/2 ^^C+t/2 ~^r+I/2 (3.8)

4) Compute the updated low order solution:

®i ~®i ~AX{ ^i+i/2 "^£-1/2] (3.9)

5) Limit the & manner such that O'”' as computed in step 6  below is

firee o f extrema not found in 0 “' o r 0 “:

■̂ t+I/2 ~^i+l/2-^i+I/2» ® —̂ i+l/2 —  ̂ (3.10)

6 ) Apply the lim ited antidiflusive fluxes:

e r '  = - A x-'[a?i/, - K i n ]  (3.11)

The critical step is step 5. In the absence o f the flux limiting step. O'” ' would simply 

be the time-advanced high order solution (Zalesak, 1979). hi the ARPS, the low 

order solution is found using the first-order donor cell (upstream) algorithm that is 

naturally monotonie. The higher-order solution is determined using a trapezoidal 

method in which a leapfi*og step is applied firom time n-1 to n+1. This solution is 

combined with the field at time n to compute a flux valid at n+1/2  that is used to 

obtain the final field at n+ 1 . The flux limiting compares this new value with the 

maximum (minimum) values fiom the low-order solution as well as fiom the previous
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timestep at all points siurounding the point under consideration. This detennines the 

positive (negative) fluxes allowed for a given cell.

This algorithm was î^ l ie d  to the soup can advection test. Tests using FCT as 

originally formulated in the ARPS model showed errors similar to those with regular 

advection. I determined these errors to be due* in an indirect way, to the flux form 

implemented. In ARPS, the potential temperature equation is given by

a (p 9 Q
dt

up æ ' +vp 5 0 ' 50 '
a ;

(3.12)

where p* is the base state density multiplied by the three dimensional transformation 

Jacobian ( V g ), w"̂  is the contravarient vertical velocity component, and t|, and Ç,

are the computational grid coordinates . To cast the advection in flux form we add 

and subtract the term

0 '
'̂ 5(up*)  ̂ 5(vp*)  ̂ 5(w^p*)  ̂

dx dy dz

from the right side o f (3.12). We can then write (3.12) as 

5(pV )
5t

5(up*0') 5(vpV ) 5(w*^p*0') 
5^ 5n ^  a ;

(3.13)

r
+  0'

5(up*)  ̂ 5(vp*)  ̂ 5(w*^p*) 
dx dy dz

Comparing (13) and (6), it is clear that, for the ARPS, f  = pv0 . The FCT advection 

scheme applied to the first term on the right side o f (13) would give a result 

representing the full advection term in (12) exactly if  the fluid were anelastic.
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Because ARPS is a  fully compressible model, however, the small coirectioa term 

[6 V '(pv)] must also be included. The flux ( f  ) includes densi^  in order that the 

correction term be as small as possible since it can mtroduce non-monotonicity in the 

solution.

Subtle errors, such as the timestep used in the forward integration, were found 

in the untested code and were corrected. A  significant error was found in the low 

order solution that included a diffosion term as in Zalesak (1979), presumably to 

ensure monotonicity. However, this term was found to be both in error and 

unnecessary and was thus removed.

It also became clear that care must be taken in step S, where the limiting is 

performed, such that the value o f the variable itself is used in the comparison o f 

maximum (minimum) values, not the value o f the variable multiplied by p.

Otherwise, as was apparent in the ARPS, overshoots in the variable could be allowed 

based on the stratification o f p. In other words, the maximum value o f a variable 

would be allowed to grow due to advection provided that its value multiplied by p 

remained less than the value o f p6  at surroimding points. Clearly this is not the 

desired result. Thus, I modified the scheme to ensure that 0 is compared only to itself 

in the comparison step. Zalesak (1979), who used constant density in his tests, did 

not address stratification or compressibility issues. I believe I addressed these 

complications in an appropriate manner. With these changes, the solution shown in 

Figure 3.5 is obtained for advection o f a potential temperature perturbation o f—10 K.
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Clearly this solution is stqierior to that obtained with 4*-order horizontal and 

2'^-order vertical advection (compare to Figure 3.4:). This test was repeated for 

perturbations in qy, and qc and was done m all three directions with similar, very 

favorable results.

Another issue arises due to the vertical stratification o f the variable being 

transported. For example, potaitial temperature advection can be thought o f as 

advection o f the base state plus advection o f the perturbation. Consider a potential 

temperature perturbation being advected horizontally in a highly stratified 

environment. Clearly the perturbation should not grow in time, but it w ill be allowed
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Figure 3.5: Scalar advection test with a 'soup can' of perturbation 
potential temperature (K) using flux corrected transport (FCT).
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to grow if  the comparison in the FCT flux limiter is done using total potential 

temperature at neighboring points. For this reason, the advection o f perturbation 

potential temperature alone is done using the FCT scheme, while the (vertical) 

advection o f  base state potential temperature is added as a separate term.

I
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150.025.0 50.0 75.0 100.0 125.0
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Figure 3.6: Vertical cross section of perturbation water 
vapor mixing ratio (g kg ') in a multicell storm simulation 
using FCT for the advection of scalars.

Although water vapor also is stratified, the predicted variable is total water 

vapor so the FCT scheme was applied to this quantity. The perturbation and base 

state advection terms could have been handled separately, but it was felt that 

conserving water vapor was the most important requirement and using FCT for the 

total quantity was, therefore, preferable, hi order to prevent horizontal advection
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from creating spurious maxima that were allowed due to this stratification, I 

performed the flux lim iter in each direction separately before applying it to the entire 

grid cell. For example, for advection in the x-direction, only the surrounding points 

in the x-direction were used in the comparison. Only vertical advection could then 

incorrectly generate new maxima due to the stratification. This method appears to 

have eliminated the spurious cells apparent in earlier runs and also made the solution 

much less sensitive to changes in domain translation. Figure 3.6 shows a vertical 

cross-section o f qv for a  domain whose speed was increased after 2  hours and no 

wave patterns on inflow are apparent.

Finally, lateral boundary relaxation terms are added to nudge the solution 

toward the base state value on inflow. This assumes that disturbances at the boundary 

have a limited extent beyond the boundary such that after inflow persists for some 

time, the boundary values relax to those o f the environment The assumed extent o f 

the disturbances is governed by a specified relaxation coefficient. Advection at all 

points is first calculated assuming zero gradient conditions in the direction normal to 

the boundary on inflow. The relaxation terms are then added to this solution.

3.1.3 Test of storm simulations over various shear ranges

The previous tests showed that the ARPS solutions were sufficiently accurate 

in terms o f advection o f  momentum and scalars as well as the formulation o f the 

pressure gradient and buoyancy forces. However, they did not verify the 

microphysics or turbulence closure. Before using the ARPS model, it was necessary 

to verify these aspects o f the model for storm simulations spanning a range o f 

environmental shears, encompassing both multicell and supercell storms. Weisman
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and Klemp (1982) (heieaiter WK82) produced one o f the classic simulation studies 

spanning this range o f shears. Because my results build upon theirs, I sought to 

reproduce their results and verify sufficient performance o f the ARPS to ensure 

comparability with previous simulation studies utilizing the Klemp-Wilhelmson 

(KW) model.

The first verification attempts based on the information available in WK82 

showed large differences between the solutions produced by the two models, with 

initial storms much weaker (by 10-12 m/s) in the ARPS compared to their WK82 

counterparts and possessing differing evolutions (i.e., splitting versus non-splitting 

storms) for weak-moderate shear environments. While it is unreasonable to expect 

different models to produce identical results, the reasons for any egregious differences 

must be understood in order to rule out incorrect formulations or coding errors in 

either model.

The KW model was obtained and used to reproduce the results in WK82 in 

order to insure our knowledge o f the model settings used in their study. Through trial 

and error, it became clear that the model formulations employed to obtain those 

results were a combination o f those reported in Klemp and Wilhelmson (1978a) and 

Wilhelmson and Chen (WC) (1982). In particular, the advection schemes o f WC 

were used, but turbulent mixing was applied to the total state, as in KW, rather than to 

the perturbations. With this knowledge, the ARPS settings and formulations could be 

altered systematically to match those of KW in order to determine which model 

formulations caused the differing results.
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Due to the large differences in storm strength, I  suspected that either the 

physical or computational mixing was too strong in the ARPS. Simply eliminating 

the most obvious differences in model settings regarding turbulent mixing (e.g., the 

proportionality constant (C J relating the mixing coefficient (K J  and the turbulent 

kinetic energy, as well as the dissipation constant (C J in the turbulence 

parameterization) did not result in satisfactory agreement between the simulations. 

Because it was clear that a highly non-linear storm simulation was an imperfect venue 

for determining important model differences, more simplified tests were performed to 

determine the origin of the disagreement.

The first simplified test simulated a dry, buoyant bubble in a neutral 

environment. This test showed slight differences between the two models in the 

vertical velocity and potential temperature perturbation fields after only 1800 s. 

Because there were very few factors influencing this test, it was fairly easy to 

determine that these differences were due to the computational mixing settings. I 

discovered an error in the formulation o f vertical computational mixing in the ARPS 

model. The ARPS formulation was

(3-14)
dz

where 4> is a perturbation quanti^. This formulation incorrectly changes <j> in tim e in a 

stratified environment even when ((> has no gradients. The correct formulation for the 

mixing term should be
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(3.15)

This change was used in all further simulations.

I also discovered that the KW model divides the horizontal computational 

m i x i n g  coefficient in half after the first timestep. After determining the correct 

computational m i x i n g  value to use in  the ARPS, the dry bubble maximum vertical 

velocity and potential temperature perturbation matched quite well with the KW 

solution. However, striking differences persisted in the vertical profiles o f the 

potential temperature perturbations and mixing coefficient (Km).

In particular, as the bubble rose, the ARPS solution tended toward nearly 

constant 6 ’ in the vertical at the lowest few levels, while the KW solution tended 

toward a stable solution at low levels. In a neutral environment, the only processes 

acting on potential temperature at low levels are the mixing and advection of the 

initial bubble. Advection o f potential temperature at the lowest scalar level was 

formulated identically in the two models, so the difference had to be due to the 

assumptions for mixing at the lower boundary. The vertical mixing was a more likely 

suspect than the horizontal mixing, which had similar formulations in both models 

and also would be small compared to vertical mixing for the initial bubble, given the 

bubble geometry.

To compute vertical mixing in the ARPS, an artificial scalar level is defined 

one-half grid space below the lower boundary (k=l) and values at this level are set 

equal to those o f the scalars one-half grid space above the boundary (k=2). This 

results in mixing at k=2 if  a gradient exists between k=2 and k=3. In the KW model.

57



there is no mixing in the vertical direction for the lowest scalar level (one-half grid 

space above the lower boundary), essentially assuming zero second derivative o f the 

scalar at this point. This assumed boundary condition affects both the turbulent 

(physical) mixing and the computational mixing.

In the case o f the warm bubble in a neutral environment, the potential 

temperature within the lowest grid box is unchanged by mixing in  the K W  model. In 

the ARPS, on the other hand, the zero gradient condition at the lower boundary leads 

to an increase o f potential temperature due to the temperature gradient within the 

bubble. The net result is increased stab ili^  beneath the bubble in the KW model and, 

thus, physical mixing is not activated as it is in the ARPS, where the solution is nearly 

neutral beneath the bubble.

The proper way to handle turbulent mixing at the lower boundary is to 

prescribe a turbulent heat or momentum flux based on specified or computed surface 

temperature and velocity, but this will only be necessary for real predictions or studies 

in which surface physics effects are deemed important They are neglected here, but 

one must still consider turbulent mixing. In the present simulations for either model, 

surface physics parameterizations would not have been well represented given the 

coarse vertical resolution. Turbulent mixing, instead, was performed based on the 

assumed gradient between the surface and the first scalar level above the sur&ce, as 

described above.

The ARPS assumption o f zero gradient seeks to prevent spurious sources or 

sinks at the lower boundary. The KW assumption o f zero second derivative was 

originally used so that ‘vertical gradients in the mean state profiles are not distorted
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due to eddy mixing near the boundaries. This undesirable smoothing does occur with 

the so called “free slip” condition which requires the normal first derivatives to 

become zero at the boundaries.’ (^em p  and Wilhelmson, 1978a) It is my belief that 

the assumption o f zero second derivative in the vertical at the lowest scalar level 

above the ground is more justifiable than the assumption o f zero gradient between the 

lowest scalar and the ground when the vertical grid resolution is relatively coarse. 

Thus, vertical mixing at the lowest scalar was not applied in my simulations. This led 

to an almost perfect match between the two models for the dry bubble solutions, and 

an improved match between the models for a storm simulation with weak shear.
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Figure 3.7: Surface potential temperature perturbation (K) with 
(top) and without (bottom) vertical mixing at the lowest scalar at t = 
4800 s.
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With, the removal o f vertical mixing at the k=2 scalar levels the storm 

simulation is altered, particularly with, respect to the advance o f the gust 6 ont. In 

Figure 3.7, for storm simulations using the ARPS model, it is clear that without 

mixing the gust ûont moves much, farther firom the initial storm and is more intense. 

This affects the strength o f the initial storm as well as subsequent redevelopments 

along the gust front which depend on a sensitive balance between the gust front 

strength and the vertical shear o f the environment (Rotunno et al., 1988). The 

solution without mixing is likely the more realistic solution, since it is unlikely the air 

between the ground and 350 m is neutrally stratified as the original ARPS boundary 

condition would suggest. It is much more likely to be stably stratified, such that a 

zero second derivative assumption is an improvement.

Thus, the first significant change in the storm strength came from the change 

in the horizontal computational mixing coefficient, and the second significant change 

in the storm strength and evolution came from the removal o f vertical mixing at the 

lowest scalar level.

The dry bubble experiments also pointed out a problem in the ARPS 

initialization procedure. The usual procedure for specifying a neutral environment in  

the ARPS uses a two-level sounding (e.g., 0 and 30 km) with potential temperature 

set to the same value at both levels. The ARPS performs a hydrostatic integration at 

these levels, interpolates to an evenly-spaced intermediate grid, and then finally 

interpolates to the model grid (which may be stretched). This is the same procedure 

used for any single soimding run. The error in this procedure is the hydrostatic 

integration on the original sounding levels rather than the model levels, particularly if
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the levels are spaced &r ̂ >art, as in the neutral sounding. The pressures are correct at 

the two levels o f the sounding, but the linear interpolation to the mtermediate grid 

makes pressure linear between them (in my case causing a /ineor pressure profile 

fiom 0 to 13 km!). A better procedure is to perform the hydrostatic integration 

directly on the model grid after interpolating the ii^u t variables to those levels. This 

change is incorporated in the remainder o f tests and simulations presented.

The dry bubble experiment verified the advection o f scalars, the 

computational mixing, and the formulation o f Km for a dry environment, at least in 

comparison to the results o f KW. The next test examined a moist bubble in an 

environment with neutral potential temperature and stratified base state water vapor 

(qvbar), with no microphysics employed. This test initially resulted in overturning o f 

the base state in the ARPS but not in KW, leading to the recognition that KW does 

not include the effect o f water vapor stratification in their buoyancy production term 

for TKE. With this change in the ARPS, the overturning disappeared and the results 

matched KW much better. However, even though vertical velocity matched to within 

I m s ', there were noticeable differences in the surface water vapor field. The only 

obvious source for this discrepancy was the difference in formulation o f the advective 

terms for qv between the two models.

The version o f the KW model used by WK82 incorporated the flux form 

introduced by Wilhelmson and Chen (1982), rather than the advective form used by 

the original KW model and by the ARPS. To test the influence o f the different 

advection schemes, I changed the KW qv equation fiom flux form to advective form 

and the agreement with the ARPS was dramatically improved, resulting in nearly
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identical surface water vapor fields. This result is somewhat puzzling because the 

only difference between the two forms o f the qv equation is a  term which should be 

nearly zero for flows with a velociQ'̂  much less than the speed o f sound — an 

appropriate approximation for these simulations.

The advection terms for velocities and for mixing ratios o f water vapor, cloud 

water and rainwater (on a  grid with constant Az) were written by Wilhelmson and 

Chen (1982) as

= -(4 )% -(4 )y  -(M »)zP"^ +p"'^(M z) (3.16)

The final term in the equality would be zero for perfectly anelastic flow. This term 

was assumed to be zero by WC because their desired solution was the anelastic one. 

Evidently this term either is significantly non-zero or the above equality does not hold 

in the finite-difference solution because there are large differences between solutions 

obtained with the two schemes. This discrepancy is larger when the flow is less well- 

resolved, i.e., when coarser resolution is used.

To test the differences between the advection schemes, I added the flux form 

for advection o f  qv to the KW model and ran it with a moist, non-condensing bubble 

in an environment neutral to both 6  and qv. I turned off condensation in these 

simulations and used both forms of advection with varying horizontal resolutions. 

Although the environment is unrealistic due to the supersaturation that would occur at 

upper levels given a constant qv, it is a good test case because it clearly shows the 

effects of the advective formulation without the complications o f microphysics or 

excessive mixing as the moist bubble rises.
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Figure 3.8: Vertical cross section of water vapor mixing ratio for a moist, non­
condensing babble with the WC flux (top) and regular advective (bottom) forms 
for the advection terms. Horizontal and vertical resolutions are each 500 m.
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The surÊice water vapor fields for 500m and 2 km horizontal resolutions are 

shown in Figure 3.8 and Figure 3.9 for the two schemes, and it is clear that the 

advective form retains the same basic pattern for both resolutions while the flux form 

varies considerably. The vertical resolution is 500 m in both cases.

N

Figure 3.9 V ertical cross section o f w ater vapor mixing ratio for a  moist, non­
condensing bubble w ith the regular advective Oeft) and W C flux (right) forms 
for the advection term s. Horizontal resolution is 2 km and vertical resolution is 
500 m.
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Looking at the 500 m resolution case, a y-z slice o f  qv’ through the maximum 

updraft shows a clear difference in the advection o f qv for the two schemes. In the 

advective form, the qv' field advances in a symmetric, orderly manner like a ‘firant’ o f 

qv rising in time. This is the anticipated solution, because qv is neutral in the 

surrounding environment and, thus, velociQr perturbations caused by acoustic modes 

throughout the domain should not result in any qv perturbations. The perturbations 

outside the main qv region are most likely due to aliasing (note the 2-4dx structure). 

The influence o f the acoustic modes is clear in the flux form o f the equations where 

qv’ perturbations are spread throughout the domain. This is a result o f neglecting the 

elastic correction term and, thus, wherever the elastic divergence is nonzero a 

perturbation will be created in qv, even if  qv itself has no gradients! This is clearly 

undesirable, but should have a small effect as long as the solution is nearly anelastic.

Skamarock and Klemp (1992) showed that unstable acoustic modes can be 

excited by the KW time-split scheme but can be effectively controlled using a 

divergence damping term added to the momentum equations or by using the Robert- 

Asselin (Asselin, 1972) time filter. The divergence damping method is generally 

preferable to using a large time filter coefficient because it is more selective in 

damping only the acoustic modes. This divergence damping is used in ARPS but not 

in the version o f the KW model used by Weisman and Klemp. Perhaps this had some 

bearing on the above results.

In summary, the following changes were made to the ARPS model based on 

comparisons with the Klemp-Wilhelmson model:
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Removed mixing in the vertical direction at lc=2 (the first scalar point above 

the grountQ

Changed vertical computational mixing to rather than

Multiplied vertical computational mixing coefficient by 1/Pr for scalars 

Changed buoyancy force computation to match KW 

Changed sounding interpolation routine

- Removed interpolation to an intermediate grid 

Changed hydrostatic integration o f base state to match KW 

Added qv perturbation to bubble (only added if  resulting qv is less than the 

surface qv so that qv doesn't increase with height. I f  the qv needed to preserve 

RH is greater than the surface qv, the surface qv is used at that level.)

Added boundary condition call for qv and theta after microphysical 

computations are performed.

Added an option which uses Weisman and Klemp (1982) turbulence 

specifications

(Cm=Ce=0.2, fixed mixing length, fixed Prandtl number)

Removed contribution o f dqv/dz to the dry buoyancy production term for TKE 

Removed rain contribution to moist buoyancy production term for TKE 

Set buoyancy production term at lowest scalar equal to the value computed at 

the next lowest scalar.

Set limit on TKE so that Km cannot exceed 1000 m^/s.

Removed factor o f 2 in TKE diffiision term.
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Removed computational mndng o f TKE.

Changed evaporation so that it is limited by the amount needed for saturation 

Changed the production term  due to buoyancy in the turbulent kinetic energy 

equation to make same approximations as KW

Most o f  these differences did not result in significant changes in the storm 

evolution. Among the most important influences were computational mixing, the 

turbulence parameters, the mixing at the lowest level, and the Prandtl number. The 

settings with an asterisk are those which were kept in the simulations to be presented 

in subsequent chapters.

3.2 Model Formulation to Accommodate an Inhomogeneous Base State

It is perhaps not surprising that little effort has been made to study idealized, 

inhomogeneous environments; models simply are not designed to accommodate such 

fields. The proper modeling techniques to use when the environment is homogeneous 

are fairly well understood. W hen a model is used in prediction mode, the fields are 

obviously inhomogeneous, but they are not idealized and, thus, boundary conditions 

from a larger-scale model can be applied. Proper techniques for handling these fields 

are also fairly well-understood and are the subject o f much research effort. An 

idealized, but inhomogeneous environment simulation, on the other hand, has been 

virtually unexplored. The techniques used for a homogeneous simulation must be 

modified with great care to take into account environmental gradients. A  larger scale 

model is not feasible and also not possible since many o f the environments used to
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produce reasonable variations across a  small domain become absolutely unstable 

when allowed to extend far past the domain. Thus, in order to accommodate an 

inhomogeneous, idealized environment, the model had to undergo significant 

alteration.

3.2.1 Computational Mixing/Rayleigh Damping

One o f the main concerns with an inhomogeneous base state is difiusion o f the 

base state horizontal gradients in time due to artificial numerical influences. In 

particular, computational mixing, which acts to damp out noise o f computational 

origin, can destroy base state gradients over a long time period. These gradients are 

obviously not o f computational origin and should, therefore, not be damped. For this 

reason, computational mixing in a homogeneous simulation is applied only to 

deviations fiom the vertically-stratified base state, though, physically, this assumption 

is not justifiable, h i our case, the computational mixing acts only on deviations flom 

the 3-dimensional base state, requiring an extra array for each variable. It is also 

eliminated in the normal direction at the lateral boundaries.

Similar mixing o f base state gradients can occur within the Rayleigh damping 

layer at the top o f the domain. In this layer, we damp only perturbations fiom a 3-D 

base state array rather than the 1-D traditional base state.

The changes to computational mixing are applied to all scalar and momentum 

variables. Without these changes, inhomogeneities were reduced in time for 

environments in which velocities varied nonlinearly.
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3.2.2 Radiation (Open) Lateral Boundary Conditions

Radiation lateral boundary conditions were designed with a homogeneous 

base state in mind. When the base state is inhomogeneous, the lateral boundary 

conditions tend to interpret the base state as a gravier wave disturbance and advect the 

inhomogeneity out through the lateral boundary (Figure 3.10). This eliminates the 

base state gradients m time and also creates artificial regions o f convergence and 

divergence since this effect is greatest at the boundaries. Therefore, the lateral 

boundary conditions must be modified when an inhomogeneous environment is used.

Homogeneous Environment bomheeneoks Envtrdnmem

Figure 3.10: lUustration of a disturbance (circular contours) generated in 
the interior of the domain that must be allowed to pass through the lateral 
boundaries. On the left is the homogeneous case, while the right figure 
shows the inhomogeneous case (slanted contours represent those of the 
environment).
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la  essence, the lateral boundary condition is applied to perturbations from the 

inhomogeneous state since these are the modes associated with gravity wave 

disturbances. The modified lateral boundary condition is then

di|>
Ô t d t  env _ÔX S x  env_

(3.17)

for a variable at the eastern or western boundary. Using this form, an inhomogeneous 

environment with no ^rturbation will remain steady in time and no spurious regions 

of convergence or divergence develop. Here ‘c’ is a gravity wave speed that is 

normally either assumed to have a particular value (Klemp and Wilhelmson, 1978a) 

or is estimated from the fields (Orlanski, 1976). In our case, the Orlanski method, 

which requires multiple time levels o f is very difficult to apply when the domain 

is moving through the inhomogeneous environment. For this reason, the Klemp- 

Wilhelmson method is used, with c^= c^~ 45 m s ‘. This boundary condition is 

applied only to the veloci^  component normal to the boundary, and only when the 

phase speed is greater than any inward-directed normal velocity component such that 

gravity wave propagation would be directed out o f the domain. A similar form was 

suggested by Carpenter (1982).

3.2 J  Advection at Lateral Boundaries

When an environment varies spatially, advection at the lateral boundaries must 

be done with great care so that envirorunental gradients are accoimted for on inflow. 

When the environment is homogeneous, a  zero gradient condition is assumed for
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advection when inflow occurs normal to the lateral boundary. Obviously this is a 

faulty assumption when the environment is inhomogeneous. In that case, the 

advection must be done using the appropriate environmental gradient. For example, 

given a prescribed steady state environment with variable shear, the solution for 

momentiun variables will remain steady only if  the advection in both horizontal 

directions is correctly included (Figure 3.11). Thus, the environmental gradient must 

be prescribed in some manner.

Figure 3.11: Schematic illustrating the need to include 
environmental gradients in the advection terms at the 
lateral boundaries on inflow.
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However, simply specifying a constant gradient can lead to significant errors 

when the wind changes finm  outflow to inflow at a boundary or when a large 

perturbation reaches the boundary. For example, a boundary value that has become 

higher than the environmental value for that location should be e?q>ected to return to 

the environmental value on inflow after some time. The constant gradient condition 

could, instead, result in  fiuther growth o f the perturbation in time, rather than a return 

to environmental values.

Figure 3.12: Dlustration of a disturbance at the boundary in 
an inhomogeneous environment A relaxation term is added 
to return the boundary value to the environmental value on 
inflow.
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To facilitate the return to environmental values, a  relaxation term  is added at 

the boundary. For example, the advection o f u  at the southern boundary on inflow is 

given by

du du

L ^jenv
+ r^^\[u(tpas^-Ue„Jitpas^y^iy  ̂ (3-18)

dt yadv

where r* is a relaxation coefScient chosen to be 0.5 in our simulations and the 

relaxation term is lagged in time to maintain linear stability.

In essence, the relaxation term partially cancels the advection by perturbations 

firom the initial state at the inflow boundary. I f  there is no perturbation, the change of 

u in time due to advection will be the sum o f the above term plus the advection o f u in 

the X direction. Because the environment is designed to be steady-state, the advection 

terms in the two directions w ill cancel and u will be equal to the environmental value 

at all times; thus, the relaxation will have no effect. If, however, there are disturbance 

u and V values at the boundary, then u will be relaxed back to its environmental value 

in time as air flows into the domain. This assumes the advection o f the environmental 

gradient o f u by v ' is small such that, on pure inflow, u would not depart significantly 

from its environmental value. Very large environmental gradients, together with very 

large perturbation v values on inflow, would invalidate this assumption, but studies 

suggest it is justified as long as storms remain sufficiently far from the inflow 

boundary (Weisman et al. 1998).

This boundary specification is somewhat similar to the procedure used by 

limited domain models whose boundaries are forced by the solution o f a  larger scale 

model. Because o f the inflow assumptions made here, no conclusions about upscale
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influences, i.e. fiom storm to environment, will be made in this study. An alternative 

formulation or at least a  very large domain would be needed to address this problem. 

The current study, instead, fixnises on the mfluence o f  the changing environment on 

the storm.

3.2.4 Domain Translation 

Domain translation in a homogeneous environment is relatively straightforward as 

one simply subtracts the domain speed fiom the velocity components. When the 

environment is inhomogeneous, several adjustments must be made to account for 

domain translation. The rate o f change o f environmental variables is given by

dé dd> d è

where c, and ĉ  are the domain translation speeds in the x  and y directions, 

respectively. The computation o f the right-hand side is simplified greatly if  the 

changes in the environment are linear with x and y, since this does not require one to 

keep track o f the position o f the grid in the larger environment. For this reason, the 

environments used in our experiments involve linear variations o f variables in x and

y.

With regard to the normal veloci^ components, if  the environment is steady- 

state but the domain moves in time, then —  is used in the radiation boundary
d t  env

condition to specify the change at the boundary due to domain motion. Similarly, the 

inhomogeneous background arrays used in the computational mixing and lateral
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t i ono

Figure 3.13 Illustration of grid translation in an inhomogeneous 
environment.

boundary relaxation routines for all variables must be adjusted each time step to 

account for movement through the inhomogeneous domain. This is done by adding a 

time tendency term at each time step. When all o f these changes are included, the 

domain is able to move through the inhomogeneous environment without producing 

any perturbations while changing the shear in the appropriate manner. An example o f 

the ‘u ’ term in the Bulk Richardson Shear in a moving domain a t 0 and 4 hours is 

shown in Figure 3.14. Figure 3.15 shows the maximum value o f variables during this 

simulation, and it is clear that no perturbations in w or scalars is created. At the last 

timestep o f this simulation, a disturbance in the environment (w =lxlO  ̂  m s ') in the 

southeast comer was generated due to overturning in the environment as the
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Eüchardsoa number fell below the stability limit. To avoid those regions where the 

environment is inherently unstable due to large shear, our results do not extend 

beyond 4 hours.

I f  the domain speed is changed during a simulation, as is often necessary, care 

must be taken to adjust the present and past values o f all variables in the leapûog 

scheme such that the next time step results in the correct tim e tendency (i.e., to ensure 

that the solution r e m a i n s  Galilean invariant) according to

aToid (3-20)

where Au^^ and Av^^ give the changes in the domain motion in the x and y 

directions and (j> represents any o f the model variables. Thus, the value o f a variable at 

tpast is adjusted such that

d<b d(b
=^{tpast)old -^b ig (M m o v e -^ '^ ^ ^m o v e ^ )  (3.21)

where the gradients are evaluated as an average of tpresent and tpast values. For 

radiation lateral boundary conditions, a zero gradient is normally assumed when 

adjusting the boundary point. In our case, the envirorunental gradient is used for 

adjusting the boundary points, and domain translation adjustments must also be 

applied u> the base state arrays used for computational mixing.
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When all o f these changes are made to the model, the environment r e m a i n s  

steady in tim e and no perturbations are created at the boundaries, as evidenced in 

Figure 3.15, which shows the domain minimum values o f u and v  decreasing at a 

fixed rate for an initial domain translation speed and a t an increased rate when the 

domain speed is changed. The maximum values o f vertical velocity, perturbation 

potential temperature, cloud water, and perturbation pressure are all within roundoff 

error for the computer.
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Figure 3.14 Contours of the 'u* term In the Bulk Richardson Number at t=0 
(top) and t* 4 hours (bottom) as the domain traverses an inhomogeneous 
environment.
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Chanter 4 Eraerimeiits with Dihomogeneous Low Level Moisturc

Stonn environments are often characterized by significant variations in 

moisture and/or temperature, and the effect o f these variations is virtually unknown.

It is reasonable to believe that a change in the moisture available to a storm will 

significantly affect its ensuing morphology. Theoretically, the maximum updraft 

speed realized by a parcel is directly related to the CAPE, which is very sensitive to 

the low-level moisture. Convective initiation, on the other hand, is quite sensitive to 

the environmental Convective hihibition (CIN), which itself is sensitive to low-level 

moisture. The combination o f these Acts has led to the widely held belief that 'storms 

seek out the better moisture', although no specific mechanism for this behavior is 

generally offered. It is also unclear whether this behavior should be expected both in 

weak and strong shear conditions. The ability to perform idealized, inhomogeneous 

environment simulations allows us, for the first time, to address these questions in a 

systematic and controlled manner and to offer proposed mechanisms for observed 

storm behavior in various shear regimes. When a single temperature profile is used 

with varying moisture profiles, both the CAPE and CIN are affected. Such is the case 

here. Thus, these experiments are best described as variable moisture experiments 

rather than simply variable CAPE experiments.

CAPE is often used as a predictor o f storm strength and the potential for hail 

and other severe weather. The dependence o f storm ‘type’ (i.e., the updraft rotation 

and longevity o f a storm) on CAPE is a bit more muddled. The classic storm  type
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predictand, the BRN, uses CAPE in. its numerator such that, for the same 

environmental vertical shear, high CAPE leads to high BRN and, thus, a  more 

multicellular nature to the convection (Weisman and Klemp, 1982). The usual 

reasoning relates the CAPE to the strength o f the downdraft such that high CAPE 

would indicate a more intense downdraft that is capable o f  undercutting the updraft, 

thus leading to a multicell system. However, this presumes that CAPE and 

downdraft-CAPE (DCAPE) are correlated. In reality, there may not exist a  direct 

relationship between CAPE and storm type when a  wide range o f hodographs and 

thermodynamic profiles is considered.

Given identical temperature and shear profiles, we would expect, however, 

that updraft strength should increase with increased low-level moisture, regardless o f 

storm type. Mid-level rotation, which results from tilting o f environmental horizontal 

vorticity, depends strongly upon gradients in vertical velocity and would, therefore, 

also be expected to increase as low-level moisture increases. The dependence o f low- 

level rotation on low-level moisture is a bit more complex. Brooks et al. (1994b) 

suggest that low-level moisture plays an integral role in distinguishing between 

tomadic and nontomadic storm environments.

If  the CIN is too great, it may not be possible to generate a storm for a given 

initial perturbation. It is unclear, however, whether this same environment could 

support an existing storm which formed in more favorable moisture and then moved 

into the less favorable environment I f  this is the case, some storms may exist largely 

because o f  their history rather than their current surroundings. A simulation based
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on a sounding representative o f  the ambient environment would therefore result in no 

deep convection, while one based on a sounding firom the location o f storm initiation 

could greatly overestimate storm strength. This dilemma calls into question the 

popular notion o f a 'proximity* sounding.

As a storm system moves into regons o f increased low-level moisture, the 

location and timing o f cell redevelopment along the gust foont may also be altered, 

affecting the interactions among cells and influencing the original cell either 

constructively or destructively. Interactions such as this will be discussed, but it is 

unclear that general results about storm intensity can be drawn since both positive and 

negative interactions are possible.

4.1 Environmental Setup

In order to isolate the effects o f variable moisture, it was desirable to construct 

an environment in which moisture variations are independent o f the vertical shear. In 

order to facilitate interpretation and boundary condition requirements, it is also 

desirable to have a steady-state environment. The most straightforward scenario 

meeting these goals is one in which moisture varies such that its advection by the 

horizontally-homogeneous base state winds is zero, i.e., moisture varies in the 

direction perpendicular to the base state winds. (A sim ilar setup was used by 

Skamarock et a l  (1994b) to study the effect o f variable CAPE on a numerically 

modeled squall line. However, they also allowed the wind shear to vary and, by 

varying moisture independently o f the pressure, it is unclear whether their 

environment was steady state.)
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Simply e l i m i n a t i n g  the advcctioa o f moisture is not sufficient to obtain a 

steady state. Because the moisture field is related to the hydrostatic pressure field 

through the virtual temperature, a  horizontal variation in the moisture will lead to a 

concomitant variation in pressure. This pressure gradient will then accelerate the 

winds and the environment will evolve, making analysis and the provision o f robust 

lateral boundary conditions difhculL One method for remediation is to introduce a 

small variation in the horizontal winds such that the momentum advection terms 

compensate for the pressure gradient force, keeping the enviroiunent steady. This 

leads to difficulties in interpretation, however, because both the shear and the CAPE 

vary. Also, this strategy would require a wind component across the pressure 

gradient, leading to advection o f pressure and moisture, and, thus, a non-steady state.

A more elegant approach is to let the temperature vary slightly, along with the 

moisture, such that the virtual temperature remains horizontally uniform. In this way, 

pressure also remains horizontally uniform and the environment will remain steady. 

This is the approach used in this study, where the adjustment to potential temperature 

for a given specific humidity variation is given by

0 ' = - e ) ]  (4,1)
(e+q^Xl + Çv)

where e is the ratio o f the gas constant for dry air (Rd) to the gas constant for water 

vapor (Rv) and the barred quantities represent base state values.

Weisman and Klemp (1982) examined the influence o f CAPE within 

homogeneous environments by specifying a particular vertical profile for potential
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Figure 4.1: Weisman and Klemp (1982) thermodynamic profile with qv in the
mixed layer equal to 14 g/kg.
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temperature and relative humidity (Figure 4.1). The CAPE was altered for different 

experiments by changing the value o f the w ater vapor mixing ratio within the mixed 

layer. A similar method is used here, but the moisture variation occurs across a  single 

environment. To facilitate comparison with their results, the original Weisman and 

Klemp sounding is specified in the location o f the greatest mixed layer water vapor 

mixing ratio to be used in the simulation. The mixed layer value o f qv is then 

decreased schem atically across the domain, with the corresponding change in 

potential temperature added to m a i n t a i n  constant virtual potential temperature.

Previous studies have suggested that even small variations in low level 

temperature can influence the initiation o f storms (Crook, 1996; Brooks et al., 1993b), 

particularly when the variations occur at certain levels such that CIN is greatly 

modified, h i our simulations, the temperature perturbations are applied throughout a 

layer, thereby reducing their influence on CIN. (hi Crook (1996) the temperature 

'error' was applied only at the surface, while in Brooks et al. (1993b) the temperature 

'error' occurred at a higher level, resulting in a markedly different LFC.)

To illustrate the change in the vertical temperature profile in a typical scenario 

for the present study. Figure 4.2 shows the modified profile o f temperature used at the 

domain location with mixing ratio o f 12 g/kg when the base state mixing ratio is 18 

g/kg (i.e., the mixed layer mixing ratio has been adjusted by 6 g/kg at this location 

and (4.1) has been used to determine the temperature adjustment at each level).

Figure 4.3 shows the same water vapor profile paired with the modified temperature 

profile taken firom a different portion o f the domain (corresponding to a mixing ratio
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Figure 4.4: Weisman and Klemp (1982) thermodynamic proffle with qv in the
mixed layer equal to 16 g/kg.
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of 16 g/kg). By comparing these two soundings, with equivalent mixing ratios but 

with slight modifications to ten^erature, we see that the CIN is altered very little and 

the LFC and theLCL are nearly identical. In contrast, we compare Figure 4.3 with 

Figure 4.4, having the same temperature profile but different mixing ratio values, to 

see the influence o f  changes in water vapor alone. In this case, the CAPE , CIN,

LFC, and LCL are all dramatically different. It is clear that changes in the m ixing  

ratio have much greater influence on overall sounding properties than do slight 

changes in temperature. For this reason, our experiments assume that changes in 

storm behavior are due primarily to the specified moisture variations.

h i all variable moisture experiments, the domain is 120x192x20 km^, w ith the 

initial disturbance centered with respect to x and y. For the control runs, which are 

symmetric about an east-west plane centered on the disturbance, only half the 

computational domain is needed in the y direction, with a symmetry condition 

imposed at y = 96 km.

4.2 Influence of Variable Moisture in a Weak Shear Environment

The above procedure is used to examine the influence o f variable moisture on 

a simulated storm with an environment characterized by weak vertical shear. The 

shear is unidirectional in the east-west direction, with the wind magnitude determined

by

M = C /^ ta n h (z /Z j )

where Zs = 3000 m  and Us = 12 m s*', producing a wind profile as shown in Figure 

4.5. The question here is whether or not the multicell system initiated along the
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Figure 4.5: Profile of u component of the velocity with height for weak shear 
case.

91



symmetry axis at y=96 km w ill develop preferentially toward the flank that extends 

into greater moisture. We might expect this to be the case because the LFC is lower 

on this flank, and regeneration o f cells should be more easily accomplished. We 

consider two cases with different initial values o f moisture.

In the first inhomogeneous case, the mixed-layer mixing ratio varies as shown 

in Figure 4.6, with a value o f 14 g kg^ at the initiation location. A homogeneous 

control simulation perfisimed using this initial thermodynamic profile develops the 

multicell storm system shown in Figure 4.7 at 2 hours. Cells form along an arc that is 

symmetric with respect to the mean shear vector. A time series o f the domain 

maximum value o f vertical velocity is shown in Figure 4.8 and indicates typical 

multicell behavior in which the initial cell is the strongest and is followed by weaker 

cells at various intervals. Given this control run for the initiation location o f the 

inhomogeneous domain, we would expect the gust front in the inhomogeneous case 

to spread into mixing ratios o f 12-13 g kg'̂  on the northern side and 15-16 g kg*‘ on 

the southern side.

Vertical velocities at z=4.6 km at 2 hours for control runs using 13 g kg ' and 

16 g kg ' are shown in Figure 4.9 and Figure 4.10, respectively. Cell locations are 

similar in the 14 and 16 g kg '' simulations, while the lateral spread o f cells is greatly 

reduced in the 13 g kg ' case. In all o f these simulations, the original cell splits as 

rain forms on its central axis. New cells form on the downshear side o f the cold pool, 

where rain-induced outflow opposes the low level winds and leads to enhanced 

convergence. This convergence depends upon the strength o f the rain-induced
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Figure 4.6: Schematic of inhomogeneous domain for CAPE simulations.
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wprt Cm/sJ at t=7200,0 s (2:00:00) at 2=4.600 km
1*2.0 u i in r i n i ii i irin 'iiii i i i i i i i i i | ii i i r i i rTTiTi ii i i i i ii i i i i m n n u i i in i in 'i i i t

144.0

B6.0

43.0

#

#
w °

Q Q    I I I I  I I I I  I I  mil I I I  I I I  miiiii I I I  null I I 1 1I I I  ilimr
'  0.0 46.0 96.0

X (k m )

Min =—4.21 Max=15.5 lnc=1.00 (contour)

Figure 4.7: Horizontal cross-section o f vertical velocity at z=4.6 km at t «  2 
hours for weak shear (Us«12 m s'̂ ) control run with qvmix»14 g/kg. (Actual 
computational domain Is the southern half of that shown, with a symmetric 
condition applied at y*96 km.)
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Figure 4.8: Domain maximum vertical velocity versus time for weak 
shear, inhomogeneous moisture simulation and corresponding 
homogeneous control runs. Mixed layer mixing ratios (qvmix) are shown 
in the legend for each homogeneous simulation. The inhomogeneous 
simulation has 14 g/kg in the initiation location.
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wprt Cm/sJ at 1=7200.0 s (2:00:00) at z=4,600 km
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Figure 4.9: Horizontal cross-section of vertical velocity at z«4.6 km at t » 2 hours 
for weak shear control run with qvmix*13 g/kg. (Actual computational domain is 
the southern half of that shown, with a symmetric condition applied at y*96 km.)
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wprt (m /sj at t=7200.0 s (2:00:00) at z=4.600 km
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Figure 4.10: Horizontal cross-section of vertical velocity at km a tt = 2 
hours for weak shear (U,»12 m s ') control run with qvmix-16 g/kg. (Actual 
computational domain is the southern half of that shown, with a symmetric 
condition applied at y-96 km.)
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outflow, which, is detennined by the amount o f rain produced as well as the amount o f 

evaporational cooling. With larger low-level mixing ratios, more rain is produced, 

leading to a  stronger cold pool and enhanced convergence, provided that the 

environmental sounding is sufficiently subsaturated (Brooks et al. 1994b). In 

addition, the LFC is much lower and the GIN is less, so that cells form more easily in 

the higher moisture regions. All o f these influences contribute to the differences in 

new cell development on the flanks o f  the gust fronts. Although the 13 g kg'̂  control 

run does not produce new cells on the flanks o f its cold pool, it is unclear whether a 

different cold pool, formed in higher moisture and thus having stronger convergence, 

would also be unable to generate new cells as it moves into the 13 g kg'̂  air.

hi particular, when a cell is initiated in the inhomogeneous environment at the 

location corresponding to qv=14 g kg'% we might expect that cells will develop more 

easily on its southern side, with weaker cells forming on the northern side. The 

increased rain production compared to the 13 g kg'̂  case should produce a stronger 

cold pool that more readily forces parcels to their LFC as it moves into the 13 g kg'̂  

air. The domain maximum value o f vertical velocity, shown in Figure 4.8, indicates a 

very strong initial updraft that quickly decreases in intensity and is followed by 

weaker maxima. The original cell again splits into two as rain 611s on the central 

axis, with the southern updraft significantly stronger. As the cold pool spreads 

beneath the original updraft, cells are initiated on predominantly the southern side 

(Figure 4.11), although one weak, short-lived cell does form to the north.
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wprt Cm/sJ at 1=7200.0 s (2:00:00) at z=4.600 kj
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Figure 4.11: : Horizontal cross-section of vertical velocity at z=4.6 km at t « 2 
hours for weak shear (U%=12 m s'̂ ) inhomogeneous moisture simulation with 
qvmix as shown to right.
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wprt (m/§) at t=10800,0 s (3:00:00) at z=4,800 km
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Figure 4.12: Horizontal cross-section of vertical veloci^ at z»4.6 km at t » 3 
hours for weak shear (Us«12 m s'*) inhomogeneous CAPE simulation with 
qvmix as in Figure 4.11.
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As time progresses, the cells become increasingly skewed toward the side 

with greater moisture, despite a  nortb-south symmetry in gust front location. A t 2 

hours, all significant cells are located at o r south o f the original symmetry line (see 

Figure 4.11) and this pattern continues at 3 hours (Figure 4.12). This result is to be 

expected given the striking difference in cell development along the flanks in the 

control simulations. Despite the increased rain production compared to the low 

moisture control simulation, the cold pool is unable to generate new cells in the drier 

air to the north. New cells are generated almost exclusively to the south, skewing the 

system toward this direction in time.

While the above result is interesting, it is somewhat expected since the control 

runs themselves do not display the same lateral extent o f cells in different 

environments. It is o f interest, therefore, to see if  this skewing toward higher 

moisture will occur even when the control runs all show similar lateral development. 

In that case, the biasing cannot be attributed to a simple inability to generate flank 

cells but must be due to some other process.

To illustrate, a  second inhomogeneous simulation is performed with storm 

initiation at qv = 16 g kg '. Vertical velocities at ^=4.6 km and 2 hours for control 

runs with qv -  14, 16, and 18 g kg ' are shown in Figure 4.7, Figure 4.10, and Figure 

4.13, respectively. Each of the control simulations produces cells on the flanks of the 

gust front In the inhomogeneous case, initial cell development is very similar to the 

16 g kg'' control run (Figure 4.14). The original cell splits as rain forms on its central 

axis, and the system remains quite symmetric throughout the first hour as a new cell
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wprt (m /sj at 1=7200,0 s (2:00:00) at z=4.600 km
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Figure 4.13: Horizontal cross-section of vertical velocity at z=4.6 km at t » 2 
hours for weak shear (Us*12 m s'̂ ) control run with qvmix*18 g/kg. (Actual 
computational domain is the southern half of that shown, with a symmetric 
condition applied at y«96 km.)
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wprt (m/s) at t=4BOO.O s (1:20:00) at z—4.600 km (contour)
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Figure 4.15: Horizontal cross-section of vertical velocity (m s'*) at z=4.6 km at 
t = 4800 s for weak shear (U,>12 m s ') inhomogeneous moisture simulation 
with qvmix » 16 g kg ' in initial bubble location.
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wprt (m/sj at 1=7200.0 s (2:00:00) at z=4.600 km (contour)
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Figure 4.16: Horizontal cross-section of vertical velocity at z*4.6 km at t = 2 
hours for weak shear (Us»12 m s'*), inhomogeneous moisture simulation with 
qvmix as shown to right.
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develops in the downstream direction on the symmetry line (Figure 4.15). The 

northern and southern cells are roughly equivalent in size and intensity. However, 5 

minutes later, new cells form on the southern side o f  the system; similar development 

is delayed on the northern side. By two hours fig u re  4.16), the system has become 

significantly skewed toward the southern flank, with the most intense cells well south 

o f the original symmetry line. Cells do not extend as far to the north as m the control 

simulations, suggesting that the forcing which initiated these cells in the control 

simulation is no longer srifficient in the inhomogeneous case.

Potential temperature perturbations at 2 hours at the lowest scalar point are 

shown for the 16 g kg*‘ control simulation as well as the inhomogeneous simulation 

in Figure 4.] 7 and Figure 4.18, respectively. The cold pool has clearly become 

biased toward the southern (high moisture) side in the inhomogeneous case as 

stronger cells have developed in this region and produced more rain, creating stronger 

potential temperature gradients and increased outflow. Since the low-level 

environmental winds are constant across the domain, the increased outflow to the 

south results in greater convergence, as shown in Figure 4.19 for the inhomogeneous 

case (compare with Figure 4.20 for the control run). Thus, because cells developed 

more easily to the south and were stronger than their northern counterparts, the cold 

pool also became stronger to the south, serving to increase convergence and further 

aid the development o f new cells.

This feedback process is shown in Figure 4.21. At three hours, the 

perturbation potential temperature at the lowest scalar point is skewed such that
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Control run, qvnaix=16 g/kg

Figure 4.17: Horizontal cross section of the perturbation  potential tem perature 
a t the lowest scalar level fo r the weak shear (U,= 12 m  s'^), homogeneous 
m oisture control run  with qvm ix = 16 g/kg a t 2 hours. (Actual com putational 
domain is the southern half o f th a t shown, with a  sym m etric condition applied a t 
y=96 km.)
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Inhomogeneous run

Figure 4.18: Horizontal cross-section of the perturbation potential temperature 
at the lowest scalar level for the weak shear (Us = 12 m s'̂ ), inhomogeneous 
simulation with qv as shown in Figure 4.16 at 3 hours.

108



I
â :

I
0

Figure 4.19: H orizontal cross section of convergence at the lowest scalar level 
for weak shear (Us=12 m s‘̂ ), inhomogeneous m oisture sim ulation a t 2.5 hours. 
Environm ental mixed-layer mixing ratio as shown in Figure 4.16.
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m

Figure 4.20: Horizontal cross section o f convergence a t the lowest scalar 
level for weak shear (U$=12 m s'̂ ), homogeneous m oisture control run with 
qvmix=16 g/kg at 2.5 hours. (Actual com putational domain is the southern 
half of th at shown, w ith a  symmetric condition applied a t y=96 km.)
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Figure 4.21: Processes leading to an asymmetric system in 
inhomogeneous moisture with weak shear.
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Figure 4.22: Horizontal cross section of pertu rbation  potential tem perature 
a t lowest scalar level for weak shear (Us=12 m  s* )̂, inhomogeneous m oisture 
sim ulation a t 3 hours. Environm ental m ixed-layer mixing ratio as shown in  
Figure 4.16.
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Figure 4.23: Horizontal cross section of perturbation  potential tem perature a t 
the lowest scalar level for weak shear (Us=12 m  s'^), homogeneous m oisture 
control run with qvmix=16 g/kg a t 3 hours. (Actual com putational domain is 
the southern half of th a t shown, with a  sym m etric condition applied a t y=96 
km.)
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wprt (m/$) at t=10800,0 » (3:00:00) at 2=4,600 km
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Figure 4.24: Horizontal cross section of vertical velocity at 3 hours at z=4.6 
km for weak shear (u,»12 m s ' \  homogeneous moisture control run with 
qvmix- 14 g kg'*. (Actual computational domain is the southern half of that 
shown, with a symmetric condition applied at y-96 km.)
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wprt (m/§) ot t=10800,0 & (3:00:00) at z=4,600 km
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Figure 4.25: Horizontal cross section of vertical velocity at 3 hours at z*4.6 
km for weak shear (u «12 m s ), homogeneous moisture control simulation 
with qvmix«18 g kg '. (Actual computational domain is the southern half of 
that shown, with a symmetric condition applied at y 9 6  km.)
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wprt (m/ç) ot t=10800.0 s (3:00:00) ot z=4,600 km
192.0 u imiii i ii immiiiim iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiriniiiiiuiiniiiu

144.0

: Symmetry

40.0 E-,

%

Line

0  (jS?

Q g  K i n m i m m n n i n i n n i i n i l i i i i i i i m n i i n m m m i m i i l i i i n i i i i i n i i r
'  0.0 48.0

X (k m )
08.0

Min=-13.2 Max=24.2 lnc=2.50 (contour)

Figure 4.26; Horizontal cross-section of vertical velocity at z»4.6 km at t « 3 
hours for weak shear (U,»12 m s"*), inhomogeneous moisture simulation with 
qvmix as shown in Figure 4.16.
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nearly ail o f the coldest air is south o f the original symmetry line (compare Figure 

4.22 with Figure 4.23). The control runs at this time (Figure 4.24 and Figure 4.25) do 

show differences in lateral extent as well, so a portion o f the asymmetry could be 

deduced firom them. However, the asymmetry at earlier times is not predicted from 

the control runs, and at three hours (Figure 4.26), the inhomogeneous run shows 

fewer cells to the north than even the 14 g kg'^ control run. Thus, we believe the 

feedback mechanism mentioned above is also contributing to the asymmetry.

From these results, we conclude that systems composed primarily o f air-mass 

thunderstorms become preferentially biased toward regions with higher values o f 

low-level moisture rather than simply continuing a pattern o f predominantly 

downstream redevelopment When the system is initiated in a region that is 

borderline for cell development on the flanks, the asymmetries begin very quickly. 

When the system begins in a moister region, the asymmetries take somewhat longer 

to develop, but become pronounced even at times when the control runs would not 

suggest asymmetry.

The propagation o f the system is heavily influenced by the gradients in 

ambient moisture. Whereas individual cell motion continues to follow the mean 

wind, new cell development is preferentially biased toward the high moisture flank. 

This combination o f cell motion and cell development leads to system propagation in 

a direction between that predicted by the mean shear vector and that given by the 

moisture gradient I f  one were to ignore the inhomogeneities in moisture and 

presume that system propagation is dictated primarily by a dynamical response to the
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shear, incorrect conclusions regarding storm system motion relative the shear vector 

could be drawn.

4 J  Influence of Variable Moisture in Strong Shear Environments

The previous section demonstrates the importance o f variations in moisture on 

the propagation o f a system comprising ordinary cells. Given that ordinary cells and 

supercells are dynamically distinct, it is not clear that the two types o f storms w ill be 

influenced by moisture variations in a  sim ilar manner. To determine the response o f 

supercell storms to moisture variations, simulations in environments characterized by 

strong values o f vertical shear are performed. The following questions are addressed 

in these simulations:

1) How long will a supercell continue to exist when it moves into a region o f 

moisture insufficient to initiate the storm?

2) Will the vertical velocity o f a supercell respond to changes in low-level 

moisture as predicted by parcel theory? In what manner will mid-level rotation adjust 

to the change in moisture?

3) Will an updraft without significant low-level rotation be able to develop it 

upon moving into increased low-level moisture?

4) To what extent does cell interaction impede or enhance the development o f 

low-level vorticity? Does an inhomogeneous environment influence this interaction 

through a change in the timing o f redevelopments?

The simulations described below are those which best address the above 

questions.
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4 J .l  Updraft Continiiatioa in an Un&vorable Moisture Regime

To address the question o f continued storm existence in an environment that 

would not support storm initiation, a storm is initiated in  an environment favorable to 

the development o f a long-lived storm and allowed to move into an environment with 

decreased moisture. Figure 4.27 shows the setup for this environment, with qy=12 g 

kg'̂  at the domain center and an east-west wind that is unidirectional with height.

The profile o f the u component o f  the wind with height is shown in Figure 4.28. The 

initial cell splits (represented by the dots), with the left-moving member o f the split 

pair entering a region that does not support storm initiation. Control runs for 

locations A, B, and C in Figure 4.27 are described below.

4J.l.a Control Simulation for avmix=10 g/kg with U,=30 m s~̂

When the environmental mixing ratio is only 10 g/kg, the initial bubble rises, 

condensation occurs, and minimal rain is produced. The vertical velocity briefly 

reaches 11 m s'̂  and then quickly weakens (Figure 4.29). Thus, no sustained storm is 

able to develop in this environment.

4 J .l .b  Control Simulation for avmix=12 g/ke with U«=30 m s'̂

With qvmix =12 g/kg, the initial storm splits into right and left-moving cells 

that remain dominant throughout the simulation (Figure 4.30 and Figure 4.31) and 

have significant mid-level rotation greater than 0.01 s'̂  (Figure 4.32). These cells 

m a i n t a i n  vertical velocities greater than 25 m s'̂  throughout the three hour simulation.
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Figure 4.27: Setup for inhomogeneous moisture experiments with 
strong shear. Green disks represent a split pair of storms. Domain 
motion is shown with the solid arrow.
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Figure 4.28: Profile of east-west wind component with height for strong shear, 
variable moisture simulations.
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Figure 4.31: Horizontal cross-section of vertical velocity at z* 4.6 km at 3 hours 
for strong shear (U,«30 m s'̂ ) control run using qvmix«I2 g kg^. (Actual 
computational domain is the southern half of that shown, with a symmetric 
condition applied at y»96 km.)
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by 1000) for strong shear (U «30 m s ') control simulation with mixed layer qv »
12 g kg '.
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Figure 433: Horizontal cross-section of vertical velocity at z«4.6 km for 
strong shear (U »30 m s '), inhomogeneous moisture experiment at 3 hours. 
Environmental values of the mixed-layer water vapor mixing ratios are shown 
to right.
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northern cell in inhomogeneous moisture simulation with U.-30 m s ' and qv»12 
g kg ' initially, with the variation in qv as shown in Figure 4 J3. (Height is with 
respect to the lowest scalar level.)
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Figure 4.35: Horizontal cross section of vertical velociQr at z=4.6 km for strong 
shear (U,»30 m s'*), inhomogeneous moisture simulation at 3.5 hours. 
Environmental values of mixed-layer water vapor mixing ratio are shown to 
right.
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4 ^ .1  .c Inhomogenenus Run Starting with Qvmix=12 e/kg with U^=30 m s ' 

In this simulation, the initial cell splits as expected. The northern cell moves 

into decreasing moisture with tune (Figure 4.33) and weakens considerably (Figure 

4.34), ye t it continues to exist. A t three hours, this storm is located in 10 g/kg air and 

persists (Figure 4.35) for over another hour (the end o f the simulation). Thus, a cell 

which form s in  strong shear can continue to exist when it moves into a ir that would 

not be able to generate a sustained storm  given identical initialization. Thus, the only 

reason the northern cell exists a t 4 hours is because o f its history. This result has 

interesting implications regarding proximity soundings because the inflow to a storm 

at a particular time may not be the determining factor for its current behavior. Even a 

very carefully placed inflow sounding may be very misleading.

One might then ask if  a storm initialized  in the inhomogeneous environment at 

the 10 g kg '‘ location would be sustained since it would have somewhat higher 

moisture to draw upon from its southern side. If this is the case, the inhomogeneity 

across the storm  may be the critical factor for existence, rather than the fact that the 

storm came from a region o f higher moisture.

To disprove this theory, an inhomogeneous environment with the same 

gradient in qv but with only 10 g kg'̂  at the initiation location is performed. Figure 

4.36 shows the domain maximum vertical velocity for both the homogeneous and the 

inhomogeneous case (initial bubble located where qv=IO g kg'^). The updraft speed 

follows a similar course in either domain, reaching a brief maximum and then 

decreasing back to zero. Thus, a sustained storm would not form in this location.
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reafSiming that the cell moving into this environment continues to exist, for a length 

o f time much greater than the time for parcels to traverse the updraft, solely because 

o f its history.

4 J.2 Vertical Veloci^ and Mid-Level Rotation:

Parcel theory suggests that the vertical acceleration o f an air parcel will 

increase as the CAPE o f the environment increases. If  parcel theory is approximately 

valid in the updraft o f a  severe storm, as updraft soundings suggest (Bluestein et al., 

1988; Davies-Jones, 1974; personal experience in VORTEX), then the vertical 

velocity should show a strong dependence on the amount o f low-level moisture 

present, though perhaps with a time lag. We also expect mid-level rotation to 

increase as the moisture increases due to its dependence on vertical velocity gradients 

in the tilting term o f the vorticity equation. In the previous example (Section 4.3.1), 

decreases in moisture were shown to cause significant decreases in updraft strength. 

These were also associated with decreases in mid-level vertical vorticity (Figure 

4.37). We now consider the case o f increasing moisture over a storm's lifetime. The 

same setup is used, but we now focus attention on the right-moving member o f the 

split pair.

4.3.2.a Inhomogeneous Run starting with ovmix=12 e/kg with U.f=30 m s~̂  

When a cell moves from a region with 12 g k g ' o f water vapor to a region 

with 14 g kg ', we see in Figure 4.39 that the domain maximum vertical velocity does 

increase slightly. This increase is surprisingly small for this case in  light o f the fact 

that, theoretically, the maximum updraft should follow
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mixed layer qv-12 g kg initially, with the variation as shown in F%ure 4 J5.
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Figure 4.38: Setup for inhomogeneous moisture simulations for splitting 
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Figure 4.40: TIme-height diagram of maximum vertical velocity (m s*̂ ) for 
southern half of strong shear (Ux*30 m s'*) control run with mixed layer qv * 12 
g kg'*. (Height is with respect to the lowest scalar level).
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Figure 4.41: TIme-height diagram of maximum vertical velocity (m s'*) for 
southern half of strong shear (u,»30 m/s) control run with mixed layer qv = 
14 g kg \  (Height is with respect to the lowest scalar level).
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the dominant cell. (Height is with respect to the lowest scalar level).
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Wmax — V2*CAPE

Over the first two hours, the CAPE experienced by the storm increases by a factor o f 

1.5, so the maximum vertical velocity could be expected to increase by 22.5% . The 

increase actually «qperienced is closer to 10%. However, this represents only a point 

measurement. A time-height diagram o f vertical velocity shows that, although the 

point maximum is only slightly higher, the updraft reaches this value over a much 

larger depth o f the storm, particularly during the first 1.5 hours (compare Figure 4.42, 

Figure 4.40, and Figure 4.41). At 2.5  hours, contrary to the predictions o f parcel 

theory, the updraft in the inhomogeneous case is weaker than the control — even 

though it is located in air having a mixing ratio more than 1.5 g kg'̂  greater than the 

control, and has been ingesting air with a moisture content exceeding that o f the 

control for its entire lifetime. This discrepancy indicates that the assumptions 

inherent to parcel theory are not justified for this cell at this time. I believe this is due 

to interference fi’om a nearby cell.

Figure 4.43 shows the vertical velocity at z=4.6 km in the inhomogeneous 

domain at 2.5 hours. The original right-mover has split into two cells (A and B) and 

there is considerable interference between them. A vertical cross section through 

these cells (Figure 4.44) illustrates this interference, with the colliding outflow winds 

at upper levels creating a downdraft, between the updrafts, extending down to 8 km. 

The convergence at cloud top is associated with high pressure and an adverse 

pressure gradient in the upper regions o f the updraft (Figure 4.45).
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Figure 4.43: Horizontal cross section of vertical velocity at z*4.6 km at 
t=2.5 hours for inhomogeneous moisture simulation with U *30 m s ' and 
initial qv*12 g kg '. Thick line indicates the cross section used in the 
following figures. Only the southern half of the computational domain is 
shown.
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Figure 4.44: Vertical (x-z) cross section at t»9000 s along line shown In Figure
4.43 for Inhomogeneous moisture case with U.«30 m s ' and Initial qv>12 g kg ' 
(as In Figure 4 J8). Contours Indicate vertical velocity (m s '). Domain-relative 
two-dimensional wind vectors are also shown.
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Figure 4.45: Perturbation pressure (Pa) at t = 9000 s along line shown in Figure
4.43 for inhomogeneous simulation with U =30 m s ' and initial qv = 12 g kg (as 
in Figure 4.38).
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Figure 4.46: Vertical veiocitŷ  atz»4.6 km at t*9900 s for inhomogeneous 
simulation with U *30 m s ' and initial qv*12 g kg '. Thick black line indicates 
the cross-section used in the following figures.
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Figure 4.47: Horizontal cross section of vertical velocity (m s ̂ ) at t=2.S hours 
at z=4.6 km for 13 g kg ' homogeneous control simulation with U, » 30 m s '. 
Symmetric condition is applied at northern boundary.
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Figure 4.48: Perturbation pressure (Pa) at t « 9900 s along line shown in Figure 
4.46 for inhomogeneous simulation with U,*30 m s'̂  and initial qv = 12 g kg ' (as 
in Figure 4 J8).
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Figure 4.49: Vertical (x-z) cross section at t*9900 s along line shown in Figure
4.43 for inhomogeneous moisture case with U »30 m s ' and initial qv»12 g kg ' 
(as in Figure 438). Contours indicate vertical velocity (m s '). Domain-relative 
two-dimensional (u-w) wind vectors are also shown (note the change in vector 
length compared to the previous figure).
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Figure 4.50: Time-height diagram of maximum vertical vorticity in s ' 
multiplied by 1000 for southern half of strong shear (U,*30 m/s), inhomogeneous 
moisture simulation with environmental mixed-layer qv varying as shown 
following the dominant celL
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At 9900 s, cell B is no longer evident and cell A  has become the dominant cell 

on the southern end o f a  line (Figure 4.46), bearing a  somewhat closer resemblance to 

the dominant cell in the 13 g kg'̂  control run (Figure 4.47). The adverse pressure 

gradient (Figure 4.48) and the peripheral downdraft (are altered without the 

interference 6om  cell B (Figure 4.48). At this time, cell A is in a region with qv = 14 

g k g '\ and its updraft speed is much closer to that o f the control run (Figure 439). 

Thus, the updraft speed does appear to respond to the changes in water vapor when 

the cell is isolated, but the influence o f increased moisture may compete with cell 

interference when multiple cells are present.

The maximum mid-level vertical vorticity (Figure 4.50) follows the maximum 

vertical velocity pattern quite closely for the original cell. A t three hours, this 

correlation breaks down as cell B, which is the strongly rotating portion o f  the 

original updrafl, dissipates. The maximum vertical velocity at this time is associated 

with cell A, which began as a pulse to the original updraft and contained a  vortex 

couplet. At three hours, this cell is just beginning to achieve significant vertical 

vorticity at midlevels.

To summarize, moisture will affect the vertical velocity (and mid-level 

vorticity) o f a storm in two different ways: directly, through alteration o f buoyancy 

(compare Figure 4.51 and Figiue 4.52, showing maximum potential temperature 

perturbation in the control and inhomogeneous runs, respectively) and indirectly, by 

altering the timing and location o f other cells.
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4 Cell Interactions; Superceil with U,=3S m s '

To further examine cell interaction, we consider a case with a  slightly higher 

mixing ratio at the initiation location. The mixed layer water vapor mixing ratio 

(qvmix) varies from 10 g/kg at the northern edge o f  the domain to 18 g/kg at the 

southern edge, producing a range o f CAPE from 500-4000 J kg '. A storm is initiated 

in the center o f the domain where the water vapor mixing ratio within the mixed layer

is 14 g/kg. The shear used in  the simulation is given by a = 35 tanh(z/z^) ms~^

where is 3000 m. This value o f shear is chosen in order to produce split cells that 

move with a component perpendicular to the mean wind such that the cells will 

experience significant variations in moisture over their lifetime (Figure 4.27).

Control runs are performed in homogeneous environments using soimdings 

taken from four locations in the inhomogeneous domain. These control runs are 

performed over the same time period and with the same domain motion as the 

inhomogeneous run. Details for each o f the control runs are described below. The 

focus in this discussion is on the significant role o f cell interactions in the 

development o f low-level vorticity.

4.3.3.a Control Run Along Centerline Tqvmix=14 g/kg^

The first control run uses the sounding corresponding to qvmix=l4 g/kg 

(Figure 4.1). The original cell splits into left and right-moving members that 

subsequently strengthen, exceeding their original strength until just under 2 hours. At 

6600 s, a new cell (cell B) forms northeast (southeast) o f the right (left) mover (cell 

A). During this time, cell A weakens considerably, as expected with cells in close
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Figure 4.51: Time-height diagram of maximum perturbation potential 
temperature (K) for strong shear (U*-30 m/s) control run with qvmix»12 g kg *.
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Figure 4.52: Time-height diagram of maximum potential temperature 
perturbation (K) for southern half of strong shear (U,-30 m/s), inhomogeneous 
moisture simulation with environmental mixed-layer qv as shown in Figure 
4J8.
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proximity to one another. This weakening is generally attributed to the development 

o f downdrafts on the cloud edges due to the competing circulations o f  adjacent cells 

(Turpeinen, 1982). Despite this. Cell B intensifies and splits, with its cyclonic 

member merging with another new cell (cell D) fonning between B and A. Cell 

merger would not necessarily be expected in this case if  these were ordinary cumulus 

clouds because the axis connecting the two cells is perpendicular to the shear vector 

(Turpeinen, 1982). h i this configuration, ordinary cells tend to suppress one another 

rather than merge. However, this e^qxectation must be modified in our case since the 

cells under consideration are si^)ercells and are not simply traveling with the mean 

wind.

The deviate motion caused by the splitting o f the northern cell allows its 

southern half (the right-mover) to merge with the new cell. The cell formed by this 

merger strengthens considerably and eventually develops significant low level 

vorticity greater than 0.012 s'* (Figure 4.53). Numerous investigators have 

documented intensification of cumulus updrafts through the merger process (e.g., 

Westcott, 1984; Miller, 1977; Orville et al., 1980; Turpeinen, 1982), and a few have 

noted similar behavior associated with the merger o f severe storm echoes (e.g.. 

Lemon, 1976; Bluestein, 1998). In our simulation, the merger o f a right moving cell 

with a new cell and the subsequent intensification o f low-level vorticity is intriguing 

and suggests further research on such a  mechanism for producing or enhancing low- 

level vorticity is warranted.
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Figure 4.53: Time-height diagram of maximum vertical vorticity (s ) times 
1000 for strong shear ((J  «35 m s ') control run with mixed-layer q v l4  g 1% '.
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To summarize, m this simulation the original split cells exhibit significant 

mid-level rotation but do not develop significant low-level rotation. A  low-level 

mesocyclone does not form until almost three hours into the simulation, and it is 

associated with a new cell further to the east that formed via the merger o f two 

updrafts.

43>3.b Control Run for hicreased Moisture (avmix=16 

Increasing the mixed layer mixing ratio to 16 g kg ' leads to greatly enhanced 

buoyancy and larger vertical velocities, resulting in increased tilting o f  environmental 

vorticity. Thus, we would expect the simulation with enhanced moisture to have 

greater values o f mid-level vorticity produced primarily through tilting. Examining 

Figure 4.54 and comparing to Figure 4.53, we see that this is indeed the case, with the 

16 g kg ' simulation exhibiting larger mid-level vertical vorticity, particularly during 

the first hour o f the simulation.

Increased moisture also should lead to increased rain production and increased 

evaporation (as long as the environmental sounding is sufficiently subsaturated), thus 

aiding the formation o f large potential temperature gradients in the cold pool. One 

would expect this to aid in the development o f low-level vorticity (Rotunno and 

Klemp, 1985; Brooks et al., 1994b) if properly positioned relative to the storm inflow. 

However, in this simulation there is no development o f significant low-level vertical 

vorticity. While it is tempting to conclude from this that larger moisture must 

somehow be detrimental to the production o f low-level vorticity, examination o f a 

simulation using 17 g/kg in the mixed layer easily disproves this assumption.
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Figure 4.54: Time-height diagram of maximum vertical vorticity (s ', multiplied
by 1000) for strong shear (U *35 m s ') control run with qv*10 g 1% '.
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The 17 g kg’  ̂case produces very strong (> .02 s*̂ ) low-level vorticity (Figure 

4.55) in the second m ain cell (cell B) which forms in a  manner similar to cell B in the 

14 g kg'̂  control run, but with greater intaisity. We believe that a similar process for 

the development o f low-level vorticity does not occur in the 16 g kg^ case because 

the interaction between cells is different due to the timing o f their development.

The cells o f the original split pair in all o f the control simulations develop strong mid­

level vorticity but do not produce significant low-level vorticity. However, 

subsequent cells that form and split do produce low-level vorticity in some cases. W e 

believe this is partially due to their fortuitous development along an existing cold 

pool rich with baroclinically-generated vorticity, sim ilar to the process associated 

with cyclic mesocyclogenesis in which secondary updrafts develop mesocyclones 

much more rapidly than the first (Adlerman et al., 1999). In other words, although 

the cells o f the original split pair never develop the ideal configuration for producing 

strong low-level vorticity, subsequent cells forming along the gust firont do. In the 16 

g kg'̂  case, this production is disrupted by the interactions between the numerous 

cells.

In particular, cell B splits before the new cell forms to its south, causing the 

right mover o f cell B to move in front o f  the new cell rather than merging with it as it 

did in the 14 g/kg case. Without this merger, cell B does not intensify and become 

the dominant cell. Instead, three cells o f nearly equal intensity coexist. Although a 

detailed circulation budget has not been performed, cursory analysis suggests that the 

production o f low-level vorticity is primarily disrupted by surface divergence from a
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Figure 4.55: Tim e-height diagram  of maximum vertical vorticity (s ')  times 
1000 for strong shear (Us=35 m s ') control run  w ith qv=17 g kg'*.
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cell to the north o f the main cell. This divergence alters the surface flow  in the region 

where strong low-level vorticity would be expected to develop based on the other 

control simulations. (Indeed, in a serendipitous simulation o f this same case in a 

domain which was slightly insufficient in size, development o f the cell to the north 

was inhibited by the boundary, and the main cell did  develop large values o f low- 

level vorticity.)

Thus, I do not believe that the lack o f low-level vertical vorticity is due 

directly to the increased moisture, but is due instead to changes in the details o f cell 

redevelopment and interaction. It is o f interest to note that when several cells are 

present, the generation o f a strong supercell with significant low level rotation from 

re developments depends on the ability o f one cell to become dominant and/or 

isolated. In both the 14 g/kg and 17 g/kg cases, this occurs through cell merger. On 

the other hand, when the cells all have equal intensity and are fairly close together, as 

in the 16 g/kg case, their interference prevents one cell from becoming dominant. As 

a result, the outflow from one cell may disrupt the production o f low-level vorticity 

by its neighbor.

4.3J?.c Inhomoeeneous Run Starting with ovmix=14 g/kg

We now examine the inhomogeneous case with qv=14 g kg ' a t the initial 

bubble location and a gradient o f qv toward the south across the domain. The original 

cell in the inhomogeneous run evolves and moves in a manner similar to the 14 g/kg 

control run for the first 2 hours o f its lifetime, as expected. After two hours, the 

original right-mover is located in an environment corresponding to a mixed-layer qv
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o f approximately 15.5 g k g '\  A cell similar to cell B in the control run develops, 

splits, and merges with a  new cell in a  manner very similar to the control run. It does 

not have the cell interaction difSculties which plagued the 16 g  kg^ control 

simulation, but it does contain additional redevelopments on the southern side, one o f  

which results in the demise o f the original right-moving cell. The cell formed via 

merger becomes the dominant cell, moving well to the right o f the mean wind with a 

deviate motion greater than any o f  the control simulations, suggesting that its motion 

is being influenced by the gradient o f CAPE. It remains fairly isolated despite the re­

developments occurring on the flanks.

Figure 4.56 shows the maximum vertical vorticity for this simulation. We see 

that the cell develops strong low-level vorticity at approximately the same time as the 

control simulations. The magnitude o f the low-level vorticity lies between those for 

the control runs corresponding to the qv values at the initial and current positions. 

Thus, the increase in moisture over the storm system's lifetime has amplified the low- 

level vorticity well beyond that which it would have had in its original location. 

Although the cell has evolved in a  manner similar to the 17 g/kg control run from 2 to 

3 hours and has vertical velocity values equaling those found in that control run, it 

does not develop equally large values o f vertical vorticity. This is not surprising, 

given that it has not been in the 17 g kg'̂  region for a large amount o f time. We 

might expect that some time will be required for the updraft and cold pool to adjust to 

the increased moisture.
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Figure 4.56: Time>height diagram of maximum vertical vorticity (s ')
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Thus, a cell moving into greater moisture might be expected to experience an 

increase in low-level vorticity, as long as this is not prevented by detrimental cell 

interactions.

4.3.4 Low-Level Rotatioii: Supercell with U,=30 m s '

In the supercell simulations described above, development o f low-level 

vertical vorticity is delayed until the second major cell forms. This muddies the 

interpretation o f the results, as they become highly dependent on the details o f the 

redevelopments. In an effort to aid in this interpretation, we now perform an 

experiment with a slightly lower shear value (Us=30 m s ') in the hope of achieving 

significant low-level vorticity in the original split pair, making it easier to perform 

cell-to-cell comparisons between the inhomogeneous environment and associated 

control runs.

4.3.4.a Control Simulation for Qvmix=l2 g/kg with Uc=30 m s''

With qvmix =12 g/kg, the initial storm splits into right and left-moving cells 

that remain dominant throughout the simulation (Figure 4.31). These cells never 

develop significant low level vorticity (Figure 4.57), presumably due to both the 

diminished gradients in the cold pool as a result of decreased rainfall as well as 

diminished low level vertical velocities due to a higher LFC. The low-level vorticity 

never exceeds .005 s ' throughout the 3 hour simulation.
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Figure 4.57: Time-height diagram of maximum vertical vorticity (s ', multiplied
by 1000) for strong shear (U-30 m s ') control simulation with mixed layer qv *
12 g kg '.
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4.3.4.b Control Simulation forQvmix=14 g/kg with U.=30 m s~̂

When a  control simulation is performed using qvmix = 14 g kg ', the initial 

storm splits into right and left-moving cells that remain the dominant cells throughout 

the simulation. These cells develop significant low level rotation after nearly two 

hours and maintain it for over 30 minutes (Figure 4.58). Smaller cells develop to the 

west o f the main cells but do not appear to significantly infiuence them.

4.3.4.C Inhomogeneous Run starting with avmix=12 g kg ' with U =30 m s '

When a cell is initiated in the inhomogeneous domain with an initial mixing

ratio o f 12 g kg ', the southern cell moves into moisture values that were associated 

with greater low-level vorticity in the control simulations . The environment at the 

initiation location in the inhomogeneous run does not support low-level rotation in the 

control run; it is unclear whether a storm beginning there will develop low level 

rotation as it moves into better moisture.

The right-moving cell in this simulation was considered in section 4.3.2.a with 

regard to updraft strength and we noted a departure firom anticipated results due to 

cell interference. This cell interference also plays a role in the establishment o f low- 

level vorticity. Even though the cell ingests water vapor o f greater than 13 g kg ' 

from 1.5 hours on, it does not produce low-level rotation of equal value to the 13 

(Figure 4.59) or 14 (Figure 4.58) g kg ' control runs. A detailed analysis o f low-level 

circulation is plaimed for the future but has not been performed. However, we 

believe the cell interactions are again responsible for the lack o f vorticity. This 

supposition is supported by the fact that low-level vorticity is greatly enhanced from
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2.5 hours on and does reach significant values, at least for a short period o f  time, 

when the cell becomes more isolated and intensifies after 3 hours.

4.4 Summary

hi a weak shear environment, inhomogeneous moisture skews the storm 

system toward the higher moisture region in time. This is e^qilained through a 

feedback process in which preferred cell development due to a lower LFC leads to 

even greater preferential development as the cold pool also becomes skewed toward 

the high moisture region. This provides additional convergence to enhance the 

production o f new cells. System motion is determined in part by individual cell 

motion along the mean wind and in part by new cell development on the high 

moisture flank, resulting in a motion at an angle to the shear vector, directed toward 

higher moisture.

In a strong shear environment, a storm can continue to survive when it moves 

into a region that could not produce a storm firom inception. While the reasons for 

this have not been fully explored, we suspect this behavior is due in part to the lifting 

pressure gradient force on the flank o f a rotating cell, which helps lift air to its LFC, 

and possibly due to the ability of the inflow low to draw in air from a higher moisture 

region.

Increased moisture also is found to increase updraft speed in a supercell, 

particularly when a cell is isolated. The influence o f increased buoyancy in  the 

updraft may not be directly apparent if  cells are close together such that an adverse 

pressure gradient due to cell interference compensates for the increased buoyancy.
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Low-level rotation is also found to have a response that depends on whether the cell 

is isolated. For a  cell that does remain isolated, increased water vapor appears to 

amplify the low-level vorticity beyond that produced in  the control run usmg the 

sounding from the initial location.
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Chapter S Experiments with Inhomogeneous Environmental Shear

There are many ways in which the shear can vary in a given observed 

environment, often as the result o f specific mesoscale features present. However, this 

is often an intractable problem to analyze theoretically given the complexity o f real 

environments and the concomitant variability o f several environmental variables. 

Thus, it is often the case that no general conclusion is reached concerning, for 

example, the role o f changes in environmental vertical shear over a storm’s lifetime.

In this study, the fixzus is not on replicating observed features using real data, 

but instead on understanding the influence on storm structure o f spatially-varying 

environments, the configuration o f which is specified analytically in order to facilitate 

interpretation. Results are shown for both weak and strong shear environments, and 

for a case in which the vertical shear varies along the mean wind.

5.1 Analytic Environment Setup

Many factors must be considered when attempting to specify an analytic 

environment with varying wind shear for use in a computer simulation. First o f all, 

proper boundary conditions must be specified, and this is difficult if  the environment 

evolves in a manner that does not permit an analytic solution in time. Even with an 

analytic solution in time, interpretation o f changes fisUowing storm motion is more 

difficult if  the environment is also changing in time. Real environments, o f course.
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do exhibit changes in time, and this can have a profound influence on storm 

development (e g., Burgess and Curran, 1985).

Early in this study, annulations in which the shear was forced to vary 

temporally, rather than spatially, were examined (Richardson and Droegemeier, 

1996). While the results were promising, there are a number o f interesting questions 

that simulations o f that nature caimot address even though changes in various 

quantities as the storm moves through an inhomogeneous environment could just as 

easily be cast as changes in time in the storm's reference flame. One o f the m ost 

interesting questions concerns the alteration o f storm propagation due to the 

inhomogeneities present. Specifying a change in time across the entire storm 

precludes study of this important question. Thus, we decided to pursue a steady-state 

solution with horizontally-variable shear instead, h i the foture, the two methods o f 

investigation could be combined to produce even more comprehensive results.

The next consideration is the Coriolis force. When the Coriolis force is 

included, very few steady-state environments with horizontally varying wind shear 

are possible due to the concomitant variations in temperature and pressure across the 

domain. An unsteady, inhomogeneous environment initially in thermal wind balance, 

(i.e., with the Coriolis force included) was also attempted early in this study.

However, although the results were interesting, they were also difficult to interpret 

because both vertical shear and CAPE were varying in a complex manner. The 

environment was also evolving slightly in time due to the advection o f thermal
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perturbations necessary for thermal -wind balance, causing us to question the validity 

o f our prescribed boundary conditians.

For all o f these reasons, it became evident that mote readily interpretable 

results were likely if  the Coriolis force was neglected in our simulations. Its 

exclusion is justifiable for relatively short-lived phenomena (i.e., less than or equal to 

4 hours) such that the perturbation winds are not significantly altered. In terms o f the 

vorticity dynamics o f the problem, the Coriolis force m aybe excluded if  the tilting 

term is significantly larger than the stretching term associated with planetary vorticity 

(Davies-Jones, 1984). This will be true if

dw dwdU 
dy ÔZ « 1  (5.1)

or, using scale analysis,

where S represents the shear o f the environment (normally dU/dz), D represents the 

horizontal scale o f the storm, and H represents the vertical scale. For a severe storm, 

D/H=l, so the Coriolis force may b e  excluded as long as it is much smaller in 

magnitude than the shear. For the simulations to be presented, this condition is 

always satisfied and, thus, the Coriolis force is not included. Note that this scale 

analysis is not appropriate near the ground where w is zero but dw/dz is nonzero. 

Thus, conclusions regarding changes in very low-level vorticity will be made with 

caution.
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Given that we desire an environment that remains steady without the Coriolis 

force, we must examme the momentum equations for an inviscid fluid in  a non- 

rotating reference flame, given by

I I
— + V - Vv =  — y p  -  gk  (5.3)

flrom which it is clear that a  hydrostatic environment with no horizontal pressure 

gradients will be steady state i f  the advection terms are zero. The simplest 

environment satisfying this condition consists o f the superposition o f a  horizontally- 

homogeneous base-state wind that is unidirectional with height, and a perturbation 

environmental wind that is parallel to it. The magnitude o f this perturbation varies in 

the direction perpendicular to the wind direction (see Figure 5.1). (A setup somewhat 

similar to this was used by Skamarock et al. (1994b) to study the effect o f 

environmental variability along a  squall line. However, both the shear and CAPE 

varied in their study.)

The setup in Figure 5.1 is relatively easy to simulate and is completely 

flexible in the allowed magnitudes o f the perturbations. However, it has the inherent 

drawback o f allowing shear variations only in a direction perpendicular to the mean 

wind. Thus, a  cell moving with the mean wind will not experience changes in the 

environmental shear over its lifetime. Despite this limitation, the configuration may 

be used to study the effect o f changes in shear for storms that do not move with the 

mean wind, namely supercells. It can also be used to study the initiation o f cells as a 

cold outflow boundary spreads laterally and encounters changing shear conditions.

170



Weaker Shear

Base State Wind Perturbation Wind y  . , .
at fl given height_______at Same IfiVei_________________

Stronger Shear

Figure 5.1: Setup for inhomogeneous environment for unidirectional shear 
simulations. Thin lines indicate shear contours on an x-y cross section of the 
domain.
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Simulations for both o f these situations are presented and an understanding o f them is 

essential to the understanding o f more complicated setups that follow.

An initial condition producing steady-state horizontal winds may be found in 

which the shear does vary in the direction o f the mean wind o v ^  the cloud layer, thus 

allowing the shear to vary along the storm's motion vector. To determine this initial 

condition, we assume a linear variation o f  the winds so that we may write their 

horizontal components as

U = U + a x + (e -q )y

and

V = V + (e + q )x -a y  

where ‘2a’ and ‘2e’ are stretching and shearing deformation, and ‘2q’ represents the 

vertical vorticity. Each o f these ('a', 'e', and "q") can be functions of z but not x or y. 

The variables U and V represent the total enviromnental winds, while U  and V 

represent the horizontally-homogeneous base state component o f the environmental 

winds. Note that this solution yields a non-divergent wind field. Although we 

recognize that convergence is present in most severe storm environments and may 

alter storm behavior significantly (Crook and Moncrieff, 1988), this is not the 

phenomenon o f interest in this study, hicluding convergence in the environment is 

not necessary to achieve our goal o f understanding o f the influence o f variable 

vertical shear on storm morphology.

Using (5.4) and (5.5), the equations o f motion may be expressed
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= = •¥ a x -¥ {e -q )y )a —Çy + {e+ q )x —ay){e—q) (5.6)
ôt dx ôy

and

dV SV  dV    —
-  = -U — - V —  = -(U  •^-ax+{e-q)y)(e+q)-(y -i-ie-i-q)x-ayX-a) (5.7) 
dt dx dy

which, can be s im p lif ie d  to yield

^  = [ -U a -V (e -q ) ]+ (a ^ + e ^ -q ^ )x  (5.8)
ot

and

^  = [-U (e + q )+ V a ]-(a ^ + e ^ -q ^ )y . (5.9)
ot

In order to obtain a steady-state solution, *a% 'e% and *q’ must be chosen such that the 

right hand side sums to zero for both equations. Because x  and y  vary, and we are 

enforcing a steady state everywhere, we can set the terms in brackets to zero 

individually. Determining ‘a ’ and ‘e’ requires the simultaneous solution o f the two 

equations o f motion, so that

a ü + V (e -q )  = 0

(e+ q )Ü -V a  = 0 (5.11)

yielding the condition.

V ^ (e -q )+ tP (e + q )  = 0 (5.12)

from which e and q are related by
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e = (5.13)
V^+ÎP

The defom ation ‘a* is then given by

and ‘q’ is left as a firee parameter. It can easily be shown that these values for *e' and

‘a’ satisfy a^+e^-q^=0 so that the spatially dependent term is also zero for both wind 

components. Thus, a steady-state solution can be obtained for an arbitrary hodograph 

by specifying ‘q ’ as a  function o f height and using the above relations for ‘e’ and ‘a’. 

Given a function for ‘q’, the horizontal w ind components are determined by

U = ̂ ^ ^ \ V x-U y)-^-U  (5.15)

and

J i - - ^  C F x-Ü y) + F  (5.16)

where U and V represent the horizontal components o f the base state wind field.

In effect, this solution represents patterns o f  wind perturbations such that the 

gradient o f the wind is perpendicular to the wind direction at each level. Thus, the 

perturbation environmental winds are in the same direction as the base state winds.

In fact, the above result (5.15-5.16) can be derived based on this premise. For 

example, the north-south component o f the wind must satisfy

V =X u' (5.17)
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at each level to give the correct directioii for the perturbations (in the same direction 

as the base state winds). Assuming that the perturbations vary linearly in x and y and 

do not vary along the wind direction (i.e., contour lines o f U ' and V  are straight and 

have a slope V /U ), the total wind must satisfy

(5.18)
V =  V + g = (V x -U y ) 

where g is an arbitrary function o f height. The vertical vorticity o f this wind field is

ax ay U

If  we solve for g in terms o f q and substitute into (5.18), we obtain the same result as 

(5.15) and (5.16). Thus, at each level we are simply adding perturbation winds in the 

same direction as the base state winds and do not allow their magnitude to vary along 

the wind direction. The levels are then superimposed, with the largest gradients 

occurring at the level where q is a maximum. The simplified cases presented for 

straight hodographs are a subset o f this solution.

5.2 Variable Vertical Shear in a Weak Shear Environment

We first examine shear variations in an environment where the base state 

shear is weak, such that storm evolution is dominated by redevelopments along the 

outflow firom the original storm. In this case, a  homogeneous environment would 

produce a redevelopment downshear from the initial storm, where the inflow and 

outflow winds most strongly oppose one another. W ith an inhomogeneous 

environment, the cold pool spreads into stronger shear on one side and weaker shear
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on the other. We seek to discover i f  the shear variability will bias th e  redevelopments 

toward the strong shear f l a n k  o f the storm rather t h a n  the downshear direction.

The analytic sounding devised by Weisman and Klemp (1982) is used to 

produce the base state thermodynamic and moisture profiles (Figure 5.2) with a 

mixed layer mixing ratio o f 14 g kg '.  The base state winds for this case are given by:

U  =  12tanh(z/z^) m s  '  20)

and the variations are given by

U' = — (I-tanh(z/Z s))m s  ̂ (5.21)
Ys

where ys is 100 km and z, is 3000 m. The domain used is 90x192x20 km^, so U 

varies fi:om 2.4tanh(z/zs) m s '' to 21.6tanh(z/zs) m s'' from the northern boundary to 

the southern boundary fig u re  5.3). (The multicell actually occupies less than half 

the domain, so the variations in shear across it are much smaller than those implied 

for the entire domain.) The domain translation is toward the east at 8 m s ''.

This shear variation is associated with negative vertical vorticity in the 

environment. While we would prefer not to include vertical vorticity, it is 

unavoidable because we require a steady environment However, in the present 

configuration, the shear is strongest on the right side, where we expect the cyclonic 

member o f the original vortex couplet, while the environmental vorticity is 

anticyclonic. Thus, if  anything, the environmental vorticiQr is acting to suppress the 

feature we are trying to observe. H  we observe a favoring o f the right side, it is likely 

to be in spite o f  the environmental vortici^  rather than because o f it.
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profile at the domain center, while the other two lines represent profiles 
at a distance 75 km to the north and south of the domain center.
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Because everything else in the simulation is symmetric, any asymmetries that 

develop can be attributed to differences in the magnitude o f  the shear across the 

domain.

When a storm is initiated in the center o f the domain. Figure 5.4 shows that 

the resulting system remains quite symmetric for the first hour. By two hours, 

however, the system has developed noticeable asymmetries (Figure 5.5). At 2.5 

hours (Figure 5.6), even more cells are present south o f  the original symmetry line. 

Figure 5.7 shows the surfoce divergence at the surface; the maximum convergence is 

clearly biased toward the southern flank where the shear, and thus the storm-relative 

winds, is greater and the cold pool is stronger and deeper fig u re  5.8). This increased 

convergence is presumably aiding in the development o f new cells on this flank. 

However, the strongest updraft at any particular time is not necessarily on this flank. 

Thus, although cell development is enhanced, updraft strength is not. A multicell 

system may become biased toward the higher shear region in terms o f number o f  

cells, with the strength o f the updrafts remaining fa irly uniform. This is in contrast to 

the variable CAPE experiments where both cell generation and cell strength were 

clearly biased to the high moisture flank.
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Figure 5.4: Horizontal cross section of vertical velocity (m s ') at z=4.6 km at
t=4200 s for weak, unidirectional, inhomogeneous shear as in Figure 5.3.
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Figure 5.5: Horizontal cross section of vertical veloci^ at z«4.6 km at t-7200 s 
for weak (U.»12 m s '), unidirectional, inhomogeneous shear as in Figure S3.
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Figure 5.6: Horizontal cross section of vertical velocity at p 4 .6  km at 
t=9000 s for weak, unidirectional, inhomogeneous shear as in Figure S3.
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Figure 5.7: Surface divergence (negative values dashed) at 9000 for weak, 
unidirectional, inhomogeneous shear as la Figure 53. Thick solid line indicates 
location of cross section shown in the following figure.
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Figure 5.8: Vertical (y-z) cross section of potential temperature for weak, 
unidirectional, inhomogeneous shear as in Figure 5.3.
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5^ Variable Vertical Shear In a Strong Shear Environment

We now examine a  similar configiiiation, but w ith a  stronger base state vertical 

shear. The base state hodogr^h  used in this simulation is given by

U = 2 2 ta n h (z /z s)m s“  ̂ (̂ 5 22)

and the variations are given by

U ' =  - ^ ( I  -  t a n h ( z / Z s ) )  ms~^ (5.23)
Ys

The environmental perturbation wind magnitude varies by 10 m s~l over y, = IOC km 

at the ground and Êdis to zero aloit, with Zg = 3000 m. This corresponds to an

environmental vorticity value o f - d U I d y — -10*^ s*l at the ground. The profile o f  U 

at the domain center, as well as ±  75 km, is shown in Figure 5.9. The domain 

translation is toward the east at a speed o f 1 7 m s '\

The analytic sounding devised by Weisman and Klemp (1982) is again used to 

produce the base state thermodynamic and moisture profiles (Figure 5.2), with a 

mixed layer mixing ratio o f 14 g k g \  The base state, therefore, corresponds to the

Weisman and Klemp (1982) Ug=22 m s’  ̂case and produces a  split pair o f storms as 

well as a secondary redevelopment along the symmetry axis in the downshear 

direction. This value o f shear is purposely somewhat marginal for producing a 

supercell storm so that, given the variation prescribed by (5.23) and the expected cell 

motion, the left moving cell w ill reach the vertical shear values normally associated 

with multicells. Conversely, the right cell will encounter vertical shear that is 

increasingly favorable to stq>eicell development over its lifetime. If  the initial storm
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Figure 5.9: Profile of east-west velocity component for inhomogeneous, 
unidirectional, strong shear experiments. Middle line corresponds to the profile 
at the domain center, while the other two lines represent profiles at locations 75 
km to the north and south of the domain center.
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were started in a  strongly sheared environment, the variabili^ m the environment 

would not be great en o u ^  to cause significant changes in e^qtected storm type as the 

cells move apart.

Figure 5.10 shows the vertical velocity at z=4.6 km for the inhomogeneous 

simulation at 2 hours. The system has remained fidrly symmetric in lateral extent, but 

the updraA furthest to the south has the greatest degree o f organization and is highly 

correlated with vertical vorticity^ (Figure 5.11). At three hours, this cell has become a 

bow echo (Figure 5.12) while the northern flank exhibits multicell behavior. The 

lateral extent o f the system is greater to the north, where the shear is weaker, but the 

shear is still sufficient for new cell generation. Thus, in this case, the effect o f the 

shear variation is to bias new cell development toward the weaker shear flank while 

increasing the organization o f cells to the south.
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Figure 5.10: : Vertical velocity at z«4.6 km and ̂ 2  hours for strong shear 
(U=22 m s% unidirectional shear case as in Figure 5.9.
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Figure 5.11 Vertical vorticity (s ') multiplied by 10̂  at z-4.6 km and t=2 hours 
for strong (U =22 m s '), inhomogeneous, unidirectional shear case as in Figure 
5.9.
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Figure 5.12 Vertical velocity  at z=4.6 km and t»3 hours for strong (U,»22 m s '), 
unidirectional shear case as in Figure 5.9. (Note the aspect ratio is exaggerated 
in this plot).
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5.4 Variable Vertical Shear Along die Mean Wind

The previous shear configuratioiis, though enlightening, have an important 

limitation: the shear can vary only in the direction perpendicular to the wind. This 

prevents study o f storm system behavior when the entire system moves into stronger 

shear. To overcome this limitation, we now configure the environment such that the 

shear changes along the mean wind. We use it to examine a  multicell storm system 

that encoimters increasing shear over its lifetime.

We accomplish this using (5.15) and (5.16) with carefully determined profiles 

for U, V, and q. hi order to achieve changes in the shear along the direction o f the 

mean wind, the perturbations to the homogeneous base state wind must be maximized 

at a level where the wind direction is different than that o f the mean wind. We wish 

to examine the influence of variations in low to mid level shear, and these can be 

achieved using wind perturbations maximized at either low or middle levels. If  they 

are maximized at middle levels, however, the e^qiected storm motion is nearly parallel 

to the shear contours and a storm moving with the mean wind experiences little 

change in shear over its lifetime. Thus, we place the maximum wind variation near 

the grotmd and use a hodograph in which the surface and m ean wind have different 

orientations.

Although it is true that a steady state solution can be devised for an arbitrary 

hodograph and arbitrary specification o f vertical vorticity w ith height, care must be 

taken to ensure that the resulting hodographs across the domain are at least fairly 

realistic. For example, certain choices o f ‘q’ profiles and hodographs will result in
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undesirable Jet structures in the wind field. While these features can certainly appear 

in nature, their influence in a  simulation is unclear and peculiar hodograph shapes 

often result in unexpected results. Thus, it is desirable to lim it the hodographs to 

fairly smooth shapes throughout the simulation domain.

This can be achieved by specifying the desired vertical profile fo r one wind 

component at a particular point in the domain and then solving ‘backward’ for the 

necessary ‘q’ profile. This vertical wind profile can only be specified for one o f the 

velocity components; the other will then be determined by the base state hodograph 

together with (5.15) or (5.16). Because the variations in U and V are linear, at some 

distance fiom the origin the shear will become great enough that the environment will 

be dynamically unstable. For this reason, it is very important to prevent the 

computational domain fi*om extending into these regions.

After much trial and error a viable environment for our purposes was 

determined by specifying

V ' = (Vxs - iJy s )  = A V (l-tanh(z/Z s): (5.24)

where AV is chosen to produce the desired change in shear at some point (Xs, ys).

The solution specified in this manner will have a  reasonable vertical profiles for V 

where (x,y) < (Xs,ys). The profile can still be unreasonable for U, however, i f  U  and 

V have vastly different values. Thus, the hodograph used must have sim ilar values 

for the two velocity components in order to avoid generation o f unrealistic profiles 

across the domain, but must also have a significant change in wind direction with
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height in  order to generate shear perturbations that are along the mean wind. It also 

must have a sufficiently large mean wind so that a storm traverses a significant 

distance over its Lifetime. Very few  wind profiles satisfy all o f  these constraints. The 

hodograph chosen is thus a  compromise in which the relatively small angle between 

shear variations and the mean wind is compensated by a large mean wind speed, 

reasonable hodograph variations, and stabilify o f the environment.

The base state wind components are given by

U =  18tanh(z/z$)+5 m s“  ̂ (5-25)

V = U + 6 m s ~ ^

where Zs is set to 3000 m. By specifying a  change in shear o f 45 m s'̂  at Xs=300 km 

and ys—300 km, the profile for q is given by

-4 5 a - t^ (z /Z d e fX V ^ + U ^ )  (5 27)
2V (V xs-U ys)

where Zdef is 3000 m. This produces a change in shear, as measured by the V  term in 

the BRN, shown in Figure 5.13. This figure also shows the computational domain 

(150x150x20 km^) and its position within this larger environment over the four-hour 

integration. Hodographs valid in the computational domain at three times are shown 

in Figure 5.14. The domain translation (Ugnd, Vgnd) is (17,23) fix>m 0 to 2.5 hours, 

(23,29) firom 2.5 to 3.5 hours, and (23,19) finm 3.5 to 4 hours.
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Figure 5.13: Variation of the u term in the Bulk Richardson Number for the 
environment in which shear varies along the mean wind. Computational 
domain location at 0,2.5,3.5, and 4 hours is shown.
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Figure 5.14: Hodographs for domain locations as shown in Figure 5.13.
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To aid our interprétation o f the change in storm behavior due to the change in 

shear, we first perform a homogeneous simulation using the sounding valid at the 

storm initiation location. In this simulation, the initial cell splits, w ith slight fiivoring 

of the left-moving cell as expected given the counterclockwise curvature in the 

hodograph. New cells develop quickly along the gust firont so that, by 2.5 hours, the 

system is very multicellular (Figure 5.15). This behavior continues in a classic 

pattern for the duration o f the simulation, as shown in Figure 5.16 at t=4 hours. The 

domain motion is the same as the inhomogeneous simulation.

We compare this experiment with another homogeneous simulation using a 

sounding corresponding to the t=3 hour position o f cells in the inhomogeneous 

domain (profile B in Figure 5.14). The domain motion for this control run is (17,23) 

from 0 to 3 hours and (23,19) from 3 to 4 hours. The behavior using this sounding is 

quite different, with the original right-mover transforming to a  bow echo by 2.5 hours 

(Figure 5.17). The storms in this simulation show a great deal o f organization 

compared with those in the first control run. The compelling question is whether a 

storm initiated in the original weak shear environment and moving into the new 

strong shear environment will also become organized, o r i f  it will continue to exhibit 

a  disorganized, multicellular structure.

The answer is shown in Figure 5.18 for the inhomogeneous environment 

simulation at 2.5 hours. The cell to the south is in stronger shear than the cell to the 

north and is much better organized. This is very similar to the idealized simulation 

with a straight hodograph and a shear variation across the storm. The shear has a
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Figure 5.15: Horizontal cross-section of vertical velocity at z=4.6 km for weak 
shear (profile A in Figure 5.14) homogeneous control run at t « 2.5 hours.
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Figure 5.16: Horizontal cross-section of vertical velocity at z«4.6 km at t=4 
hours for homogeneous control run using sounding from initiation location in 
inhomogeneous domain Oprofile A in Figure 5.14.).
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Figure 5.17: Horizontal cross section of vertical velociQr (m s ') at z=4.6 km at 
t=2.5 hours for homogeneous control run using sounding from the location B 
(297.6,296.4) in the inhomogeneous environment shown in Figure 5.13.
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Figure 5.18: Horizontal cross-section of vertical velociQr at z«4.6 km at t= 2.5 
hours for inhomogeneous simulation with shear varying along the mean wind as 
in Figure 5.13.
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similar organizing influence in this simulation. In this case, the increased shear 

allows the original right-moving cell to maintain its position along the gust firont 

much longer than in the weak shear control run, and with, much larger vertical 

vorticity (compare Figure 5.20 and Figure 5.19).

The right most cell then splits into a bow echo and a  strongly rotating cell at 

approximately 3 hours (Figure 5 Jtl), while the left side o f the system continues to 

exhibit a more disorganized, multicellular pattern. As the entire system continues to 

move into increasing shear, the disorganized cells at the nose o f the gust firont 

combine to form another bow echo (Figure 5.22). Comparing this to the control run 

firom the original location fig u re  5.16), we must conclude that the change in shear 

over the lifetime o f the storm  system has had a profound impact on the storm  

structure. The dynamics governing this transition in storm stmcture will be the 

subject of much future research.
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Figure 5.19: Horizontal cross-section of vertical vorticity multiplied by 10̂  at 
z=4.6 km at ̂ 2.5 hours for homogeneous control run using profile A in 
Figure 5.14.
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Figure 5.20: Horizontal cross-section of vertical vorticity at z=4.6 km at t=2.5 
hours for inhomogeneous shear simulation with shear varying along the mean 
wind as in Figure 5.13. ^ o te  the change in contour interval).
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Figure 5.21: : Horizontal cross-section of vertical velocity at z*4.6 km at 
t=11100 s (3:05 hours) for inhomogeneous shear simulation with shear varying 
along the mean wind as in Figure 5.13.
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Figure 5.22: Horizontal cross-section of vertical veloci^ at z*4.6 km at 4 hours 
for inhomogeneous shear simulation with shear varying along the mean wind as 
in Figure 5.13.
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Chanter 6 Summary. Conclusions, and Outlook

The purpose o f this study was to bridge the gap in understanding between 

simulations o f storms in highly idealized homogeneous environments and real data 

predictions in highly complex environments. To do this, we performed simulations o f 

storms in analytically-specified, horizontally inhomogeneous environments that were 

carefiilly chosen to produce clear responses in convection to variations in vertical 

shear and low-level moisture.

Model alteration to accommodate the inhomogeneous environment proved to 

be a considerable task, predominantly due to the absence o f other such studies to lead 

the way. After revising the lateral boundary conditions, Rayleigh damping, 

computational mixing, lateral boundary advection, and grid translation, the model 

proved to be quite amenable to the specified environmental inhomogeneities and did 

not generate spurious disturbances at the boundaries. This allowed for the use o f a 

computational domain of an affordable size that could be moved through the 

inhomogeneous environment.

The first attempts, in which the environment was allowed to  evolve slightly in 

time, required a stationary domain o f considerable size. These early attempts also 

included the Coriolis force such that it balanced the pressure gradient force and 

advection. The result was an environment in which vertical shear and low-level 

moisture varied simultaneously. The results were nearly as complicated as real data
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predictions in  terms o f their ability to contribute to our fundamental understanding o f  

storm behavior.

The transition to a steady-state environment and the exclusion o f the Coriolis 

force improved the interpretability o f  the results tremendously, as vertical shear and 

low-level moisture variations could be studied separately.

In order to study the effects on storm morphology o f  steady-state horizontal 

variations in low-level moisture, the key was to recognize that no perturbation in 

pressure could be allowed (i.e., to cause horizontal accelerations), and that the 

atmosphere had to remain in hydrostatic balance. This can be accomplished if  both 

density and pressure remain horizontally homogeneous. The easiest way to satisfy 

this constraint is to keep virtual temperature constant by prescribing a very small 

change in temperature for a given change in water vapor m ixing ratio. It is a 

fortuitous property o f the virtual temperature that only a very small temperature 

perturbation is required for a sizeable change in water vapor. This allowed us to 

devise a steady-state environment where the results can be interpreted in terms o f 

variations in moisture almost exclusively.

Several interesting conclusions can be made regarding the variable moisture 

simulations. First, it is clear that a storm comprised o f ordinary cells will develop a 

component o f  motion toward regions o f larger low-level mixing ratio. This has been 

a part o f forecaster terminology through oft-heard statements such as 'a storm will 

seek out the better moisture'. It is clear in the simulations that individual cells do not 

possess such a  "mindset", as they continue to move largely with the mean wind, but
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the storm s]^em  as a whole does develop a mechanism fo r promoting new cell 

growth predominantly on the higfi moisture side. New cell development is, o f course, 

initially preferred on this flank due to the lower LFC and decreased CIN. Once 

storms form, they contribute toward a preferential evolution o f the cold pool toward 

the high moisture side, resulting in increased convergence that further favors 

development on this flank. Eventually, the system may have fewer cells on the low 

moisture flank than predicted by corresponding control runs in homogeneous 

environments having the same thermodynamic properties.

In high shear environments, variable moisture can also have profound 

influences. Perhaps most interestingly, we found that a rotating storm can continue to 

exist when it moves into a region o f low-level moisture that would not support a 

sustained storm from inception. This suggests that the storm has mechanisms for 

lifting parcels to their LFC, such as fevorable upward pressure gradient forces on the 

flanks due to rotation, or a mechanism, that does not exist during the formative 

stages, for transporting moisture to the updraft. The exact mechanism for continued 

cell existence is a subject for future research.

Development o f cells along the gust front is heavily influenced by moisture 

variations in both strong and weak shear regimes as the overall storm system becomes 

skewed toward the higher moisture flank due to preferred cell growth. The feedback 

mechanism discussed above, however, is not as apparent for high shear environments. 

This is to be expected since supercells, once spawned, are forced not primarily by
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gust front processes, but rather by  dynamic pressure gradients associated with their 

rotational properties.

V atical veloci^ and mid-level vertical vorticity are influenced by  variations 

in moisture in two distinct ways. First, a  direct influence occurs owing to the increase 

in parcel buoyancy (CAPE) associated with increasing low-level moisture. This leads 

to an increase in updraft speed. Second, an indirect influence occurs via the 

modification o f the timing and location o f neighboring cells forming along the gust 

front. This can result in either cell merger or cell interference, with seemingly 

opposite effects on storm intensity and rotational characteristics.

Variations in shear are also found to profoimdly influence storm morphology. 

When a storm is initiated in weak shear, with varying shear across the storm, the 

development o f new cells tends to be favored on the higher shear flank o f the gust 

front where convergence is enhanced. The updraft strength, however, is not 

necessarily larger on this flank, presumably because of the competing influence o f 

increased entrainment. Thus, we might expect a storm system to appear to propagate 

toward higher shear.

When a storm is initiated in  higher shear with varying shear across the storm, 

new cell growth is preferred on the weaker shear side, but storms on the strong shear 

side show greater organization and longevity. Redevelopment cells are eliminated as 

the shear exceeds a threshold value on one side o f the storm, in agreement with 

Weisman and Klemp (1982). Thus, we might expect a storm system to appear to
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propagate toward lower shear, where redevelopment cells are likely, while it 

maintains the most organized cells on the higher shear side.

When an entire storm system moves into increasing shear over its lifetime, 

overall system structure is affected as disorganized multicells form coherent 

structures o f greater vorticity and intensity. This represents a new way to develop a 

feature such as a bow echo from existing  cells which were not originally supercells as 

opposed to those formed in Weisman (1993) in which 'cases that eventually evolve 

into bow echoes all originate with splitting cells earlier in the lifetime o f  the system'.

This study represents only the first step toward understanding the response o f 

storms to inhomogeneous environments. Additional analysis is needed in order to 

explain the dynamics governing many o f the responses noted. Detailed trajectory 

analyses are planned for the future along with diagnostic techniques to elucidate 

various forcings. A comparison o f these results with those based on varying the 

environmental properties temporally might provide the best method o f analysis, 

particularly for the shear experiments, since this would remove the need for 

environmental vorticity.
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ABPCTdiiA

The following model settings were used in the numerical simulations presented:

Potential temperature perturbation 
Horizontal Radius 
Vertical Radius 
Height o f maxnnum 

No terrain
Horizontal Resolution 
Vertical Resolution

Large time step 
Small time step 
Lateral boundary conditions

Top boundary condition

Bottom boundary condition 
Coriolis parameter 
Turbulence Parameterization

Dissipation coefficient (C J

Computational Mixing

2 K  Amplitude 
10 km 
1.4 km 
L4km

1500 m
350 m from 0-11900 m 
Stretching based on •£ applied fix>m 

11.9-20 km 
Average vertical resolution from 0-20 

km is 450 m
5 s 
1 s
Radiation condition for normal wind 
component as in Klemp and Wilhelmson 
(1978a) (with modifications as described 
in Chapter 3), phase speed = 45 m s '; 
relaxation to base state also applied with 
relaxation coefficient = 0.5 
Rigid lid with a Rayleigh damping layer 
fix>m 12-20 km; Rayleigh damping 
coefficient = 0.0067 s '
Rigid; no surface physics 
0
1.5-order closure based on predicted 
turbulent kinetic energy 
K^=0.1 1; where 1 is a stability-
dependent length scale following 
Deardorff (1980) and length scales are 

assumed to be anisotropic

3.9 at lowest level 
0.93 otherwise

2""-order in vertical, coefficient (scaled 
by vertical grid spacing) = 8.1x10"' s ' 
4"*-order in horizontal, coefficient (scaled
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by horizontal grid spacing) =  5x10“ s“ 
Nondimensional divergence dampmg coeff. 0.05 
Nondimensional time filter coefif. 0.1
Kessler warm rain microphysics 
Vertically implicit integration fo r w  and p
Advection o f perturbation potential temperature, and all mixing ratios done with flux- 

corrected transport
Advection o f momentum variables, pressure and turbulent kinetic energy done with a 

fourth order scheme in the horizontal and a second order scheme in the 
vertical
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