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ABSTRACT

The "spinup" problem is one of the most serious problems for short-range 
precipitation forecasting. It is known to be related to the deficiencies in the initial 
moisture, latent heating and divergent circulations. The motivation for this 
research is to mitigate the spinup problem by providing better initial conditions 
using radar and satellite data.

Most of the previous real-data diabatic initialization studies have used two- 
dimensional surface precipitation data to derive and adjust the initial latent 
heating and moisture fields in order to alleviate the spinup problem. The 
deployment of high resolution meteorological radar and satellite observation 
systems has provided new resources for diabatic initialization. A cloud analysis 
system was developed to synthesize these data sources and to construct three- 
dimensional cloud and precipitation fields. The system is based on the LAPS 
cloud analysis, with several modifications. Based on the three-dimensional cloud 
and precipitation analyses, a moisture and diabatic initialization scheme was 
developed. In the initialization scheme, the initial thermal field is adjusted to 
account for the latent heating due to cloud condensation. The relative humidity 
field in the analyzed cloudy regions is adjusted to alleviate deficiencies in 
conventional moisture observations. The initialization scheme was tested using 
both simulated storms and real data cases.

The results show that this new moisture and diabatic initialization can 
provide significant improvement in convective-scale precipitation forecasts with 
the aid of radar and satellite observations over a conventional data initialization. 
It is found that the moisture adjustment is very important for compensating 
deficiencies in conventional radiosonde observations. Without the moisture 
adjustment, cloud condensation and, in turn, precipitation are significantly 
underestimated. The thermal adjustment is important in data sparse regions for 
improving the initial thermal field as well as the initial moisture field. Without 
the thermal adjustment, the moisture adjustment can be insufficient in those 
regions. The results show that inserting a cloud or rainwater field at the initial 
time can help produce cold outflows at the surface and generate new storms. 
However, if the initial water load is not balanced by consistent updrafts, it could 
be detrimental to the development of the existing storms at the initial time. It is 
also found that an accurate initial wind field in the rain region has a significant 
positive impact on reducing phase errors in precipitation simulations.
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Chapter 1 Introduction

Chapter 1 
Introduction

1.1 Motivation for the research

Precipitation is one of the meteorological factors that constantly affect 

human life. It is one of the most important prognostic variables for numerical 

weather predictions.

Numerical weather predictions are made by numerical models. In each of 

the models there is a set of time derivative equations that represent the evolution 

of the earth's atmospheric system. The equations are discretized for mnning on 

computers. Given a state of the atmospheric system at any given time, the 

equations are integrated from this state forward in time and the future atmospheric 

state can be obtained, or, “predicted”, or, “forecasted”. That given time is 

known as the “initial time”, and the given state is known as the “initial condition” 

for numerical weather prediction models.

Initial conditions for numerical weather predictions are obtained from 

various atmospheric observation systems. A perfect observation system would be
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the one that measures the atmospheric state continuously in time and space, 

which is completely impossible. The currently deployed weather observation 

systems are limited in space and in time and in the physical quantities that the 

systems are able to measure (Table 1.1). Due to distribution and accuracy 

limitations, the initial conditions we have at present are only approximations of 

the real atmospheric system. How good the approximations are depends on the 

spatial and temporal scales of the atmospheric systems under investigation. It is 

recognized that at least 5 data samples are needed to resolve a wave well. In the 

earth's atmosphere, synoptic-scale phenomena have spatial scales on the order of 

1000 km and time scales of 3 ~ 5 days. These phenomena can be measured well

Table 1.1 List of a few commonly used weather observing systems

Source Spatial resolution Temporal
resolution

Measurements

Radiosonde ~ 350km, multi-levels 12 hour T, u, V, p, q.

Local Mesonet -40k m , sfc 15 min. T, u, V , p, q.

Wind Profiler -  350 km, multi-levels 1 hour U, V

GOES VIS imagery 2 km, cloud top envelop 15 min. Cloud albedo

GOES IR imagery 8 km, cloud top envelop 15 min. Cloud top temp.

NEXRAD -  1km, multi-levels 5 min. Z ,V r

Note: T: température,
u,v,w: the three dimensional Cartesian components of wind vector, 
p: pressure,
q,: water vapor mixing ratio,
Z: radar reflectivity,
Vr: Doppler radial velocity

by the current weather observation systems in space and time (Table 1.1), and 

“good” initial conditions can be obtained for the numerical prediction of these
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phenomena. But the current observation systems (with the exception of radar) are 

very deficient to accurately measuring convective-scales (on the order o f 10 km) 

phenomena in the atmosphere (Table 1.1).

To make best possible numerical weather forecast, a perfect model is 

needed in addition to the accurate initial conditions. However, the evolution of 

the earth's atmospheric system involves many physical processes that are highly 

nonlinear and complicated. The equations in numerical weather models can only 

approximate these processes. It has become more and more recognized that 

anthropomorphic effects also have an impact on the earth’s climate and weather 

systems. This makes it even more difficult to develop a set of model equations 

that can precisely represent the real atmosphere.

Owing to deficiencies in initial conditions and defects in numerical 

weather prediction models, there are inaccuracies in the models’ forecasts. To 

reduce the inaccuracies, improvements need to be made in both initial conditions 

and numerical models. This is the general motivation for our research. The focus 

of our research is on the initial condition problem. Improvement of the 

formulation of numerical models is beyond the scope of this research.

We further focus our research on one of the problems related to the 

deficiencies in initial conditions, the so-called “spinup” problem. The term is 

generally used for the underestimation of the appropriate amount and areal 

coverage of precipitation during the early stages of numerical weather forecasts.
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The spinup problem appears in nearly all forecast models, both in mid-latitude 

and tropics (Kasahara et al., 1988). It is one of the most serious problems for 

short-range forecasting and constitutes a fundamental issue in data assimilation. 

By solving the spinup problem, short-range forecasting can be improved, thereby 

improving hazardous weather warnings. Better warnings of thunderstorms, 

winter storms, flash floods, hurricanes, and other severe weather help to save 

lives, preserve property, and benefit commercial interests.

1.2 Review of previous studies

The causes of the spinup problem and the techniques to alleviate it have 

been studied since the late 1970’s. A major class of the techniques is generally 

known as “diabatic” initialization. Diabatic initialization uses precipitation and 

other observations to estimate the diabatic forcing associated with condensation 

processes. The diabatic forcing is then used to induce the divergent circulations 

that are needed for models to correctly forecast the subsequent precipitation 

processes.

Most of the previous real-data diabatic initialization studies were carried 

out using meso- or larger- scale numerical models with grid resolutions ranging 

from 30 km to several hundreds of kilometers (Table 1.2). The techniques used in 

these studies can be summarized into three categories: 1) estimation of

precipitation rate from observations; 2) determination of the latent heating
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associated with the estimated precipitation rate and the vertical distribution of the 

latent heating; 3) adjustment of initial temperature and moisture fields. A review 

of these techniques will be given in the early parts of this section (sections 1.2 .1, 

1.2.2,1.2.3, 1.2.4, and 1.2.5).

Table 1.2. List of the models and the grid resolutions used in some of the previous
studies.

Paper Model Grid resolution

Wang & Warner 1988 Penn State/NCAR Mesoscale model 30km

Krishnamurti 1988, 1991 Global spectral model/FSU T42, T106

Turpeinen 1990; Turpeinen et 
al. 1990

Canadian regional finite-element model 140km

Puri & Miller 1990 ECMWF T106

Kasahara et al. 1992 CCMl/NCAR T42

Puri & Davidson 1992 BMRC/GASP T31.-350km

Zhao 1993 Eta/NCEP 80km

Takano & Segami 1993 JSM/JMA 40km

Aonashi 1993 JSM/JMA 40km

Manobianco et al. 1994 GMASS 40-80km

Krishnamurti et al. 1995 Global model T213, -55km

Raymond et al. 1995 CRAS 4 0-150km

Wu et al. 1995 SSM/CIMSS 80km

Aonashi & Shibata 1996 JSM/JMA 40km

Along with the deployment of new meteorological radar and satellite 

observation systems and the improvement in various physical parameterizations 

in numerical weather prediction models, new areas have been explored in recent 

diabatic initialization studies. Zhao (1993), Wu et al. (1995) and Raymond et al 

(1995) have tested the idea of reducing precipitation spinup in numerical weather
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models by initializing cloud water and/or rainwater fields. The possibility of 

initializing diabatic processes during adjoint data assimilations has been explored 

in recent years (e.g., Verlinde and Cotton 1993; Zou et al. 1993; Vukicevic and 

Errico 1993; Zupanski and Mesinger 1995). Studies on the initialization of 

convective-scale weather prediction models have been undertaken at the Center 

for Analysis and Prediction of Storms (CAPS) at the University of Oklahoma, 

either through observing system simulation experiments (OSSEs) (Weygandt et 

al. 1990, 1993; Park 1996; Lazarus 1996) or through real data case studies (Xue 

et al. 1998). Brief introductions about these efforts will be given in the later parts 

of this section (i.2.5, 1.2.7, and 1.2.8).

1.2.1 Estimation o f  precivitation rate

There have been three major observation sources for estimations of 

precipitation rate in the previous studies: raingages (Wang and Warner 1988; 

Carr and Baldwin 1991a, b; Aonashi 1993; Zhao and Carr 1997), radar 

(Molinari 1982; Wang and Warner 1988; Aonashi 1993;), and satellite data 

(Danard 1985; Turpeinen et al. 1990; Chang and Holt 1993; Manobianco et al. 

1994; Wu et al. 1995). Raingage observations provide direct rain rate data, 

although the horizontal resolution of the data is poor. Radar reflectivities can 

provide precipitation rate estimation through empirical Z-R relationships (Z: 

reflectivity factor; R: rainfall rate). While there have been variations in 

techniques for deriving precipitation rates from satellite data, all of them are
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based on the assumption that deep clouds produce more precipitation. Regression 

relationships were developed between precipitation rate and various satellite 

observations based on raingage or radar data collocated with the satellite 

imageries. The satellite observations used in previous studies include Outgoing 

Long-wave Radiation (OLR) data observed by the polar-orbiting satellite NOAA- 

9 (Puri and Miller 1990), GOES (Geostationary Operational Environmental 

Satellite) satellite IR (Lifrared)/VIS (visible) imagery data (Turpeinen et al. 1990; 

Manobianco et ai. 1994), the microwave brightness temperature observations 

from the Special Sensor Microwave/Imager (SSM/I) on board the Defense 

Meteorological Satellite Program (DMSP) (Chang and Holt 1994; Manobianco et 

al. 1994), and imagery data from the Japanese Geostationary Meteorological 

Satellite (GMS) (Puri and Davidson 1992).

1.2.2 Latent heatine profile

Based on the estimated precipitation rate (R), the associated latent heating 

rate (Qy) is determined simply by:

Q t  =  L^Py^Rdxdy (1.1)

where L, is the latent heat of evaporation/condensation for water, p , is the air 

density, and dx and dy are the size of a model grid box. This latent heating rate 

is an approximation of the vertically integrated rate at a particular location. For 

application in numerical weather prediction models, certain assumptions
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concerning the vertical structure o f  the latent heating field are required. There 

have been three kinds of vertical distributions used in previous studies. 1) 

climatological profiles in similar situations (Puri and Miller 1990), 2) analytic 

profiles such as parabolic (Carr 1977; Wang and Warner 1988; Takano and 

Segami 1993; Wu et al. 1995), and 3) model-generated profiles (Turpeinen et al. 

1990; Manobianco et al. 1994; Raymond et al. 1995). Using fixed profiles as in 

1) and 2) throughout a particular domain is unsatisfactory because in real clouds 

latent heating distributions can vary with the locations and life cycle of a 

convective system. The specified profiles may also not be consistent with the 

model. Approach 3) will generate a heating rate that is consistent with the model 

and rainfall data. However, potential problems can arise in areas where there is 

observed precipitation when the model produces none. It is noteworthy, though, 

that some studies found relatively low sensitivities of their results to the shape of 

vertical latent heating profiles (Wang and Warner 1988; Puri and Miller 1990; 

Turpeinen 1990).

1.2.3 Diabatic initialization

The purpose of diabatic initialization is to force vertical circulations and 

the associated divergence that will most likely induce realistic precipitation 

distributions. To achieve this goal, latent heating rates derived from observed 

precipitation rates are incorporated into a model’s thermodynamic equations, 

either by incorporating the latent heating rate into a nonlinear normal mode

8
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initialization (NNMI) (e.g., Mohanty et al. 1986; Puri 1987; Errico and Rasch 

1988; Puri and Miller 1990; Turpeinen et al. 1990; Takano and Segami 1993; 

Wu et al. 1995; Raymond et al. 1995) or by intermittent insertion of latent heating 

rates into the thermodynamic equation during a data assimilation period (Wang 

and Warner 1988; Manobianco et al. 1994).

Nonlinear Normal Mode Initialization (NNMI) is an initialization 

technique for suppressing high-frequency oscillations and obtaining balanced 

initial conditions in large-scale numerical models. Since it was introduced by 

Machenhauer (1977) and Baer and Tribbia (1977), NNMI techniques have been 

widely used in global (Andersen 1977; Daley 1979; Temperton and Williamson 

1981) as well as regional (e.g., Brière, 1982; Bourke and McGregor, 1983) 

numerical weather prediction models. The dynamic balance in NNMI is 

determined essentially by a system of nonlinear equations resembling a quasi- 

geostrophic (QG) co-equation coupled with a nonlinear balance equation and a 

potential vorticity tendency constraint (Errico and Bates 1988). Wind, 

temperature and surface pressure fields are initialized during NNMI, but not the 

moisture field. In diabatic NNMI the prescribed latent heating rate is 

incorporated as a forcing term in the QG co-equation. This forcing is then kept 

constant to prevent producing time-variant divergence fields that can induce 

gravity waves early in the forecast. Note that the assumptions (e.g., quasi- 

geostrophic balance) made in NNMI make it an inappropriate initialization 

scheme for convective-scale numerical prediction models.



Chapter 1 Introduction__________________________________________________________ 10

The intermittent insertion method is relatively simple and straightforward. 

By inserting the latent heating rate in the diabatic forcing term in a model’s 

thermodynamic equation, a positive buoyancy component is produced in regions 

of the heating and vertical circulations can be induced. The insertions are usually 

done during a pre-forecast model integration period, which is often the data 

assimilation period as well. The length of the assimilation period was 1-h and 2-h 

in Wang and Warner (1988) and 9.5 hours in Manobianco et al. (1994). The 

diabatic forcing can vary in time and space for the intermittent insertion method, 

which is an advantage over the diabatic NNMI. A drawback of this approach is 

that a possible imbalance can exist between the prescribed latent heating 

distribution and the one that the physical parameterization in the model would 

produce. Note that both Wang and Warner (1988) and Manobianco et al. (1994) 

found that such imbalance was not significant and the diabatic forcing did not 

introduce noise into the simulations during or after the data assimilation period.

An alternative class of diabatic initialization is the time-filtering type of 

technique (Huang and Lynch 1993; Fox-Rabinovitz 1996; Lynch et al. 1997). In 

a diabatic digital-filtering initialization proposed by Huang and Lynch (1993), the 

model was adiabatically integrated backward in time for N  time steps to produce a 

model state at t = -NAt (At is the time step for model integration). Then a diabatic 

forward integration was carried out in time to +NAt. A time filter was applied to 

the time series of the model variables produced by the diabatic integration (total

10
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time span of T$ = 2NAt). The high frequencies in the data were removed, and an

initial condition is obtained for the time in the middle of the time span. Using this 

scheme all the model variables are initialized, and consistency between the 

initialized fields and the model is ensured since all fields are produced by the 

model itself. But the computational expense may become very large for slow- 

spinup models, because the forward time span must be long enough to reach the 

time when the model has developed the diabatic processes. So the digital filtering 

technique can be used as a scheme to reduce high frequency oscillations in model 

fields rather than to speed up the process of model precipitation. A comparison 

between the digital filtering initialization and NNMI (Huang et al. 1994) 

suggested that both schemes are found to produce well-balanced model states and 

the changes to the initial conditions made by the two schemes are similar.

1.2.4 Moisture adiustment/initialization

Diabatic initialization can produce significant divergence in the initial 

state. But as mentioned above, NNMI does not initialize the moisture field. If 

the environment is not humid enough, the upward motion associated with the 

initialized divergence field will not be sustained by latent heat release (Wolcott 

and Warner, 1981). Turpeinen (1990) indicated that diabatic NNMI had little 

effect on the duration of the spinup time unless the humidity field was enhanced. 

Thus it is important that adjustment of the humidity accompany diabatic 

initialization.

11
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Moisture adjustments in most o f the previous studies were carried out by 

setting a model’s water vapor field to saturation or increasing relative humidity to 

a threshold so that condensation could be triggered in regions where precipitation 

was observed. Wolcott and Warner (1981) could produce realistic rainfall only 

by enhancing the moisture to 100% based on analogue IR satellite data and the 

reported weather from synoptic stations. Turpeinen et al. (1990) enhanced the 

initial relative humidity field to 95% between sigma level 0.875 and the cloud top 

wherever the probability of precipitation, derived from satellite imagery data, 

was larger than 40%. The same technique was used in Takano and Segami (1993) 

with different vertical levels (between o=0.9 and cr=0.345).

Krishnamurti et al. (1984) and Krishnamurti (1985) introduced the concept 

of “physical initialization”, an approach in which the initial moisture fields are 

adjusted based on a model’s cumulus parameterization scheme so that the rainfall 

rate in the early stages of model integration is close to the observed rate. This 

concept has been widely used in subsequent moisture and diabatic initialization 

studies (e.g.. Donner 1988; Krishnamurti et al. 1988, 1991, 1995; Puri and 

Miller 1990; Puri and Davidson 1992; Aonashi 1993; Zhao 1993). Physical 

initialization usually involves the “inversion” of the relevant physical processes in 

a model. Since the representation o f the physical processes can be different from 

model to model, a physical initialization scheme for one model may not be 

applicable to another. Another disadvantage with physical initialization is that 

most of the microphysical processes are not reversible and an inverse scheme is

12
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not assured, especially for those explicit microphysical schemes that include one 

or more ice categories.

It is noteworthy that there are studies in which the temperature adjustment 

is based on the moisture adjustment by preserving some specific thermal 

characteristics in the background field, e.g., buoyancy ( Xue et al. 1998a) or 

virtual temperature (Aonashi 1993). In regions where the model underestimated 

precipitation, the water vapor field was moistened and the initial temperature was 

decreased to keep the virtual temperature unchanged (Aonashi 1993). On the 

other hand, the initial temperature was increased to keep the buoyancy 

unchanged in regions where the cloud water and rainwater were inserted. 

Moisture adjustment has also been carried out through nudging (Ramamurthy and 

Carr 1988).

1.2.5 Nevjtonian-relaxation (nudeins)

The Newtonian-relaxation, or nudging, technique (e.g., Hoke and Anthes 

1976; Davies and Turner 1977; Kuo and Guo 1989; Brill et al. 1991) has been 

widely used for dynamic initialization of numerical weather prediction models. In 

this procedure, one or more of the prognostic model variables are relaxed toward 

observations or analyses valid during or at the end of the pre-forecast period. An 

artificial tendency term is added to the forecast equation for a model variable a ”, 

of the form

13
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—  =  X , f) + G, • wax, f)6(x) <a‘-  a"')
^  (1.2)

where F represents all of the model's physical forcing terms, x represents 

independent spatial variables, t is time, is a positive relaxation coefficient 

that determines the relative weight of the relaxation term to F, ( where the 

superscript “t” stands for “target”) is the observed a-field analyzed to the model 

grid and interpolated linearly in time to t, W is a four-dimensional weighting 

function, and e is the analysis quality factor which has a value between 0 and 1 

based on the quality and distribution of the data used to produce the gridded 

analysis.

The Newtonian-relaxation technique is used mainly for temperature, wind 

and surface pressure fields. This has been used in conjunction with diabatic 

initialization in many studies (e.g., Ramamurthy and Carr 1988; Wang and 

Warner 1988; Zhao 1993; Krishnamurti et al. 1991, 1995; Jones and 

Macpherson 1997). In Wang and Warner (1988), temperature is nudged as well 

as diabatically forced during the pre-forecast period. The combined data 

assimilation was shown to be beneficial because only synoptic-scale wind and 

temperature field features were resolved in the analyses used in the nudging terms 

whereas the diabatic forcing was on the mesoscale. In Zhao (1993) and 

Krishnamurti et al (1991, 1993) the model’s temperature and wind fields are 

nudged while the moisture field is adjusted every time step based on the physical

14
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initialization. Via this approach, condensation can evolve in the model and a 

divergence field that is consistent with the observed precipitation can be obtained 

at the end of the data assimilation period.

1.2.6 Cloud water initialization

Since many models now have grid scale microphysical processes in which 

cloud hydrometers (e.g. rain, snow, hail, etc) are explicitly predicted, initializing 

cloud water and rainwater fields is now necessary. Satellite and radar data are the 

most useful sources for this task. Zhao (1993) used the three-dimensional cloud 

cover fields from an operational nephanalysis and 24 hour accumulated 

precipitation data to initialize the cloud water field for the NCEP (National Center 

for Environmental Predictions) Eta model. At the beginning of the data 

assimilation period, the vertical profile of cloud water was specified by the cloud 

cover field determined from the nephanalysis, and the values of cloud water 

mixing ratio are scaled by the observed precipitation data. During the 

assimilation period, the model-produced cloud water content profile was adjusted 

according to the difference between the observed and model-produced rainfall. In 

Wu et al. (1995) the cloud water distribution was prescribed by using simulated 

satellite total cloud water and cloud height information while assuming a 

parabolic profile. Another cloud initialization study involving satellite data has 

been done by Kristjansson (1991). Xue et al. (1998) utilized WSR-88D radar 

reflectivity values to estimate cloud water content and to moisten the water vapor

15
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field. The adjustments to the water vapor and cloud water fields are then applied 

during an intermittent data assimilation period. The assimilation of radar 

reflectivity had a large positive impact on the simulation of a squall line that 

occurred in the VORTEX fThe Verification of the Onset of Rotation in Tornadoes 

Experiment, Rasmussen et al, 1994)’95 period. Others have used the model- 

produced cloud water field during a pre-forecast integration period (Huang and 

Sundqvist 1993; Raymond et al. 1995). All studies have shown significant 

improvement of model forecasts in the intensity and location of precipitation by 

initializing the cloud water field.

1.2.7 Adjoint initializations

The concept of physical initialization is essentially a simplified adjoint 

approach. There have been a few efforts on developing more complex adjoint 

models in recent years (e.g., Verlinde and Cotton 1993; Zou et al. 1993; 

Vukicevic and Errico 1993; Zupanski and Mesinger 1995). Verlinde and Cotton 

(1993) derived the adjoint for ID and 2D kinematic microphysical models and 

retrieved the initial state variables for the models. A series of identical-twin 

experiments showed that the proper scaling between the variables in the cost 

function, a sufficient amount of observations, and a good first guess were 

important to the convergence of the algorithm. Their results demonstrated that 

the adjoint algorithm did not converge when a first order discontinuity in the 

tendency function for one of the variables was included. To alleviate this problem

16
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a spline over a wide interval spanning the discontinuity was constructed in their 

study. In a recent work by Zupanski and Mesinger (1995), an effort has been 

made to develop the fiill-physics adjoint of the ETA model. In their study, a 

modified, more continuous version of the Betts-Miller cumulus convection 

scheme (Betts 1986; Betts and Miller 1986) was incorporated in the full-physics 

NMC (National Meteorological Center) ETA model, and a "full-physical" adjoint 

model (with exclusion of surface processes, turbulence and radiation) was 

developed. Then a set of four-dimensional variational (4DVAR) assimilation 

experiments are performed using the full-physics ETA model and the adjoint 

model with the conventional data and the precipitation data. A summer synoptic 

case with a large area of convection and precipitation over the United States is 

used to assess the impact of the 4DVAR assimilation. It is demonstrated that the 

4DVAR method with assimilation of precipitation data can result in a more 

realistic precipitation forecast than from the optimal interpolation method. The 

advantage of the adjoint method is its potential ability to use complex physical 

constraints and to assimilate the actual observed quantities (e.g., satellite radiance, 

radar reflectivity) which are general functions of the model variables. However, 

an adjoint model can not be defined in a mathematically correct way if  the first 

derivative of the nonlinear forecast model does not exist. Physical processes in 

the atmosphere (such as condensation, convection, turbulence, etc.) are highly 

nonlinear and often discontinuous, especially in the case of cumulus 

parameterization. How best to resolve this conflict remains an open question.

17
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The high computational expense is another disadvantage of the adjoint method, 

which makes it unrealistic to use full-physics adjoint models operationally in the 

near future.

1.2.8 OSSEs on cloud-scale numerical weather vredictions

The previous studies on moisture/diabatic initialization were mostly for 

synoptic- or meso-a-scale numerical weather prediction. Some recent studies on 

the wind and/or thermal initialization for very high resolution (-1km) numerical 

simulations have been done by using Doppler radar data (e.g., Lin et al. 1993; 

Crook 1994, Crook and Tuttle 1994; Shapiro and Lazarus 1993; Lazarus 1996; 

Weygandt et al. 1990, 1993, 1998). There are a few studies using observing 

system simulation experiments (OSSEs) to assess the impact of moisture 

initialization in storm-scale models (Weygandt et al. 1990; Lazarus 1993; Park 

1996). Weygandt et al.(1990) tested the sensitivity of a 2D cloud-scale model to 

initial wind, temperature and moisture fields. Their results indicated that 

successful numerical simulations of convective storms could be made in a moist, 

stratified atmosphere by knowing only the wind field perfectly at high temporal 

fiequency. This may due to the fact that the mass field can be induced from the 

wind field through the dynamical constraints in the model equations. They also 

found that the initial moisture field is important in maintaining the induced mass 

field. Lazarus (1993) carried out a set of 3D thermal bubble simulations using the 

Advanced Regional Prediction System (ARPS, Xue et al., 1995). His results

18
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indicated that the insertion of moisture (i.e., water vapor, cloud and rain water) 

information had a positive impact on the model forecasts of the wind and thermal 

fields, although the extent o f the impact is dependent on the quality of the initial 

wind field. For instance, it was suggested in Lazarus (1993) that the initial 

rainwater information had larger (positive) impact on the wind forecast than the 

initial water vapor information when all three Cartesian components of the initial 

wind field were known, but that the initial water vapor field was more important 

when the initial wind field is not fully known (e.g., only one component is 

specified). Park (1996) and Park and Droegemeier (1998) investigated the 

sensitivity of a simulated convective storm to the perturbations in the initial water 

vapor field using a tangent linear model (TLM) of the ARPS. Experiments were 

done to test the sensitivity of the storm predictions to the initial water vapor errors 

inside and outside cloud/rain regions. It was shown that the in-cloud moisture is 

important for generating secondary storms and the environmental moisture is 

important in enhancing the main storm. They also showed that the cost function 

in their TLM is very sensitive to errors in the temperature field, either within or 

outside cloud/rain regions. These OSSEs have provided guidelines for future 

convective-scale data assimilation studies.

1.3 Outline of the present study

As mentioned above, most of the previous real-data diabatic initialization

studies were carried out using meso-a or larger- scale numerical weather

19
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prediction models. Little has been done for meso-P and smaller scale models, 

although spinup problems exist in these models as well (Xue et al 1998; 

Carpenter et al. 1998). This is mostly due to the resolution limitations in the 

conventional weather observation systems such as radiosondes. There were few 

high-resolution weather observations (comparable to convective-scale) available 

until the early 1990’s when the Next Generation Weather Radar (NEXRAD) 

network started to be established. As a result over 160 10-cm wavelength 

Weather Surveillance Radar-1988 Doppler (WSR-88D) radars are deployed over 

the United States (e.g., Crum and Alberty 1993). At the same time, more 

channels have been added to the sensors/sounders on new GOES systems and 

better quality and resolution of imagery data are available. It is also noteworthy 

that the rapid development in computing power and data transmission has made 

the dissemination of high resolution data much more efficient than before. The 

GOES satellite data can provide imagery data with resolutions of 2 km in space 

and 15 minutes in time. The NEXRAD data can provide observations of cloud 

and precipitation systems with resolutions as high as 1 km in space and 6 minutes 

in time. All these developments have provided necessary resources for 

convective-scale data assimilation and numerical weather prediction. Our 

research is based on this premise and the goal is to develop and test a diabatic 

initialization tool for convective-scale numerical weather prediction using the 

ARPS.

The research required four steps:

20
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1) to develop a cloud analysis system for moisture, cloud liquid/ice water 

and precipitate (including rain, snow, and hail) fields using multi- 

sensor observations;

2) to develop a moisture and diabatic initialization scheme in which 

moisture and thermal fields are adjusted based on the cloud and 

precipitation analyses;

3) to test the moisture and diabatic initialization scheme using simulated 

storms;

4) to test the moisture and diabatic initialization scheme with real storms.

For the first step, I developed a cloud analysis system in the ARPS Data 

Analysis System (ADAS, Brewster 1996) based on the LAPS QLocal Analysis 

and Prediction System, Albers et al., 1996) cloud analysis. It was mentioned that 

the latest weather observing systems like radar and satellite are more advanced 

than the conventional observing networks. But there are limitations in these 

systems as well. The resolution of satellite imagery data is very poor in the 

vertical. Radar data resolution varies in space and the vertical resolution becomes 

poor at far ranges. Furthermore the Doppler radar can measure only the wind 

component which is along the radial direction rather than a full wind vector. The 

ADAS cloud analysis system synthesizes data obtained from surface, satellite, 

and radar observations and constructs three-dimensional cloud and precipitate 

fields. By using multi-sensor observations instead of just any individual source.
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limitations to each individual observing system can be overcome and a more 

accurate analysis can be obtained.

In the second step, moisture and temperature fields are adjusted in 

correspondence with the analyzed cloud and precipitate distributions. Initial 

cloud and precipitation fields in the model are adjusted toward the analyses, with 

flexibility to account for possible analysis errors and imbalances between data and 

the numerical model. The thermal field is adjusted to compensate for the negative 

buoyancy introduced by the analyzed cloud and precipitation. Since numerical 

simulations show a close relationship between the thermal field and latent heat 

release due to cloud condensation, a thermal adjustment scheme that takes into 

account the latent heating effect is also developed in our diabatic initialization 

scheme. As mentioned before, numerical models started from conventional 

surface and radiosonde observations often under-predict precipitation due to the 

deficiencies in the initial moisture, latent heating, and vertical circulation fields. 

Through the moisture and diabatic adjustments, vertical circulations can be 

forced to develop and the associated divergence patterns should then induce 

precipitation with a realistic spatial and temporal distribution given that these 

adjustments are based on the analyzed cloud distribution.

After the thermal adjustment, the background water vapor field is 

moistened in the analyzed cloud regions. The moisture adjustment is important

22
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for stimulating cloud condensation and retaining the vertical circulations induced 

by diabatic initializations.

The major difference between the present diabatic initialization and 

previous ones is that it is based on a three-dimensional cloud analysis that uses 

surface, satellite and radar data, rather than using two-dimensional precipitation 

estimations. Therefore there is no need to make major assumptions about vertical 

distributions of latent heating rate. The present initialization scheme depends 

mainly on the analysis of observations and is independent of model microphysical 

parameterization schemes. Therefore it can be applied to different models.

In the third step, the data assimilation system is tested using a set of 

observing system simulation experiments. A simulated storm is created using the 

ARPS. Cloud and precipitation fields are produced from the simulated storm and 

new simulations initialized from the analyses are carried out. Sensitivities of the 

model simulations to different moisture and diabatic initialization strategies are 

examined. Through these experiments, we investigated the merits and flaws of 

the assimilation system and obtained guidelines on real data applications.

In the last step, we applied the cloud analysis and diabatic initialization 

scheme to a real convective precipitation event. Through this set of experiments, 

the hypothesis behind the present research, i.e., that the new data assimilation 

system can improve convective-scale numerical weather predictions, is tested.
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In Chapter 2, the components of the cloud analysis are described in detail. 

The moisture and diabatic initialization scheme is presented in Chapter 3. The 

OSSEs for the sensitivity tests are presented in Chapter 4 and real data 

assimilation and simulation tests are presented in Chapter 5. Conclusions and an 

outlook for future work are given in Chapter 6.
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Chapter 2
ADAS Cloud A nalysis

2.1 Introduction

In order to provide detailed initial conditions for the Advanced Regional 

Prediction System (ARPS, Xue et al., 1995) moisture variables and to serve as 

the basis for moisture data assimilation, a cloud analysis scheme has been 

developed in the ARPS Data Analysis System (ADAS, Brewster, 1996; Zhang et 

al., 1998). It incorporates cloud information from surface stations reporting 

World Meteorological Organization (WMO) standard Aviation Routine Weather 

Reports (METARs), satellite infrared and visible imagery data, and radar 

reflectivity to construct three-dimensional cloud and precipitate fields. The 

products of the analysis package include three-dimensional volumetric cloud 

fraction, cloud liquid- and ice-water mixing ratios, cloud and precipitate types, 

in-cloud vertical velocity, and the mixing ratios of rain, snow, and hail. Cloud 

base, cloud top and cloud ceiling fields are also derived. A schematic illustration 

of the ADAS cloud analysis system is shown in Fig. 2.1.
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Fig. 2.1 Schematic diagram of the ADAS cloud analysis system.

The ADAS cloud analysis system is based on the LAPS (Local Analysis 

and Prediction System, Albers et al., 1996) cloud analysis with some 

modifications. The differences in the ADAS from the LAPS cloud analysis
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include: 1) improved background cloud fraction field, 2) improved Barnes

interpolation scheme, 3) improved cloud top analysis from satellite infrared data,

4) usage of lifting condensation level, 5) quality check on cloud type analysis, 6) 

improved in-cloud vertical velocity profile, and 7) more flexibility in the control 

of empirical parameters. The detailed analysis procedures are presented in this 

chapter.

2.2 Three-dimensional volumetric cloud fraction (VCF) analysis

The volumetric cloud fraction analysis scheme utilizes surface cloud 

reports to provide cloud base and cloud fraction (CF) information in the lower 

atmosphere. Cloud top is determined from satellite infrared data, while radar 

reflectivity is used primarily to add cloud information in the middle troposphere. 

Visible satellite imagery is used to evaluate the total cloud coverage and correct 

for overestimations of cloudiness. A flowchart of the volumetric cloud fraction 

analysis scheme is shown in Fig. 2.2.

2.2.1 Backsround volumetric cloud fraction field

In the ADAS volumetric cloud fraction (VCF) analysis, a  three- 

dimensional background VCF field is derived from the ADAS relative humidity 

analysis using an empirical power relationship similar to the one used in Koch et 

al. (1997):
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VCF =
1.0-RHO

(2-1)

Here VCF has a value that ranges from 0.0 to 1.0, RH is the relative humidity, 

RHO is a relative humidity threshold whose value is dependent on height, and b is 

an empirical constant. In the ADAS cloud analysis, b is set to 2.
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Fig. 2.2 Flowchart of the ADAS volumetric cloud fraction analysis.
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The relationships between VCF and RH in the ADAS cloud analysis are 

depicted in Fig. 2.3. An example of the background VCF field derived from the 

ADAS relative humidity analysis on 18Z May 7, 1995 and a satellite visible 

image valid around the same time are shown in Fig. 2.4 and Fig. 2.5. The ADAS 

relative humidity analysis used the RUC (Rapid Update Cycle, Benjamin et al. 

1994) analysis at 18Z as the background and the observations are mainly from the 

Oklahoma mesonet. It can be seen that the large cloudy region over Oklahoma 

and north-central Texas was successfully captured in the background VCF field. 

The narrow convective cloud band over the Texas panhandle was missed because 

of the sparse RH observations in that area and the failure of the RUC analysis to 

capture it as well.
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Fig. 2.3 Relationships between volumetric cloud fraction and relative humidity at 
different height levels [see Eq. (2.1) in the text].
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Fig. 2.4 Cloud cover derived from the ADAS relative humidity analysis at 18Z 
May 7,1995.

2.2.2 Insertion o f the cloud reports from METARs

The cloud reports from each METAR station provide cloud base and cloud 

fraction information. The cloud fraction information is quantified according to 

Table 2.1 (from the LAPS cloud analysis software). Using an assumed cloud 

thickness, the cloud top height is specified and a cloud sounding is generated. 

The assumed thickness is a function of the reported cloud base height and cloud 

fraction. When the reported cloud base is lower than 1 km, the cloud layer depth 

is set to the same as the cloud base height. When the reported cloud base is
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Fig. 2.5 Satellite visible image at 1745Z May 7, 1995. The line AB indicates the 
location where vertical cross sections of various fields are taken.

higher than 7 km, the cloud layer depth is set to 1.5 km. A linear variation of 

cloud depths between 1 km and 1.5 km is used for the clouds that have reported 

bases between 1 km and 7 km. If the reported cloud fraction is less than 0.5 the 

cloud depth is set to 500 m. The METAR-derived cloud soundings are 

horizontally interpolated to the analysis grid through a Barnes scheme. In a 

departure from LAPS, influence radius limits in the ADAS cloud analysis are 

applied in the objective analysis procedure. We found that without the influence 

radius limits, the interpolation tends to overestimate cloud coverage.
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Table 2.1 Volumetric cloud fractions associated with the METAR cloud reports.

c o v e r  0 .0 1  0 .15  0 .2 5  0 .4 0  0 .7 0  0.60 1 .00  1 :00

2.2.3 Insertion o f  satellite infrared (IR) imaserv data

To utilize satellite IR imagery data, an expected brightness temperature 

(Tb_e) field is computed from the three-dimensional METAR cloud firaction 

analysis and the ADAS temperature analysis. Clouds are then added or deleted 

depending upon the difference between the expected brightness temperature and 

the observed satellite brightness temperature Ty_o. The observed brightness

temperature is obtained from the 11.24pm channel for GOES-6/7 and the 10.7pm 

channel for GOES-8/9.

If Tb_o is warmer than Tb_e the METAR clouds are reduced by lowering 

the top of the solid clouds (i.e., VCF=1.0) and by diluting the partial clouds (i.e., 

0 < VCF < 1). This IR based deletion procedure does not apply to low warm 

clouds so that erroneous clearing of very low cloud decks can be prevented.

If, on the other hand, Tb_o is colder than Tb_e, cloud top is determined 

fiom Tb_o and a layer of solid cloud is inserted. The IR cloud layer is usually 1.5 

km thick and is constrained to not be lower than the METAR cloud base. The IR 

cloud top height can be obtained by two schemes. When the observed brightness
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temperature is below a threshold (-20°C), cloud top is determined by scanning the 

ADAS temperature profile at a grid point for a temperature that matches the 

satellite brightness temperature. When the observed brightness temperature is 

above that threshold, a second cloud-top analysis algorithm following that 

described in MacPherson et al. (1996) is used. This algorithm assumes an 

idealized profile of temperature and humidity through a stratocumulus layer. A 

lifting condensation level is found and is taken as the cloud base. Then firom the 

cloud base the air is allowed to ascend moist adiabatically until it reaches the 

satellite brighmess temperature and the cloud top level is found. This scheme can 

provide a more reliable cloud top height analysis than the scan-and-matching 

method in the situations when cloud tops are associated with temperature 

inversions, e.g., for persistent stratocumulus clouds. When the inversion is not 

well resolved by the gridded temperature analysis, the matched temperature will 

not correspond to the cloud top but to some point much higher where the cloud- 

fiee environment temperature has dropped to the value of Ty_o. An example of 

such situation is illustrated in Fig. 2.6. The thick solid line in the figure represents 

the true atmospheric temperature profile and the thick dashed line represents the 

temperature analysis profile on the model grid. T, and T  ̂are the air temperature 

and dewpoint at the surface, respectively. T, indicates the cloud top temperature, 

which is approximately the air temperature at the bottom of the inversion layer. 

The thin dot-dashed lines represent dry- and moist-adiabatic lines. The real cloud 

top height is located at point A. However, the scan-and-matching method will

33



Chapter 2 ADAS Cloud Analysis 34

give a cloud top height corresponding to the point B (Fig. 2.6) since the model 

temperature analysis did not resolve the inversion at T,. Using the conceptual 

model a cloud top height at point C is obtained, which is more realistic than the 

cloud top B.

Tem perature

Fig. 2.6 Illustration of a conceptual model for determing the cloud top height for 
stratocumulus. The thick solid line represents the real atmospheric 
temperature profile, and the long dashed-line represents the temperature 
profile resolved by the model grid. T,, T ,̂ and T, are the surface 
temperature, surface dewpoint, and the cloud top temperature, 
respectively. The dot-dashed lines indicate the dry- and moist-adiabatic 
temperature lapse rates. Points A, B, and C represent the cloud top 
height of the real cloud, and that derived from the scan-and-matching 
method and firom the conceptual model, respectively.
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Figs. 2.7a, b show vertical cross sections of the VCF analysis at 18Z May 

7, 1995 after inserting METARs and satellite IR data, respectively. The

location of the vertical cross section is indicated by the line AB shown in Fig. 2.5. 

It can be seen that high cloud decks were added over the top of the METAR- 

derived clouds at x »  60 km and x > 160 km. A small amount of METAR- 

derived mid-level cloud at x «  120 km and z «  3 km was removed after inserting 

the satellite IR data.

2.2.4 Insertion o f  radar reflectivity data

Radar reflectivities observed by multiple radars are remapped on to the 

ADAS grid and are combined to produce a single three-dimensional radar 

reflectivity analysis (Brewster 1996). At each grid point, reflectivity values from 

multiple radars are averaged together using a simple inverse-distance weighted 

average. The resulting reflectivity field is then bilinearly interpolated in space to 

fill in the gaps between radar beams. Clouds with VCF of 1.0 are inserted in the 

radar echo region if the radar echo is above the lowest METAR cloud base and if 

the reflectivity exceeds a threshold. In cases when there are no METARs 

available, the lifting condensation level determined from the ADAS temperature 

and humidity analyses is used as the cloud base. Without the lifting condensation 

level, clouds can only be inserted in the radar echo region above the satellite IR 

cloud base, which can be much higher than the actual cloud base (see Fig. 2.7b). 

This can result in underestimation of cloudiness. The radar echo threshold used in
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18:00Z Sun 7 May 1995 t=0.0 s (0:00:00)
X—z c ro ss  section  th rough  j= Z 9  Cy=280.0 km)
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Fig. 2.7 Vertical cross section of the ADAS VCF analysis at 18Z May 7, 1995 
after inserting the METARs (a) and the satellite IR imagery data (b). The 
location of the cross sections is indicated by the line AB in Fig. 2.5.
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the ADAS cloud analysis is 20 dBZ for points below 1500 m above ground level 

(AGL) and 10 dBZ for points above 1500 m AGL. The two reflectivity 

thresholds and the two related height parameters are adaptive factors. These 

thresholds are used as simple quality control criteria for removing ground clutters 

and other non-precipitation radar echoes. Shown in Fig. 2.8a is the vertical cross 

section of the analyzed radar reflectivity field from two radars, one at Amarillo 

and the other at Oklahoma City. The VCF analysis after inserting the radar 

reflectivity is shown in Fig. 2.8b.

2.2.5 Insertion o f  satellite visible imagery data

A cloud albedo field is derived from the satellite visible imagery data and 

then a column total cloud fractional cover field is calculated from the albedo. The 

three-dimensional ADAS VCF analysis is integrated vertically and compared to 

the visible satellite cloud cover. If the ADAS cloud cover is significantly more 

than that derived firom the visible data, the gridded volumetric cloud fraction is 

reduced iteratively for the total cover to be consistent with the satellite-derived 

cloud cover. Fig. 2.9 shows the vertical cross section of the VCF after inserting 

the satellite visible data. Comparing Fig. 2.9 with Fig. 2.8b we can see that a 

small amount of low clouds near x » 125 km and z « 1.5 km was removed 

according to the satellite visible data. Fig. 2.10a shows the column total cloud 

coverage before and after inserting the visible satellite data. The overestimation 

of cloud coverage in the area south-east of the Texas panhandle (Fig. 2.10a) is
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18:OOZ Sun 7 May 1995 t—0.0 s  (0 :0 0 :0 0 )
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Fig. 2.8 Same cross section as in Fig. 2.7 except for the observed radar 
reflectivity (a) and the VCF analysis after inserting the reflectivity (b).
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Fig. 2.9 Same cross section as in Fig. 2.7 except for the VCF analysis after 
inserting the satellite visible imagery data.

successfully corrected by the visible satellite data (Fig. 2.10b, Fig. 2.5). An Y- 

shaped low cloud coverage region in the north-eastern Texas panhandle (Fig. 2.5) 

was defined better in the cloud field after inserting the visible satellite data than 

that before the insertion.
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Fig. 2.10 Column total cloud cover before (a) and after (b) inserting the satellite 
visible data.
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2.3 Cloud liquid- and ice-water mixing ratio analysis

After the three-dimensional volumetric cloud fraction distribution is 

obtained, cloud liquid- and ice-water content fields are calculated using a one­

dimensional Smith-Feddes model (Albers et al., 1996; Haines et al., 1989) for 

regions where the cloud firaction exceeds a threshold (an adaptive parameter). A 

flowchart of the ADAS cloud liquid- and ice-water content analysis is shown in 

Fig. 2.11. The adiabatic liquid water content (ALWQ  is estimated by assuming

ADAS 30 temp, analysis

ADAS 3D volumetric 
doud fraction analysis

1r

/  , Adiabatic liquid water 
content (ALWC)r P" I

Dry entrainment reduction

Radar reflectivity
i

Precipitation wasti-out

ADAS 3D temp, 
analysis

Glaciation

3D doud liquid/ice 
water content

Fig. 2.11 Flowchart of the ADAS cloud liquid/ice water content analysis.
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moist adiabatic ascent from cloud base to cloud top. The algorithm for ALWC is 

the following:

A L W C i^  — A L W C i ^ _ i i c - j — Qvs  k (2.2)

where is saturation water vapor mixing ratio and k  is the vertical grid index. A 

reduction is then applied to ALWC  to account for entrainment (Fig. 2.12). The 

resulting ALWC is parameterized as all liquid water for temperatures warmer than

-10°C, as all ice for temperatures colder than -30°C, and as a linear variation

between these extremes for temperatures between —IO°C and —30°C. The ADAS 

temperature analysis and the analyzed cloud liquid and cloud ice mixing ratio 

fields for I8Z May 7,1995 are shown in Figs. 2.13 and 2.14, respectively.

5 .0

«  4 .0

— 3 .0

■5,2.0
'3

1.0

0 .4
Fraction of ALWC after entrainment

0.6 0.80.2 1.0
after

Fig. 2.12 Entrainment reduction curve.
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Fig. 2.13 Vertical cross section of the temperature analyses at 18Z May 7, 1995. 
The cross section is taken along the line AB as indicated in Fig. 2.5.
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Fig. 2.14 Same cross section as in Fig. 2.13 except for the cloud liquid (solid 
line) and cloud ice (dashed line) water mixing ratio (unit: g/kg) analyses at 
18Z May 7,1995. The contour interval is 0.25g/kg.
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2.4 Cloud type and in-cloud vertical velocity analysis

Cloud type is defined as a function of cloud depth, ambient air 

temperature, and static stability (see Table 2.2). In the ADAS cloud analysis, 

cloud type at each grid point is compared to those in the neighboring area. 

Nearby “blocky” cumulonimbus clouds are patched together to create a spatially 

continuous cumulonimbus tower (x = 80 km in Figs. 2.15a, b). The two 

cumulonimbus systems were clearly shown in the satellite image (Fig. 2.5) and 

the vertical cross section of the radar reflectivity (Fig. 2.8a). It is apparent that the 

cumulonimbus tower near x = 80 km is narrower yet more intense than the other 

one at X = 32Ô — 400 km. Therefore, the cloud type field after the quality check 

looks more consistent and more reasonable than that before the quality check 

(Figs. 2.15a, b).

In the LAPS cloud analysis, a cloud bogus vertical velocity field is 

produced in grid columns where clouds exist. The cloud bogus-vertical velocity 

field is determined by using prespecified profiles for different cloud types and 

cloud depths. The purpose of the cloud w-field diagnosis is to provide an 

approximate estimate for updrafts in the cloud and precipitation systems, given 

the fact that conventional upper air observations are deficient for providing meso- 

or
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Table 2J, Cloud i^pes as a function of cloud depth H (km) and stability cr (K/km) 
for temperatures warmer than -lO'C (a), for temperatures between -20“C 

and -10"C (b), and for temperatures colder than -20“C (c).

a) T > -10°C

old type Cu. Cb Cu Sc St

b) -20°C  < T < -1 0 ° C

old type Ac Cb ■ As

c) T < -2 0 °C

old type Cc Cb Ci Cb Ci Cs

Note: T = temperature (K)
a  = 9 0 g /3 z ,  static stability (K/km) 
H = cloud depth (km)
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Fig. 2.15 Vertical cross sections of the cloud type field at I8Z May 7, 1995 
before (a) and after (b) the quality check. The cross sections are taken 
along the line AB as indicated in Fig. 2.5.
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convective scale vertical velocity measurements. This cloud w-field could be 

used to initialize numerical models when there were developing convective 

precipitation systems at the initial time. However, such an initial cloud-w field 

may not be retained because it is not balanced, in the sense o f the mass 

continuity, by a consistent horizontal divergence field. It is also important to 

point out that there may be downdrafts in cloud/precipitation systems, especially 

during the decaying stages of the systems. More sophisticated methods have been 

developed for obtaining high resolution three-dimensional velocity fields from 

WSR-88D observations, e.g., single Doppler velocity retrievals (SDVR, Shapiro 

et al., 1995; Xu et al., 1995; Zhang and Gal-Chen, 1996). For the 

completeness of the ADAS cloud analysis system, however, the cloud w-field 

diagnosis scheme is described below.

For a cmnuliform cloud the vertical velocity profile is a parabolic curve 

with the maximum located at the one-third of the cloud depth above the cloud 

base. The cloud base and cloud depth are determined from the ADAS three- 

dimensional cloud fraction analysis. The parabolic function for the cloud w-field 

is

1 -
y

(2.3)

H = Zt-Zb (2.4a)
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= (2.4b)

(2.4c)

Here w represents the in-cloud vertical velocity and z is the height coordinate, z, 

and z  ̂represent the cloud top and base heights, respectively and H  is the cloud 

depth. The m axim u m  vertical velocity, w ^ ,  is proportional to the cloud depth. 

Note that the location for is defined at the one-third rather than one-half of 

the cloud depth above the cloud base, because vertical velocity is not necessarily 

zero at cloud base. In the LAPS cloud analysis, the maximum vertical velocity 

Wg is a fixed value of 0.5 rns 'km ' for cumulus (and cumulonimbus) and 0.05 (ms' 

‘km'^) for stratocumulus clouds. Since this factor defines the intensity of the in­

cloud updrafts, it should be a function of the model’s grid spacing. To account 

for the variation, %  is designed as an adaptive user-input parameter in the ADAS 

cloud analysis. Fig. 2.16 shows an example of vertical velocity profiles using Wg 

= 0.5 ms 'km'‘ for a cumulus cloud of 6 km deep extending firom 1 km AGL to 7 

km AGL. The maximum w is 3 ms ' located at 3 km. It is noticed that the 

parabolic w-profile in the LAPS is symmetric to the maximum. This may 

produce non-zero vertical velocity at the surface (Fig. 2.16) which violates the 

lower boundary condition. The problem occurs when the height of the maximum 

vertical velocity, z„, is smaller than |H . To avoid this problem, the parabolic 

profile is modified in the ADAS cloud analysis using the following formula:
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w = w„ 1 - ^ Z - Z „

\  J
for z„ < -^  and z<z_ (2.5)

 ADAS
 LAPS8.0

6.0

■S. 4 .0

2.0

cloud b a s e

0.0
4 .00.0 2.0 3 .01.0

w (m/s)

Fig. 2.16 Profiles of the in-cloud vertical velocity in the LAPS cloud analysis 
(dashed line) and in the ADAS cloud analysis (solid line).

For a stratiform cloud the vertical velocity is a constant (0.05 ms*‘ in the 

LAPS cloud analysis) throughout the cloud. In the ADAS cloud analysis, this 

parameter is again a user-defined value. An example of the in-cloud w-field is 

shown in Fig. 2.17.

2.5 Precipitate type and mixing ratio analysis

A three-dimensional precipitate type field is diagnosed using the analyzed 

radar reflectivity and temperature fields. The diagnosis procedure begins from the
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echo top in each grid column. Precipitate starts as snow if  the wet bulb 

temperature (T„) at the echo top is below 0°C and as rain if otherwise. Snow

section through f= 29  ̂ (^r=28Q.O krnj)

Ucx«4.89 «

X—z cross
16.0

E

N

8.0

S

°-°o.o
w ( m /s )  contour 0.1 a s  1. 2. 3. 4.

320.080.0 160.0 240.0 400.0
X (km)

Fig. 2.17 Same cross section as in Fig. 2.14 except for the analyzed in-cloud 
vertical velocity field at 18Z May 7, 1995.

melts to rain when it falls into a region where is higher than 1.3°C. Rain

become freezing rain when it falls into a region where is lower than 0°C. 

Freezing rain become sleet when it falls through a layer between pressure levels

p i  and p2 where T\d^ < -250mb°C. Hail is diagnosed when radar reflectivity

is higher than a threshold that is dependent on grid resolution. Precipitate mixing 

ratios (rain, freezing rain, snow, sleet, and hail) are derived directly firom radar 

reflectivities. Rain and freezing rain water mixing ratios are computed from the 

following empirical relationship (Kessler, 1969):
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Z = a « ( p * q r ) ^  (2.6)

For snow, sleet, and hail mixing ratios, an empirical relationship defined in 

Rogers and Yau (1989) is used:

Z = c * ( p » q s ) ' ^  (2-7)

Here p is the air density in kgm"^; Z is the reflectivity factor in mm® m'^; qr and

qs represent the rain (or freezing rain) and snow (or hail) mixing ratios,

respectively; a, b, c, and d  are empirical constants whose values are defined as 

the following:

a =17300.0; b = 1.75 (2.8)

c = 38000.0; d = 2.2 (2.9)

The analyzed mixing ratios of rainwater, snow, and hail at 18Z May 7, 1995 are 

shown in Fig. 2.18.

2.6 Summary

The ADAS cloud analysis system is described in this chapter. The 

analysis provides a unique tool for incorporating multiple sensor observations 

from in situ and remote sensing platforms that are available in the operational 

forecasting environment. It combines METARs, infrared satellite, radar 

reflectivity, and visible satellite data to construct three-dimensional cloud and
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precipitate distributions. The METARs cloud reports provide cloud base and 

cloud amount information for the lower atmosphere. Cloud top height is inferred 

from infrared satellite brightness temperature. Radar reflectivity adds detailed

qr (g/kg, solid), max=.321 
qs (g/kg, dash), max=.609 IS Z M ay  7. 1995

16.0
E
N

12.0

8.0

4-.0
.0-'

0.0 160.00.0 80.0 240.0 320.0 480.0
x(km)

Fig. 2.18 Same cross section as in Fig. 2.16 except for the analyzed rainwater 
(solid line) and snow (dash line) mixing ratios (unit: g/kg) at 18Z May 7, 
1995. The contour interval is 0.1 g/kg.

information about cloud and precipitate structure throughout the troposphere. 

Cloud liquid/ice water mixing ratios are diagnosed based on the cloud fraction 

distribution and the ADAS temperature analysis using a  ID moist adiabatic ascent 

model. Cloud type is diagnosed based on temperature, cloud depth, and static 

stability at each grid point. The three-dimensional vertical velocity field in clouds
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is derived using pre-specified vertical profiles that are dependent on cloud type 

and cloud depth. Precipitate type is analyzed in the radar echo region using a 

simple ID model based on wet bulb temperature. And mixing ratios of rainwater, 

snow and hail are calculated from empirical relationships. Although it is difficult 

to verify quantitatively the cloud analysis products due to the lack of appropriate 

observations, the analysis results have shown good agreement qualitatively with 

satellite cloud observations (Manobianco and Case 1998). Preliminary 

experiments have shown positive impact of the ADAS cloud analysis on storm- 

scale numerical weather prediction (Carpenter et al. 1998). Future work will use 

new and more advanced data sources, e.g., the column total cloud water content 

measured by the Advanced Microwave Sounding Unit (AMSU) on the NOAA- 

KLM series of polar-orbiting satellites and the vertical distribution of 

precipitation observed by the first spacebome precipitation radar on the Tropical 

Rainfall Measuring Mission (TRMM) satellite, to perform quantitative 

verifications and to further improve the ADAS cloud analysis.

The ADAS cloud analysis products will be used to initialize the ARPS 

condensate fields. They also serve as the base for a moisture and diabatic 

initialization scheme. The initialization scheme will be presented in the next 

chapter.
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Chapter 3 
Moisture and Diabatic Initialization

3.1 Introduction

The ADAS cloud analysis system can be used as a convenient diagnostic 

tool for forecasters. The three-dimensional gridded analyses of clouds and 

precipitation, together with the ADAS temperature and wind analyses, can 

provide a direct and comprehensive view of interesting weather systems. They 

can also provide better initial conditions for convective-scale numerical models 

than conventional analyses. The cloud liquid/ice water, rainwater, snow, and 

hail mixing ratio analyses can readily be used to initialize the ARPS since they are 

prognostic variables in the model’s microphysical processes. Conventional 

surface and radiosonde observations do not provide these condensate fields, 

which may cause a delay in precipitation formation when they are used for the 

initialization of numerical weather models under cloudy/precipitating conditions. 

The purpose of initializing cloud and precipitation fields is to speed up 

microphysical processes and to produce accurate precipitation amounts at the 

right time and at the right locations. However, such initialization is not complete
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because the other model variables, i.e., water vapor, temperature and wind fields 

may not be consistent with the cloud and precipitate analyses. One reason for this 

is that these latter fields may not contain the same high-resolution information as 

in the cloud analysis. To alleviate this problem, moisture and diabatic 

initialization schemes are developed based on the cloud and precipitation 

analyses. A diabatic initialization seeks to provide a latent heat forcing in the 

thermodynamic equation, and to force vertical circulations and the associated 

divergence that are consistent with the observed precipitation. The purpose of a 

moisture initialization is to compensate for deficiencies in the conventional 

radiosonde moisture observations, to provide sources for cloud condensation, 

and to retain vertical circulations that are induced by a diabatic initialization. In 

our schemes, the initial temperature field is adjusted in cloud and rain regions to 

account for latent heat release from cloud condensation. The amount of latent 

heat is related to the amount of cloud water content that is inserted in the model 

initial conditions. Relative humidity is adjusted to assure saturated conditions in 

the analyzed cloudy regions. The moisture adjustment is especially important for 

producing realistic precipitation forecasts in data sparse areas. The initialization 

schemes are presented in the following sections.

3.2 Initialization of the ARPS cloud and precipitation fields

In the moisture initialization scheme, the initial cloud liquid (q j and 

cloud ice (q,) water mixing ratios are simply set to the analyzed values. The
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purpose of inserting q^- and qpfields is to speedup microphysical processes and to 

produce appropriate precipitation amounts at the beginning of the model forecast. 

Since the conventional radiosonde network does not provide cloud condensate 

fields, it usually takes a certain time for a forecast started from conventional 

initial conditions to produce clouds and precipitation. Therefore the cloud 

analysis is very useful for short-term forecasting.

There are options for using the total or a fraction of the analyzed amount 

when initializing the rainwater, snow, or hail mixing ratios. When using the 

partial option, the residual amount of the analyzed rainwater, snow or hail 

mixing ratios can be neglected or converted into initial cloud liquid or cloud ice. 

The reason for not using the total amount of the analyzed rain or snow amount is 

that the water-drag caused by falling precipitate particles can hinder updrafts or 

even produce downward motions. Adding precipitates at the initial time can 

delay the spinup process of a model when cloud-scale vertical circulations are not 

initialized. Cloud particles are very small and induce little downward dragging 

force. By converting part of the rainwater (snow, hail) into cloud liquid (ice) 

water, the vertical circulations are allowed to develop before the falling rain 

becomes significant. On the other hand, the full amount of the analyzed 

rainwater, snow, and hail may be used to initialize the model if the storm has 

reached its peak intensity. Under this situation, an initial precipitate load is 

helpful for producing realistic precipitation and cold outflows at the surface. The 

outflows are important for the generation of second-generation storms.
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3.3 A diabatic initialization

When using non-zero initial cloud and/or precipitate mixing ratios, 

negative buoyancy is introduced in cloud and rain regions due to the weight o f the 

cloud and precipitate particles. In the real atmosphere, the negative buoyancy is 

balanced by upward accelerations due to latent heat release in the developing 

storms. However, latent heating effects may not be resolved by conventional 

data due to the sparsity of the observations. To mitigate this problem, a thermal 

adjustment was proposed and used in Xue et al. (1998a) to compensate for the 

changes made to buoyancy by the diagnosed cloud and precipitation fields.

Buoyancy is a source term in the vertical momentum equation. In the 

ARPS, the vertical momentum equation is

dw dw ÔW dw ~ 1 dp „ ^
—  4- u + V h w fii —-------- + B +
dt dx dy dz p  dz (3

where u, v, and w are the three Cartesian components of the wind vector, 

/=2Qcos((j») is the Coriolis coefficient (Q is the angular velocity of the earth's 

rotation and (j> is latitude), p is the air density, p is pressure, B is the buoyancy 

term, and D , contains the sub-grid scale turbulence and computational mixing 

terms (Xue et al., 1995). The buoyancy term is

B = g
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where g is the gravitational acceleration of the earth, 9 is potential temperature, 

c, is the sound speed, q, is water vapor mixing ratio, 6=0.622, includes all 

liquid or ice water content. In the ARPS the liquid and ice water categories 

include cloud liquid (q j and ice (q̂ ) water, rain water (q̂ ), snow (qj, and hail 

(q^). Thus we have:

qw = qc+q i+q r +%  + qh (3.3)

Note that the terms in Eq. (3.2) with a bar represent the base state in the ARPS, 

which are the horizontal mean values of the model variables, and the terms with a 

prime represent the perturbations with respect to the base state.

To preserve the buoyancy before and after the insertion of the analyzed 

cloud and precipitate content, the following condition should be satisfied:

 P' I gy' _ |"£ .__ P' I +
\_e pc^ 1 + 9, L» 1+5,

The background pressure and air density fields are assumed to be accurate and 

they are not changed in this initialization. Thus we have:

= [ " £ + _ £ v L _ £ v l d ^ ]

or.

^  + -4% .. _  = 0
e  s  + q^ 1 + q^ (3.6)
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where A0', Aq/, and A q/ are the differences between the perturbation potential 

temperature, the water vapor mixing ratio, and the total liquid and ice water 

mixing ratios before and after the moisture and thermal adjustments, respectively. 

Aq '̂ is generally non-negative because the background cloud and precipitate 

fields are usually zero. Solving Eq. (3.6) for A0', we get:

A^' = ^ .[(A ^;+A ^,)/(1+^,)-A <?;/(0 .622h- ^ J ]  (3.7)

An example of the thermal adjustment based on preserving the buoyancy 

field is shown in Fig. 3.1. The vertical cross sections show the perturbation 

potential temperature fields before (Fig. 3.1a) and after (Fig. 3.1b) the thermal 

adjustment using the cloud liquid/ice and rainwater/snow mixing ratio analyses 

shown in Figs. 2.14 and 2.18. The change made to the perturbation potential 

temperature field is relatively small. The maximum adjustment to the potential 

temperature field is about ±0.7 K (Fig. 3.1c). We used the buoyancy adjustment 

in a simulation for a heavy convective precipitation case and found that the 

adjustment did not have a significant impact on reducing the spinup time for the 

precipitation.

In the real atmosphere, the physical mechanism for a positive buoyancy in 

storms is latent heat release from cloud condensation. The latent heating term is 

the connection between microphysical and thermodynamic processes. In a 

convective system, latent heat release provides a positive feedback mechanism 

(Bluestein, 1993): heating in upper levels induces upward motion and low level
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Fig. 3.1 An example of the buoyancy adjustment. Panel a  shows the background 
8 '-Geld (unit: K) and the 8 '-Geld after the buoyancy adjustment (b). The 
difference between (a) and (b) is shown in panel c. The contour intervals 
are IK  in panels a and b, and 0.5K in panel c.
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convergence. Upward motion brings moist air from the surface layer and allows 

continuing condensation and more latent heat release. Therefore it is important to 

include latent heating in model initial conditions to assist the spinup o f convective 

precipitation in models.

Latent heating rates are the source terms in the thermodynamic equation of 

a forecast model. The thermodynamic equation in the ARPS is

30'
dt

30' 30' 30'
U  h V h W-------

3x 3y 3z
d0 „ - W — +Sq
dz mcrp ^^other (3.8)

where represents the latent heating term due to cloud microphysical

processes and are the heating rates due to radiation and other diabatic

processes. is defined by

^G m crp  (.^COND ~  ^C E V A P  ~  ^REVAP  ) (3.9)

Here L, is the latent heat of vaporization/condensation of water, c  ̂is the specific 

heat of dry air at constant pressure, Pqond > ^cevap and are changing rates

of the water substances due to cloud condensation, cloud evaporation, and rain 

evaporation processes, respectively.

Fig. 3.2 shows vertical cross sections of the So fields at different times duringm̂crp

a cloud-scale numerical simulation. The three-dimensional simulation was 

carried out using the ARPS. The grid resolution for the simulation was 1 km x 1
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km X 500 m. The model was initialized using a single sounding and a warm 

bubble and was integrated forward for 120 minutes. The Kessler (1969) warm 

rain microphysical parameterization was used in the simulation. The vertical 

cross sections were taken through the cores of the simulated storms. Simulated 

perturbation potential temperature (O') fields on the same cross sections as in Fig. 

3.2 are shown in Fig. 3.3. It is seen that patterns of the two fields are very similar 

in the core regions of the simulated storm. The warm cores aloft are associated 

with regions of positive LH, and the cool pools near surface are associated with 

regions of the negative LH. Equation (3.9) indicates that positive LH is related to 

the cloud condensation {Pqond) and negative LH is related to the cloud and rain

evaporation QPcevap and Prevap)- The cool pools near the surface are mainly 

related to the rain evaporation.

In most previous diabatic initialization studies, latent heating rates were 

determined from precipitation at the ground. Pre-specified profiles, e.g., 

climatological latent heating profiles (Puri and Miller 1990) or parabolic functions 

(Carr 1977; Wang and Warner 1988; Takano and Segami 1993; Wu et al. 1995), 

were then used to distribute the rainfall-derived latent heating rate vertically. 

Other investigators (Turpeinen et al. 1990; Manobianco et al. 1994; Raymond et 

al. 1995) have used model-generated profiles during pre-forecast integrations.
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Fig. 3.2 Control latent heating rate fields (unit: K/s) produced by the control 
simulation at 25 (a), 30 (b), 60 (c) and 90 minutes (d) of the simulation 
time. The vertical cross sections were taken through the cores of the 
simulated storms.
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Fig. 3.3 The simulated perturbation potential temperature fields (unit: K) in the 
same cross sections as in Fig. 3.2 at 25 (a), 30 (b), 60 (c), and 90 minutes 
(d) of the simulation time.
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To evaluate the techniques that use surface precipitation rates and 

parabolic LH profiles, we used a similar scheme to derive LH rates from the 

precipitation fields obtained during the storm simulation. Parabolic profiles are 

used in the scheme for distributing the L H  The LH distribution is defined by

Q = Q .
■ r \ 1
1 - 4 (3.10)

where Q is the LH rate at a height z in a given grid column, and <2max is the 

maximum LH rate. The bottom and top of the parabolic profile, z, and z,, are 

simply determined from the model's LH profile at the same grid colunm. Qmax is 

determined such that the total LH rate in the grid column is equivalent to the 

amount of the latent heat released by condensing the "observed" amount of 

precipitation. That is,

pdxdydz = L^PyçRdxdy (3.12)

Here R represents rainfall rate, p and pw are the air and water densities, dx and 

dy represent the size of a model grid box. Substituting Eq. (3.10) into Eq. (3.12) 

and solving for Q , we have
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The LH rate fields that are derived using the simulated precipitation are shown in 

Fig. 3.4. The precipitation fields are the accumulated rainfall fields during the 30 

minutes ending at the times when the LH rates are calculated (25 minutes for Fig. 

3.4a). It is seen by comparing Fig. 3.4 with Fig. 3.2 that the derived LH fields are 

significantly smaller than the simulated fields, especially during the early stages 

of the storms. The reason for this is that cloud condensation at these times have 

resulted in significant LH in the control field while there is little or no 

precipitation produced at the ground. Consequently, the precipitation-derived LH 

rate fields are very small. At 25 and 30 minutes of the simulation time, the 

maximum control LH rate was over 0.05K/S because of the cloud condensation 

(Figs. 3.2a, b). However, the maximum LH derived from the precipitation was 

less than O.OlK/s (Figs. 3.4a, b) because no significant rainfall had developed at 

these times (Figs. 3.4a, b). At 60 minutes, a  LH maxima located at x « 83 km 

and z « 3.5 km in the control field (Fig. 3.2c) was missing in the derived LH field 

(Fig. 3.4c) since the rainfall had not reached the ground in that region (Fig. 3.5c). 

It was found that the positions of the maximum LH centers in the derived fields 

were displaced from those in the simulated fields. The simulated maximum LH 

centers at 30 and 60 minutes were located at x « 101 km and x «  99 km (Figs. 

3.2c, d), respectively. However, the corresponding maximum LH centers in the 

simulated fields were located at x «  96 km and x « 93 km (Figs. 3.4c, d), 

respectively. The underestimation and phase shifts in the derived LH fields were 

even larger when only hourly precipitation fields were used (not shown).
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Fig. 3.4 The precipitation-derived latent heating rate fields (unit: K/s) in the same 
cross sections as in Fig. 3.2 at 25 (a), 30 (b), 60 (c), and 90 minutes (d) of 
the simulation time. Half-hour precipitation fields in the control run and 
parabolic profiles are used to derived the latent heating rates.
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Fig. 3.5 Control % fields (unit: g/kg) in the same cross sections as in Fig. 3.2 at 
25 (a), 30 (b), 60 (c), and 90 minutes (d) of the simulation time.
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The inaccuracies in the derived LH fields were due to the indirect 

relationship between the LH field and the surface precipitation field. For this 

warm rain case, precipitation is the final product of microphysical processes that 

include cloud condensation, auto-conversion of cloud liquid water to rainwater, 

accretion of cloud liquid water by rainwater, and rain fallout. However, latent 

heat is released when clouds form and in places where clouds form. Therefore the 

(positive) LH field should be more closely related to the cloud field than to the 

surface precipitation field. The plots shown in Fig. 3.6 confirm that the structure 

of the cloud liquid water mixing ratio field is very similar to the structure of the 

control LH field (Fig. 3.2).

Based on the above results, a simple latent heat adjustment is proposed 

for the initial thermal field. The adjustment is defined by:

AG = pQ - Z v ( ^ c  +Ag,.)/(c^;r)

Here Aq  ̂and Aq. represent the increments in q̂  and q. during the initialization of 

cloud and precipitation fields, respectively. Pe is a weighting factor that ranges 

from 0 to 1. The weighting factor should be small in regions where high- 

resolution temperature observations can be obtained. In those regions latent 

heating effects have been reflected in the observed thermal field and an additional 

LH adjustment would be inappropriate. Future work will incorporate the latent
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Fig. 3.6 Control fields (unit: g/kg) in the same cross sections as in Fig. 3.2 at 
25 (a), 30 (b), 60 (c), and 90 minutes (d) of the simulation time.

heating adjustment in an objective analysis scheme, in which the thermal 

increments obtained from Eq. (3.14) are treated as supplemental observations.
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Fig. 3.7 shows the A9'-fieId derived from Eq. (3.14) using an analyzed 

cloud liquid water mixing ratio (q.) field (Fig. 3.8). The q.-field is derived using 

the Sraith-Feddes model in the ADAS cloud analysis (see Chapter 2, section 2.3). 

The structure and magnitude of the derived A0'-field is very similar to that of the 

simulated 9' fields (Fig. 3.3). There are smaller phase errors in time and space in 

the A9'-fields than in the precipitation-derived LH fields. Therefore, using the 

LH adjustment based on the 3D cloud analysis is more appropriate for convective- 

scale diabatic initialization since convective weather systems have time scales that 

are comparable to those of the microphysical processes. The time scales of 

synoptic weather systems are much larger than that for microphysical processes, 

thus using precipitation-derived latent heating in diabatic initialization for large 

scale numerical weather prediction is a reasonable approximation.

More sophisticated diabatic initialization methods involve the retrieval of latent 

heating rates by reversing the microphysical processes in a forecast model or 

using the adjoint of a forecast model. The major advantage of such methods is 

that the balance between the retrieved latent heating fields and the forecast model 

is assured. The disadvantages of these schemes include the irreversibility of the 

microphysical processes and the high computational expense. A preliminary 

investigation of the former type of approach has been undertaken (22iang and 

Carr, 1998). A simple retrieval scheme was developed based on the Kessler
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Fig. 3.7 Temperature adjustment fields (unit; K) based on latent heat release in 
the same cross sections as in Fig. 3.2 at 25 (a), 30 (b), 60 (c), and 90 
minutes (d) of the simulation time. The amount of the latent heat is 
related to the %-field that is derived using the Smith-Feddes model.
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Fig. 3.8 Smith-Feddes model-derived q. fields (unit: g/kg) in the same cross 
sections as in Fig. 3.2 at 25 (a), 30 (b), 60 (c), and 90 minutes (d) of the 
simulation time.
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warm rain microphysical parameterization. Latent heating rates as well as 

moisture fields including water vapor, cloud liquid, and rainwater fields were 

derived from simulated high-resolution radar reflectivity data using a reverse- 

Kessler scheme. The reverse-Kessler scheme is presented in Appendix A.

3.4 Moisture Adjustment

Thermal adjustments can make the vertical temperature distribution more 

conductive to convection. Vertical circulations can be induced due to a less stable 

atmospheric condition in the cloud and rain regions than that without the thermal 

adjustments. However, the vertical circulations can not be retained if consistent 

condensation processes are absent. If the environment is not humid enough, the 

upward motion associated with the initialized divergence field will not be 

sustained by latent heat release (Wolcott and Warner, 1981). Turpeinen (1990) 

showed that diabatic NNMI had little effect on the duration of the spinup time 

unless the humidity field was enhanced. Thus a realistic initial moisture field is 

needed to assure sustained cloud condensation.

While moisture plays an important role in cloud condensation, 

conventional moisture observations are very limited in space and time. The three- 

dimensional ADAS cloud analysis contains information from radar and satellite 

and provides a good indication of moisture-abundant areas. Based on the cloud 

analysis the following moisture enhancement scheme has been developed. In the
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diagnosed cloudy regions, minimum relative humidity (RH) values are imposed 

and the qy-fieid is adjusted accordingly. The minimum relative humidity is 

determined from the analyzed cloud cover field using a linear function (Fig. 3.9). 

Based on the values in Fig. 3.9 relative humidity is adjusted to 50% if  it is lower 

in the regions of 50% cloud cover. In regions of 100% cloud cover, relative 

humidity is adjusted to 95% if it is lower. The cloud cover and RH values at the 

two ends of the linear relationship are adjustable.

0.9X
x
E 0.8

| 0 . T
s

0.6

0.5
0.4 0.80.6 1

Cloud fractional cover

Fig. 3.9 Relationship between the minimum relative humidity and cloud cover.

Fig. 3.10 shows an example of the moisture adjustment. The example is 

the May 7, 1995 case that has been discussed in Chapter 2. Two RH fields on the 

same vertical cross section as in Fig. 2.18, one is before the moisture adjustment 

and the other is after, are shown in Figs. 3.10a and b, respectively. It can be seen 

that the adjustment moistened the two convective regions, one near x = 80 km
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Fig. 3.10 Relative humidity fields before (a) and after (b) the moisture 
adjustment.

and the other near x = 320 km, especially in the one near x = 80 km. RH values 

in that region were below 50% before the adjustment, which was unrealistically 

dry for a cloudy and precipitating environment. After the adjustment, the RH 

value was brought up to above 90%. As a result of the moisture adjustment, the 

precipitable water increased about 2~4mm in the two precipitation areas (Fig. 

3.11).

In the present moisture and diabatic initialization schemes, the moisture 

adjustment is always performed after the thermal adjustment so that the pre­

specified minimum relative humidity is assured in clouds.
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Fig. 3.11 Precipitable water before (a) and after (b) the moisture adjustment.
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3.5 Summary

Moisture and diabatic initialization schemes based on the three- 

dimensional ADAS cloud and precipitation analyses were presented in this 

chapter. In the initialization schemes, the moisture and temperature analyses 

obtained from conventional observations are adjusted based on surface, radar, 

and satellite observations in order to get more realistic initial conditions during 

cloudy and/or precipitating atmospheric conditions, and to reduce the model 

spinup time for precipitation forecasts.

The cloud liquid and ice mixing ratio fields in the model are initialized 

using the analysis values, but the model's initial rainwater, snow, and hail 

mixing ratios are usually kept smaller than “observed”. The reason for not 

inserting the total amount of precipitate at the initial time is that their mass may 

cause downward motions. These can prohibit development of cloud updrafts and 

delay the spinup of model precipitation. After the model cloud and precipitate 

fields are initialized, the thermal field is adjusted with two options to account for 

the latent heating associated with the inserted cloud content. After the thermal 

adjustment, the relative humidity field is modified and cloudy regions are 

moistened.

The present moisture and diabatic initialization schemes have two 

advantages over previous diabatic initializations:
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(1) Instead of using two-dimensional precipitation estimates they are 

based on three-dimensional cloud analyses that use surface, satellite and 

radar data. The analyzed cloud base and top heights can provide relatively 

more objective information about the cloud distribution than simply using 

pre-specified sigma-levels.

(2) It is demonstrated that there are phase differences in time and space 

between latent heat release and precipitation. On the other hand, latent 

heating distribution is shown to be closely related to cloud distributions. 

Thus the 3D cloud analysis is more suited for initializing latent heating 

fields than is a 2D surface precipitation analysis.

The present schemes are based on observations and analysis procedures, 

and are independent of the forecast model’s microphysical parameterization 

schemes. Therefore, they can be applied readily to different models. However, 

a drawback of such schemes is that a balance between the initial fields and the 

forecast model is not assured.

It is difficult to directly verify the moisture and diabatic initialization 

schemes based on observations because there are no appropriate data sources 

available. Performing Observing System Simulation Experiments (OSSEs) poses 

an efficient and feasible way of evaluating different initialization procedures. In 

order to examine systematically the impact of the moisture and diabatic 

initializations on convective-scale numerical weather forecasts, a series of OSSEs

have been carried out. The results of the OSSEs are presented in the next chapter.
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Chapter 4 
Sensitivity of Convective-scale 
Numerical Simulations to Moisture 
/Diabatic Initialization

4.1 Introduction

It is recognized that conventional surface and radiosonde observation 

systems are not sufficient for solving spinup problems in mesoscale or cloud-scale 

numerical weather prediction models. The moisture and diabatic initialization 

scheme presented in the previous chapter that makes use of radar and satellite 

observations provides a new tool for initializing these models. How will the new 

initialization scheme affect convective-scale numerical weather forecasts? What 

are the merits and drawbacks of the new initialization scheme? To answer these 

questions, we carried out a set of observing system simulation experiments 

(OSSEs).

OSSEs consist of two basic elements: a control (benchmark) simulation 

and a set of perturbed simulations. The control simulation is a model forecast
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Started from a specific initial condition. Then the initial condition is altered, or, 

“perturbed”, based on the scientific purposes of the experiments. Forecasts are 

then carried out from the perturbed initial conditions and results from each 

perturbed simulation are compared with those from the control simulation. 

Responses in the simulations to the different initial perturbations are studied. 

OSSEs have the advantage o f having complete verification data sets, and with 

them we can assess the impact of the moisture and diabatic initialization scheme 

on convective-scale numerical weather simulations in great detail. With OSSEs 

we can also test the sensitivities of the forecast model to different 

moisture/diabatic initialization strategies. The OSSEs in the present study are 

different from previous approaches by Weygandt et al. (1990, 1993), Lazarus 

(1993), Park (1996), and Park and Droegemeier (1998). The major differences 

are (1) the focus of the problem and (2) the way of creating new initial conditions. 

The focus of our experiments is on moisture and diabatic initialization, while 

previous studies have been focused on wind initialization (Weygandt et al. 1990, 

Lazarus 1993), the relative importance of different fields (Weygandt et al. 1990, 

Lazarus 1993), and the relative importance of the same field in different regions 

(Weygandt et al., 1993, Park 1996). The initial fields in our experiments were 

created using the ADAS cloud analysis and the diabatic initialization scheme 

presented in Chapter 3, while in the previous experiments they were created 

using the simulated fields with some idealized operations. The operations 

included withholding data in certain regions (Weygandt et al. 1990; Lazarus
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1993; Park 1996), applying smoothing (Weygandt et al. 1993), and adding 

random errors (Weygandt et al. 1993; Park 1996). Through those idealized 

approaches, useful and general knowledge has been obtained about the most 

optimistic results that one could get with the data and the data assimilation 

techniques being tested (Weygandt et al. 1990). The goal of our experiments is to 

evaluate the impact of a specific initialization scheme on convective-scale 

numerical weather prediction.

4.2 The model

The control run of the observing system simulation experiments was 

produced using the Advanced Regional Prediction System (Xue et al., 1995). The 

ARPS is a mesoscale and convective-scale atmospheric model with non­

hydrostatic and fully compressible dynamics. The coordinate system in the ARPS 

is a generalized terrain-following coordinate with equal spacing in the x- and y- 

directions and grid stretching in the vertical. The Arakawa C-grid (Arakawa and 

Lamb 1977) is used in the spatial discretization. Second-order quadratically- 

conservative and fourth-order quadratically-conservative finite differences are 

used for advection terms and second-order differencing for other terms. A 

second-order leapfrog scheme is used in temporal differencing for large time steps 

with an Asselin temporal filter option. First-order forward-backward explicit 

temporal differencing with a second-order centered implicit option is used for 

small time steps. Options for the sub-grid scale turbulence calculation include
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Smagorinslqr-Lilly diagnostic first-order closure, 1.5-order turbulent kinetic 

energy formulation, and Germano (Germano et al., 1991) dynamic closure. Both 

second- and fourth-order schemes are available for spatial computational mixing 

terms in the ARPS. Cloud microphysics algorithms include: (1) Kessler warm- 

rain microphysics parameterization (Kessler, 1969, Klemp and Wilhelmson, 

1978, Soong and Ogura, 1973), (2) 3-category ice microphysics parameterization 

by Lin et al. (Lin et al. 1983, Tao et al., 1989), and (3) Schultz's (1995) ice 

microphysics scheme which contains equations for water vapor, cloud water, 

rainwater, ice, snow, and hail. The model also includes Kuo (Kuo, 1965, Kuo, 

1974) and Kain-Fritsch (Kain and Fritsch, 1993) cumulus parameterizations. The 

surface layer physics includes surface momentum, heat, and moisture fluxes 

firom bulk aerodynamic drag laws as well as from stability-dependent 

formulations.

4.3 The control run

The important model features in the control run include a 4th-order 

advective scheme, a 1.5 order turbulent kinetic energy (TKE) closure, and 

Kessler-type warm-rain microphysics.

The horizontal resolution of the control run was 1 km and the vertical 

resolution was 5(X) m. The model domain was 65x65 km^ in the horizontal and 

16.5 km deep in the vertical. A single sounding (Fig. 4.1) was used to create the
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Fig. 4.1 The sounding that was used to create the base state model fields in the 
control run.

base state temperature, wind, and water vapor fields for the model. The 

sounding was taken at Ft. Sill, Oklahoma at 15 CST (Central Standard Time) on
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May 20, 1977. Convection was triggered by a warm bubble in the initial

potential temperature field. The bubble was an ellipsoid with 20-km diameters in 

both X- and y-directions and a 3-km diameter in the z-direction (Fig. 4.2). The 

magnitude of the temperature perturbation was 4 degrees Kelvin (3.69 K is shown 

in the plot because of the grid staggering). The control run was initialized using 

the sounding and the warm bubble and was integrated forward for two hours. 

Time series of the simulated domain maximum cloud (%) and rain water (q,) 

mixing ratios are plotted in Fig. 4.3. Fig. 4.4 shows the 5-minute accumulated 

rainfall at 30 minutes and the half-hour accumulated rainfalls at 60, 90, and 120 

minutes. The reason for choosing a 5-minute rainfall is that the OSSEs were 

started at 25 minutes. Only 5-minute accumulated rainfall is available at 30 min 

for the OSSEs.

Fig. 4.3 shows that clouds formed during the first 15 min of the control 

simulation and precipitation started soon after. The %-max decreased around 20 

min due to accretion of cloud droplets by raindrops. A second fast growing 

period for qc-max and q^-max can be found around 35 minutes. A second cell 

developed to the northwest of the first storm and produced rainfall by the end of 1 

hr (Fig. 4.4b). A brief drop in %-max around 95 minutes was related to the decay 

of the first storm and the intensification o f the second storm, which had moved to 

the northwest comer of the domain (Fig. 4.4c).
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Fig. 4.2 X-y (a) and x-z (b) cross sections of the warm bubble that was used to 
create the initial perturbation temperature field in the control run. The 
cross sections are through the center of the bubble.

86



Chanter 4. Sensitrvitv of Convective-scale Numerical Simulations To Moisture/Diabatic In'rtialization 87

- max. Qg
-  max. q.

os
^ 12.0

4 .0

0.0
100 120800 40 6020

Time (min)

Fig. 4.3 Time series of the domain maximum qc and qr in the control run.

4.4. Experimental design

As mentioned above, the focus of our OSSEs is on the impact of different 

moisture/diabatic initialization strategies on convective-scale numerical weather 

prediction. To do this, a time is chosen in the control simulation when clouds 

and rain have already developed (25 min in Fig. 4.3). The simulated cloud
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Fig. 4.4 The accumulated rainfall (nun) at 30 (a), 60 (b), 90 (c), and 120 (d) 
minutes in the control run. The accumulation periods were 30 min except 
for that in panel (a), which was accumulated from 25 to 30 minutes. The 
contour values are I mm, 5 mm, 10 mm, 30 mm, and 50 nun, 
respectivelly.
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liquid water and rainwater mixing ratio fields at this time served as the source of 

the radar reflectivity and satellite cloud “observations”. The ADAS cloud 

analysis and different moisture and diabatic initializations were performed to 

initialize the model at t  =  25min. Then the model was restarted and subsequent 

simulations were carried out.

The model base state was used as the background atmospheric state for the 

cloud analysis. This is equivalent to the situation where the background fields 

come from conventional radiosonde observations. Since the average distance 

between radiosonde stations is about 300km, there would be only one sounding 

available in our 65x65km^ domain. Cloud base and top height fields were 

determined using the control q.-field at 25 minutes (Note: All times in this 

chapter refer to the time in the control run). Then a cloud liquid water mixing 

ratio field (no cloud ice is presented here since a warm rain microphysical 

parameterization was used in all OSSEs) was calculated using the Smith-Feddes 

model (Chapter 2, section 2.3) and the base state temperature field. By doing this 

the author assumed that the three-dimensional volumetric cloud firaction analysis 

(Chapter 2, section 2.2) could provide accurate estimates of cloud base and cloud 

top heights, while cloud liquid water amounts were not observed and needed to 

be determined using the ADAS cloud analysis. The control rainwater mixing 

ratio field at t = 25min was used in the initial conditions for several experiments. 

No efforts were made to emulate the radar sampling errors or errors in the
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empirical relationship between radar reflectivity and rainwater mixing ratio. 

Temperature and water vapor fields are adjusted using the procedures described in 

Chapter 3 (sections 3.3 and 3.4). Then the model was initialized at 25 min using 

different combinations of these fields and was integrated forward to the ending 

time of the control simulation, i.e., 2 hours. Thus the integration time for all 

OSSEs are 95 minutes long.

A list of all the OSSEs is shown in Table 4.1. The experiments are 

divided into four groups. Each group consists of three experiments. The three 

experiments in each group were initialized using different moisture initialization 

strategies so that the impact of each moisture component (water vapor, cloud, 

and rain) can be tested. The water vapor (q,), cloud (q j, and rainwater (q,) fields 

in each three experiments were initialized using, respectively, (a) a moistened q, 

field obtained from the RH adjustment that was described in Chapter 3 (section 

3.4), zero q  ̂and zero (b) the moistened q,, analyzed q. and zero q ; and (c) 

the moistened q,, analyzed q. and analyzed q,.

The purpose of the first and the second groups of experiments is to test the 

impact of the moisture initialization alone without the thermal adjustment The 

base state wind field was used in the first group to mimic the condition when only 

conventional radiosonde observations are available. In the second group of 

experiments, the initial wind field was set to the base state in regions without any 

rainfall. The wind in rain regions was kept the same as in the control run. This is
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emulating the case when we have a perfect Doppler wind retrieval (Shapiro et al., 

1995; Xu et al., 1995; Zhang and Gal-Chen, 1996) using radar reflectivity and 

radial velocity observations. The first and second groups of experiments provide 

a preliminary test on the impact of the wind field on moisture and diabatic 

initialization. Testing the effects of the errors in wind retrievals is beyond the 

scope of this work. Studies related to the impact of the initial wind field on 

convective-scale numerical simulations have been done by Lazarus (1993), 

Weygandt et al. (1990, 1993), Weygandt (1998), and Le vit and Droegemeier 

(1998, personal communication).

Table 4.1 List of the moisture and diabatic initialization experiments.

EXP. Temp. Wind qv qc qr

la

lb

Ic

2a

2b

2c

Base state

Base state

Base state 
outside rain 

region, perfect 
inside

RH  
adjustment 

within 
clouds, base 
state outside

zero

Smith-Feddes

Smith-Feddes

zero

Smith-Feddes

Smith-Feddes

zero

zero

analyzed

zero

zero

analyzed

3a

3b

3c

4a

4b

4c

Base state
Base state with 

the latent 
heating 

adjustment Base state 
outside rain 

region, perfect 
inside

RH  
adjustment 

within 
clouds, base 
state outside

zero

Smith-Feddes

Smith-Feddes

zero

Smith-Feddes

Smith-Feddes

zero

zero

analyzed

zero

zero

analyzed

91



Chanter 4  Sensitivitv of Convective-scale Numerical Simulations To Moisture/Diabatfc Initialization_________ 92

Diabatic initialization of the temperature field, together with the moisture 

initialization, were used in the third and fourth groups o f experiments. The initial 

thermal fields were adjusted based on the latent heating adjustment described in 

section 3.3, Chapter 3. The initial wind fields in the third and fourth groups of 

experiments were the same as in the first and second ones, respectively.

4.5 Criteria for yerifîcation and comparisons

All the OSSEs were started at 25 min and were integrated forward for 95 

min. Simulation results are compared with the control run using quantitative as 

well as qualitative measures. The quantitative criteria include two error statistics: 

1) a multiplicative mean bias error, and 2) the traditional threat score. The 

multiplicative bias and threat score were calculated for 15 minute rainfall amount 

fields. The bias score is defined by

Bias -

(4.1)

where and represent the rainfall amount every 15 minutes in the OSSEs 

and in the control run, respectively; i and j are grid indices. The summation in 

Eq. (4.1) is over the whole model domain. This bias score is a commonly used 

score in quantitative precipitation estimation and forecast. A value of greater than 

1 indicates overestimated precipitation in a forecast and a value of less than 1
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indicates an underestimation in a forecast. A bias score o f 1 indicates an accurate 

forecast for the domain total precipitation amount. An alternative bias score, 

which has been widely used in statistics, is defined by

^ossE y) “  ̂  ̂ CTRL 0 ’ y )
Bias^ =  ̂ ^ - (4.2)

‘.y

It is seen from Eq. (4.2) that an overestimation (underestimation) in precipitation 

forecasts is implied by a Bias' value of greater (less) than 0. A value of Bias'= 0 

(instead 1) suggests an accurate forecast of precipitation amount in the model 

domain. The second bias score (Bias') is not used in this dissertation, although it 

can be derived from the first one using the following formula:

Bias^ = Bias—1 (4.3)

The threat score (TS) is a measure of the skill in predicting the area of

precipitation amounts over any given threshold. It is defined by

2^ =     —

F + R— C (4.4)

where F is the number of grid points where the model precipitation forecast is 

above a given threshold, C is the number of points where the forecasts are 

correct, and R is the number of grid points observing the rainfall over the 

threshold. In our case the “observation” is the simulated rainfall in the control 

run. The precipitation threshold used in the threat score calculations was 1 mm.

93



Chapter 4 Sensitivitv of Convective-scale Numerical Simulations To Moisture/Diabatfc Initialization_________94-

The traditional threat score is not very suited for verification of 

convective-scale precipitation forecasts, as it will be shown later in this chapter. 

Miller and Kalnay (1998, personal communication) have been developing a new 

set of criteria which are more appropriate for evaluating small scale precipitation 

forecasts as well as for general verification of numerical weather forecasts. Here 

we used two very simple alternative scores: maximum threat score with shifting 

(MTSS) and the shifting distance associated with the maximum threat score 

(d_MTSS). The “MTSS” is the threat score calculated by horizontally shifting 

the forecast precipitation field around its original location within a certain 

distance (in our case, within 15 km in each direction) until a maximum threat 

score is obtained.

Qualitative examinations were made by comparing individual fields. 

Cross sections of moisture, perturbation potential temperature, and wind fields 

were taken at interesting locations and at different times of the model simulations. 

The evolution of the storm systems in different experiments were compared with 

the control run and against each other. Detailed discussions are provided in the 

following sections.
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4.6 Results and discussion

4.6.1 Conventional wind experiments without diabatic initialization

The time series of the bias and the traditional threat scores for experiments 

la, lb, and Ic are shown in Figs. 4.5a, b, respectively. It can be seen that Exp. 

la  and lb  failed to produce any significant precipitation. In Exp. Ic, a non-zero 

rainwater mixing ratio field was inserted at the initial time. The rainwater fell out 

much too quickly after the simulation started and the storm completely 

disappeared after 1 hour (Fig. 4.6). The initial rain evaporated and produced a 

cool pool at the surface at 30 min (Fig. 4.7a). The cold outflows pushed outward 

and stimulated development of a second precipitation system to the northwest of 

the first storm (Fig. 4.7b, c). The small peaks at ~ 100 min in the bias and threat 

scores (Fig. 4.5a, b) correspond to this weak precipitation system.

The failure for producing realistic amounts of precipitation in the first set 

of experiments is due to the insufficient moisture and diabatic initialization. 

Without the thermal adjustment, the initial temperature in the rain regions in 

Exps. la, lb, and Ic was cooler than the control temperature field. The warm 

storm core in the control run (Fig. 4.8) did not exist in the OSSEs’ initial thermal 

field because the base state temperature was used for the latter. Since saturation 

vapor pressure is dependent on temperature, moistening in clouds was limited 

and insufficient. It is shown in Fig. 4.9 that the initial precipitable water for Exps.
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la, lb, and Ic is significantly less than in the control run, especially in the 

region of the storm core (Fig. 4.9c). The relatively cool and dry initial conditions 

prevented condensation and vertical circulations from developing.

2.0

1.5 -

11 'I 'I I ' 11111 [ 111111111111111 [ 11111111
— — Ctrl 

O Ola 
1b 

Ate

I  1-0 ---------------------------------------
\

0.5 -

0.0

\

20
\

40 60 80
Time (min)

100 O  I I  I  I 120

0.8

2g 0.6

Ig  04

0.2

0 — ©la 
1b 

61c

20 40 60 80
Time (min)

100 120

Fig. 4.5 Time series of the bias (a) and threat scores (b) for Exps. la, lb, and Ic.
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Fig. 4.6 The 5 min accumulated rainfall valid at 30 min (a) and the half-hour 
accumulated rainfall valid at 60 min (b), 90 min (c), and 120 min (d) in 
Exp. Ic. The contour values are I mm, 5 mm, and 10 mm, respectivelly.
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Fig. 4.7 The surface potential temperature perturbation (K, contour) and the 
wind vector (m/s) fields at 30min (a), 60 min (b), 90 min (c), and 120 
min (d) in Exp. Ic. The contour interval is 0.5K.
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Fig. 4.9 The precipitable water fields (unit: cm) at 25 min in the control run (a), 
in the Exps. la, lb, and Ic (b), and the difference between the two (c). 
The contour intervals are 0.2 cm in panels a and b, and 0.1 cm in panel c.

100



Chapter 4  Sensitivitv of Convective-scale Numerfcal Simulations To Moisture/Diabatie Initialization________101

4.6.2 Retrieved wind experiments without diabatic initialization

The results from experiments 2a, 2b, and 2c are very similar to those 

from experiments la , lb, and Ic (Fig. 4.10). Despite the fact that the initial wind 

field is “perfect” in the rain regions, the simulations failed to produce the

2.0
Ctrl

1.5

:= 1.0

0.0 120100
Time (min)

1.0
e — © 2 a
X——K  2b 
A— A2c0.8

s 0.6
CO

0.0
120100

Time (min)

Fig. 4.10 Time series of the bias (a) and threat scores (b) for Exps. 2a, 2b, and 
2c.

101



Chapter A Sensitivitv of Convective-scale Numerical Sfmulatibns To Mosture/Dtabatic Initializatfon 102

appropriate amount and areal coverage of precipitation. From Fig. 4.11 we can 

see that the initial vertical circulation in Exps. 2a, 2b, and 2c collapsed in less 

than 10 minutes. There are two reasons that the experiments failed to develop 

strong convection. One reason is the relatively dry and cool initial conditions as 

the author mentioned in section 4.6J .  In the control run, continuing 

condensation warmed the air aloft and kept the updraft going. In Exps. 2a, 2b, 

and 2c, on the other hand, cloud condensation was weaker despite the initially 

correct updraft because the model was started from a drier and cooler initial 

condition. As a result, latent heating was small and the initial updraft was not

50.0
Ctrl 

0 — ® 2 a  
*—K2b 
A— A  2c

40.0

% 30.0

â 20.0

10.0

0.0
100 120

Time (min)

Fig. 4.11 Time series of the domain maximum updraft (unit: m/s) in the control 
run and in Exps. 2a, 2b, and 2c.

retained. Similar results were obtained by Turpeinen (1990) who found, on the 

large scale, that vertical circulations initialized by nonlinear normal mode
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initialization could not be sustained when the initial moisture field was not 

properly initialized. Another reason is the lack o f large-scale horizontal divergent 

fields that are needed to support the initial updrafts in the rain regions. An 

experiment (not shown) initialized with the perfect wind field in the whole 

domain (and everything else kept the same as in the base state) produced 

reasonable precipitation for the existing storm at the initial time, given the fact 

that the environment fields for this case are relatively moist and unstable. 

Therefore an accurate wind initialization can be helpful in cases where moisture 

observations are sufficient. Single Doppler velocity retrieval ( Shapiro et al., 

1995; Xu et al., 1995; Zhang and Gal-Chen, 1996) and three-dimensional wind 

adjustment with insertion/ removal of vertical circulations based on the cloud and 

precipitation analysis (“storm-surgery”) (Fiedler 1998, http://cmrp.ou.edu/ 

-bfiedler/cmrp/surgery), among others, may provide high resolution wind 

initializations that are suitable for convective-scale NWPs.

4.6.3 Conventional wind experiments with diabatic initialization

The bias and threat scores for experiments 3a, 3b, and 3c are shown in Figs. 

4.12a, b. Fig. 4.13 shows the 30-min. accumulated rainfall fields valid at 60 and 

120 minutes for the control run and for the three experiments. With diabatic 

initialization, all three experiments successfully spun up the storm precipitation at 

60 minutes. The positions of the simulated storm precipitation agreed well with 

the control precipitation field. However, the first storm dissipated too quickly in

103
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Exp. 3c OPigs- 4-.13g, h) and the bias score (Fig. 4.12a) shows overestimation of 

the precipitation during the early simulation period and underestimation during 

the late simulation period in all three experiments.
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0.0
100 120

Time (min)
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O 0 3 a  
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6 —  A 3c

2g ou»
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3̂ 0.4
H

0.0
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Fig. 4.12 Time series of the bias (a) and threat scores'(b) for Exps. 3a, 3b, and 
3c.
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Fig. 4.13 The 30 min accumulated rainfall valid at 60 min (left panels) and 
I20min (right panels) in the control run ( panels a and b) and in Exps. 3a 
(panels c and d), 3b (panels e and f), and 3c (panels g and h). The unit is 
mm, and the contour values are 1 nun, 5 nun, 10 nun, 30 nun, and 50 
mm.
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Fig. 4.13 (Continued)

The overestimation occurred because there were more initial water vapor 

and cloud water in the three experiments than in the control run due to an 

overestimation in the cloud liquid water analysis by the Smith-Feddes model. A 

greater amount of initial cloud water resulted in a warmer initial thermal field
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than in the control run through the LH adjustment. Subsequently, the initial 

water vapor field is more moist because the RH adjustment is dependent on the 

temperature field. Figs. 4 . 14a, b, and c show the precipitable water (PW) field at 

25 min in the control ran, in Exps. 3a, 3b, and 3c, which were all the same, and 

the difference between the two, respectively. In a large part of the storm region, 

the initial PW for the three experiments is 2mm or more than that in the control 

ran (Fig. 4.14c). The overestimated initial moisture condensed into cloud water 

soon after the simulations started because the storm regions are saturated initially. 

The cloud water auto-converted into rain according to the following formula:

I au.o = Ctauto*(«lc-qJ (4-5)

where dqjdt I represents the increase rate of the rainwater mixing ratio due to

auto-conversion of cloud water into rainwater, is the autoconversion rate,

is a threshold value for the auto-conversion process to activate. In our simulations 

“ auto was 0.00Is'* and q^ was Ig/kg. Equation (4.5) indicates that any cloud water 

content, when exceeding Ig/kg, will gradually convert into rainwater in about 

1000 seconds (-17 minutes). Once there is rainwater, the accretion process will 

take effect and rainwater content increases at the following rate:

^ /^ la c ,r  = “ accr* (W "' (4-6)
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Here 3q/5t | represents the increase rate o f the rainwater mixing ratio due to 

accretion of cloud droplets by raindrops and is the accretion rate. Accretion

21-.25Z Fri 2 0  May 1 9 7 7  t-I500 .0  s (0:25:00) 2 1 : 2 5 2  Fri 2 0  Moy 1 9 7 7
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I........ iii|iiiiiiiiiiiiiii
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max=5.36 
inc=0.2

46.0 64.0
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Fig. 4.14 The precipitable water fields (unit: cm) at 25 min in the control run (a), 
in the Exps. 3a, 3b, and 3c (b), and the difference between the two (c). 
The contour intervals are 0.2 cm in panels a and b, and 0.1 cm in panel c.
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is a very efficient and important mechanism for raindrop growth. A bias score 

plot (Fig. 4.15) for 5-minute accumulated rainfall shows that the rainfall amount 

in Exp. 3a remained small before 40 min. After 40 min (i.e., 15 — 20 min from 

the beginning time of the simulation) the bias score increased rapidly, 

corresponding to the end of an auto-conversion cycle and the onset of the 

accretion process.

2.0

J  1.0

0.0 100 120
Time (min)

Fig. 4.15 Time series of bias scores for the 5 minute-accumulated rainfall in 
Exps. 3a, 3b, and 3c.

The peak bias score for Exp. 3b is very similar to that for Exp. 3a except 

for a small lead in time. The small lead was due to the nonzero initial % field in 

Exp. 3b, which reduced the time for accretion to become significant. In Exp. 3c, 

nonzero rainwater was inserted at the initial time. The initial rainwater fell out 

and produced rainfall that was similar to the control field. The initial % also
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induced the accretion process quickly, and resulted in a 5 min temporal lead in 

the bias score peak (Fig. 4.15) with respect to the peaks for Exps. 3a and 3b.

It is noticed that the threat scores (Fig. 4.12b) are poor, even though the 

areal coverage of the simulated rainfall fields agreed reasonably well with the 

control CFig- 4.13). After examining the results we found that small errors in the 

positions o f the simulated storms (i.e., phase errors) caused the low threat scores. 

To evaluate the phase errors, a maximum threat score with shifting (MTSS) and 

the shifting distance (d_MTSS) at which the MTSS is obtained are calculated. 

Fig. 4.16a shows significant increases in the threat scores after the simulated 

rainfall fields are “optimally” displaced from their original position. Comparison 

between Fig. 4.16 and Fig. 4.12 indicates that the low threat scores (Fig. 4.12b) 

are largely due to the phase errors (Fig. 4.16b) in the simulated precipitation 

fields. These results show that die MTSS and dJMTSS can provide useful 

additional information for verification of convective-scale precipitation forecasts.

Time series of the shifting distances corresponding to the maximum threat 

scores are plotted in Fig. 4.16b. It is seen that the phase errors generally grow 

with time. The large phase errors for Exp. 3c from 80 min to 110 min are due to 

the unrealistic quick dissipation of the first storm. Fig. 4.17 shows that at 90 min 

there were two distinct storm systems in the control run. Exps. 3a and 3b 

captured the two-cell structure (Figs. 4.17b, c). However, there was only one 

storm cell in Exp. 3c (Fig. 4.17d). In the control run there was a vertical
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Fig. 4.16 Time series of the maximum threat score with shifting (MTSS, panel a) 
and the shifting distance corresponding to the maximum threat score 
(d_MTSS, panel b) for Exps. 3a, 3b, and 3c.
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Fig. 4.17 The half-hour accumulated rainfall valid at 90 min in the control run (a) 
and in Exps. 3a (b), 3b (c), and 3c (d). The unit is mm, and the contour 
values are I mm, 5 mm, 10 mm, 30 mm, and 50 mm.
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circulation in the simulated thunderstorm existing at 25 min (not shown). The 

associated low-level convergence region was centered at x % 36km and y « 

21.5km at 30 min (Fig. 4.18a). The storm precipitation generated cold outflows at 

the surface (Fig. 4.18b) and a second convective region began to the northwest of 

the first storm half an hour later (Figs. 4.18c, d). As the second storm grew 

stronger with time, the first storm retained its intensity (Figs. 4.18e, f, g, and h). 

On the other hand, there was no vertical circulation at the initial time in Exps. 3a, 

3b, and 3c because the base state wind field was used. The moisture and diabatic 

initialization helped to induce vertical circulations at 30 min (Figs. 4.19a, 4.20a) 

although they were weaker than in the control run. The circulation in Exp. 3a 

grew quickly and generated cold outflows and stimulated the development of the 

second storm, as did the control run (Figs. 4.19b, c). The storm intensities were 

comparable to those in the control run, although the positions were displaced 

(Figs. 4.19c, d). In Exp. 3c the circulation at 30 min was much weaker than in 

Exp. 3a and in the control mn (Fig. 4.20a), because the initially inserted 

rainwater was falling and hampering the developing updraft. As a result, the first 

storm weakened and died before 90 min (Figs. 4.20b, c). The early evolution of 

the vertical circulations in Exp. 3b was similar to those in Exp. 3a (not shown). 

But the initial cloud water load hindered the development of the first storm and 

the storm dissipated shortly before 2 hours.
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Fig. 4.18 Low-level (0-2 km) convergence (contours in left panels, unit: lO' ŝ ') 
and the surface perturbation potential temperature (contours in right 
panels, unit: K) overlapped widt the surface wind vector fields at 30 min 
(panels a, and b), 60 min (panels c and d), 90 min (panels e and f), and 
120 min (panels g and h) in the control run. The contour intervals for the 
low-level convergence and perturbation potential temperature fields are 
0.5xlOV and 0.5 K, respectively.
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Fig. 4.18 (Continued)
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Fig. 4.19 Low-level (0-2 km) convergence (contours in unit of lO'^s *) and the 
surface wind vector fields at 30 min (a), 60 min (b), 90 min (c), and 120 
min (d) in Exp. 3a. The contour interval is O.SxlO'V*.
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Fig. 4.20 Low-level (0-2 km) convergence (contours in unit of lO^s ') and the 
surface wind vector fields at 30 min (a), 60 min (b), 90 min (c), and 120 
min (d) in Exp. 3c. The contour interval is 0.5x10V.
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4.6.4 Retrieved wind experiments with diabatic initialization

The bias and traditional threat scores for experiments 4a, 4b, and 4c are shown in 

Figs. 4.21a, b, respectively. Figs. 4.22a, b show the MTSS and the d_MTSS for 

the three experiments. The evolution of the bias scores are similar to the three 

conventional wind experiments with the diabatic initialization, although the 

intensities of the precipitation are stronger and more realistic in the experiments 

with the retrieved wind (Fig. 4.21a vs. Fig. 4.12a). There are significant 

improvements in the traditional threat scores comparing the two sets of 

experiments OFig- 4.21b vs. Fig. 4.12b). Shifting also improves the threat scores, 

but not as much as in Exps. 3a, 3b, and 3c (Fig. 4.22a vs. Fig. 4.16a). This 

indicates that the phase errors in the retrieved wind experiments are not as large as 

in the conventional wind experiments. The d_MTSS plot in Fig. 4.22b confirms 

this. For example, the position errors at 120 min are 1.4 km, 3.6 km, and 4.4 

km for Exps. 4a, 4b, and 4c, respectively. They are substantially smaller than 

their counterparts in the conventional wind experiments, which were 10.0 km, 

13.0 km, and 10.0 km, respectively (Fig. 4.16b). A more remarkable 

improvement is the decrease o f the phase errors in Exp. 4c with respect to Exp. 3c 

between 80 to 110 min. Recall that the large phase errors in Exp. 3c were due to 

the unrealistic disappearance of the first storm. In Exp. 4c, the initial wind field 

in the rain region was the same as that in the control run and an updraft was 

existing at the time (Fig. 4.23). The initial updraft provided a balancing
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Fig. 4.21 Time series of the bias (a) and threat scores (b) for Exps. 4a, 4b, and 
4c.

119



Chapter 4 Sensitivttv of Convective-scate Numerical Simulations To Moisture/Dtabatic Initialization________120

1.0
O  0 4a

0.6

0.4

0.0
100 120

Time (min)

10.0

8.0

J

2.0

0.0
100 120

Time (min)

Fig. 4.22 Time series of the maximum threat score with shifting (MTSS, panel a) 
and the shifting distance corresponding to the maximum threat score 
(d_MTSS, panel b) for Exps. 4a, 4b, and 4c.
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mechanism for the falling rain and avoided the detrimental effect of the initial 

rainfall on the development of the first storm. The low level convergence 

associated with the first storm is stronger at 30 min in Exp- 4c (Fig. 4.24a) than it 

is in Exp. 3c (Fig. 4.20a). The storm was retained for a longer time, and its 

intensity as well as the position are much more accurate than in Exp. 3c (Fig. 4.24 

vs. Fig. 4.18).
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20.0

16.0 46.0

Fig. 4.23 X-z cross section of the vertical velocity field (unit: m/s) through y = 22 
km at 25 min in Exp. 4c. The contour interval is 5 m/s.
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Fig. 4.24 Low-level (0-2 km) convergence (contours in unit of 10 s' ) and the 
surface wind vector fields at 30 min (a), 60 min (b), 90 min (c), and 120 
min (d) in Exp. 4c. The contour interval is 0.5x10 V .
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4.7 Summary

Observing system simulation experiments (OSSEs) have been carried out 

to assess the impact of the new moisture and diabatic initialization scheme on 

convective-scale numerical weather forecasts. Sensitivities of the forecast model 

to different moisture/diabatic initialization strategies and to different wind 

initializations were also tested.

The OSSEs were divided into 4 groups. The first two groups of 

experiments were initialized using different moisture initialization strategies 

without the diabatic initialization. Among the two groups, one was initialized 

using a smooth background wind field, which emulates the conventional 

radiosonde observations, and the other was initialized using a detailed wind field 

within the rain region to emulate a Doppler wind retrieval. Both sets of 

experiments failed to produce realistic amounts and areal coverage of 

precipitation. The results indicate that conventional observing systems are 

insufficient for resolving the warm and moist regions in clouds. As a result, the 

initial condition was too cool and dry compared to “reality” and was unfavorable 

for convection to develop. We found that moisture initialization and diabatic 

initialization should be performed consistently. Without diabatic initialization, 

the moisture adjustment is limited and insufficient. We also found that inserting 

detailed wind information within the rain regions did not help the precipitation
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simulations when there was no diabatic initialization. The inserted divergent 

circulations were not retained due to (1) the absence of cloud condensation and 

latent heat release and (2) the absence of a consistent large-scale horizontal 

divergence field to support the initial updrafts in the rain regions. A three- 

dimensional wind adjustment as proposed by Fiedler (1998, personal 

communication) may provide a solution for obtaining a consistent horizontal 

divergence field. A continuous data assimilation can also help sustain the initial 

updrafts in the rain regions. These techniques will be investigated in ftiture work. 

It was shown that inserting a rainwater field at the initial time had a positive 

impact in producing cool pools near the surface and generating new storms.

The second two groups of experiments were initialized using both 

moisture and diabatic initializations. The results show that the diabatic 

initialization has successfully reduced the model spinup time and produced 

precipitation with reasonably good intensity and areal coverage. It was found that 

the initial water load, especially rainwater, when not balanced by consistent 

updrafts, can hinder the development of existing storms at the initial time. It was 

also found that an accurate initial wind field in the rain region had a significant 

positive impact on reducing the phase errors in precipitation simulations.

The simulation results also showed the impact of inaccuracies in the 

moisture and diabatic initiahzation on precipitation forecasts. Overestimation of 

precipitation was found in the early period of the model simulations with diabatic
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initialization, which was due to the overestimation of water vapor and cloud 

water in the initialization. An improvement to this might be obtained through 

assimilation of satellite-derived precipitable water and vertically integrated cloud 

liquid water fields. In the meantime, it was shown that the present moisture and 

diabatic initialization scheme can provide significant improvement in convective- 

scale precipitation forecasts with the aid of radar and satellite observations. We 

now need to determine if application of the moisture and diabatic initialization 

scheme to a real data case will also show similar improvement. The real data 

experiments are presented in the next chapter.
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Chapter 5
A C a se  Study

5.1 Introduction

In the previous chapter, the impact of a new moisture and diabatic 

initialization procedure on convective-scale numerical weather prediction was 

tested using OSSEs. It was found that the moisture and diabatic initialization had 

a significant positive impact on reducing the model’s spinup time for the 

precipitation forecasts. The OSSEs were a set of simplified scenarios for 

moisture and diabatic initialization of the real atmosphere. The model was perfect 

with respect to the reference atmosphere. The “retrieved” wind fields in the rain 

regions were error free. These conditions are never satisfied in real-time data 

assimilation and numerical weather prediction. To further test the generality of 

the sensitivities obtained from the OSSEs, we carried out a set of real data 

experiments.
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5.2 The case

The case chosen for the tests was a widespread convective precipitation 

event that occurred on 7 May 1995. The synoptic background for the event is 

illustrated in Figs. 5.1, 5.2, and 5.3. Figure 5.1 shows the RUC (Rapid Update 

Cycle, Benjamin et al. 1994) analysis of the 500 mb geopotential height and wind 

fields valid at 1200 and 1800 Z on 7 May and 0000 Z on 8 May of 1995. At 1200 

Z a deep extratropical cyclone was centered over Arizona (Fig. 5.1a). The 

cyclone moved northeastward and slowly weakened over the next 12 hours (Figs. 

5.1b, c). The 3-hourly surface dew point and wind vector fields are shown in Fig. 

5.2. A north-south oriented dry line was located in eastern New Mexico at 1200 Z 

(Fig. 5.2a). The dry line moved eastward across the western Texas border and 

reached the middle of the Texas panhandle at 1800 Z (Fig. 5.2b). After 1800 Z 

the dry line moved much slower and remained in the Texas panhandle area (Fig. 

5.2c). A strong southerly low-level jet with windspeeds of more than 25 m/s was 

located on the east side of the dry line (Fig. 5.3). The strong winds brought moist 

air from the south into the southwestern Oklahoma region. The fields shown in 

Figs. 5.2 and 5.3 are the RUC 60 km analyses interpolated onto a 20 km ARPS 

grid.

Strong convective systems developed and passed over the Great Plains 

during the day. Fig. 5.4 shows a sequence of the composite radar reflectivities 

over the Oklahoma and adjacent regions. At 1200 Z on 7 May a broad region of
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Fig. 5.1 RUC analysis of the 500 mb geopotential height (unit: 10 m) and wind 
fields at 1200 (a) and 1800 Z (b) on 7 May and OCXK) Z (c) on 8 May, 
1995. The contour intervals are 25 m.
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(a) Td (C) Surface 12Z May 7, 1995
f  ....

(b ) T d (C ) Surface 18Z May 7, 1995

(C) T d (C ) Surface OOZ May 8. 1995

k v .

Fig. 5.2 RUC analysis of the surface dewpoint (unit: °C) and wind vector (unit: 
m/s) fields valid at 1200 (a) and 1800 (b) Z on 7 May and 0000 (c) Z on 8 
May, 1995. The contour intervals are 2.5 °C.
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(a) (g /k g ) 850mb 12Z May 7,1995

2L:ao
(b) q̂  .(g/kg) 850mb 18Z M ay7 .1995

2Lifio
(c) q̂  (g /k g) 850mb OOZ May 8,1995

S L iao

Fig. 5.3 RUC analysis of the 850 mb water vapor mixing ratio (unit: g/kg) and 
wind vector (unit: m/s) fields valid at 1200 (a) and 1800 Z (b) on 7 May 
and 0000 Z (c) on 8 May, 1995. Note that the data near the west boundary 
of the model domain were missing because the 850 mb level was below 
the surface. The contour intervals are Ig/kg.
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i.

m

I

Rg. 5.4 Composite reflectivities valid at 1200 (a), 1430(b), 1600 (c), 1800(d), 
2000 (e), and 2200 (f) Z 7 May, 1995.
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convective precipitation was located in western Kansas and the Oklahoma 

panhandle, and isolated cells appeared in central Texas (Fig. 5.4a). The isolated 

cells later organized and formed a solid convective complex and moved north- 

and northeastward into southwest Oklahoma (Fig. 5.4b). At 1600 Z, a large part 

of this convective system was within western Oklahoma, with the northern end of 

the system joined together with the Kansas storms (Fig. 5.4c). This large 

precipitation complex then moved east-northeast across central Oklahoma and 

eventually dissipated after it moved into Missouri (Figs. 5.4d, e, and f). Severe 

thunderstorms from Texas moved into the southern end of the complex and 

produced tornadoes near Ardmore, OK around 2100 Z on 7 May. Another system 

was a narrow yet intensive band of convection that developed along the dryline. 

Isolated convection was initiated between 1600 and 1700 Z on 7 May and rapidly 

developed into a line of storms within 1 hour (Fig. 5.4d). The convective 

precipitation band intensified significantly and became a solid squall line at 2000 

Z (Fig. 5.4e). This squall line further strengthened during the next several hours 

and slowly moved to the east (Figs. 5.4f). The system began to decay around 

0600 Z on 8 May and moved out of Oklahoma into Arkansas after 1200 Z on 8 

May.

This strong convective precipitation case has been studied extensively 

using the ARPS model (Wang et al. 1996, 1998; Xue et al. 1996, 1998a, 1998b). 

These studies have focused on the dynamical features of the dryline (Xue et al. 

1996), the propagation and structure of the squall line (Wang et al. 1996, 1998),
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and the convective initiation along the dryline (Xue et ai. 1998b). In Xue et al. 

(1998a), radar reflectivities were inserted into the model through an intermittent 

data assimilation procedure. The assimilation of the radar data resulted in 

improvement of the squall line prediction. The patterns of the 6-hour 

accumulated rainfall ending at 0600 Z on 8 May, 1995 agreed well with the 

observations (Xue et al. 1998a). The present research is similar to the work of 

Xue et al. (1998a), although with different initialization schemes being used. The 

precipitation predictions during the early hours of the squall line and the impact of 

the moisture and diabatic initialization on the model’s spinup process are the foci 

of the present study.

5.3 The Model Configurations

The ARPS model was also used in the real data experiments. The 

configuration of the model for the experiments included a 4th-order advection 

scheme, a 1.5 order TKE closure, the Kain-Fritsch cumulus parameterization, 

and an explicit ice microphysical parameterization based on the scheme 

developed by Lin et al. (1983). The explicit microphysical scheme takes into 

account condensation/evaporation and deposition/sublimation, autoconversions 

of cloud liquid (ice) water to rain (snow) and snow to graupel, accretion, riming, 

melting, freezing of cloud liquid droplets to cloud ice particles and of raindrops 

to graupel. There were 35 vertical levels in the model and the top of the model 

domain was -16.5 km high. The horizontal resolution for the predictions was 10
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km and the vertical resolution varied from 25 m near the surface to about 1 km at 

the top of the domain. A map of the model domain and the topography is shown 

in Fig. 5.5.

o
GO

.q̂

Fig. 5.5 A map of the model domain and the topography height field (unit: m) in 
the domain.

The background fields for the initial conditions were the 3-hourly RUC-I 

analyses. The 60 km analyses were interpolated to the ARPS 10 km grid, and 

additional observations were ingested using an objective analysis based on the

134



Chapter 5 A C ase Study_________________________________  135

Bratseth scheme (Brewster, 1996) in the ADAS. The cloud analysis, described 

in Chapter 2, and different moisture and diabatic initializations were performed 

to obtain the initial conditions for the subsequent numerical prediction 

experiments.

During all forecasts, the model’s lateral boundaries were forced by the 

same external boundary conditions. The external boundary conditions were 

obtained from the RUG 60 km forecasts. The forecast fields were obtained every 

hour and interpolated in space onto the 10 km ARPS model grid and linearly 

interpolated in time to every model time step. The model fields were relaxed 

towards the external boundary conditions using a technique similar to the one 

described by Davies (1983) (Xue et al. 1995).

5.4 Experimental Design

A list of the eight numerical forecasts of the 7 May event is given in Table 

5.1. All forecasts were started at 1800 Z on 7 May 1995 and the length of the 

model integration was 6 hours. In the first experiment (CNVN, which roughly 

stands for the "conventional" surface and radiosonde data analysis), RUG 60 km 

analyses were used as the initial condition. This run provided a reference run 

which represented a forecast started from conventional surface and radiosonde 

weather observations. The initial conditions for the second experiment (MESO, 

which roughly stands for the analysis with local "mesonet" data) were obtained by
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incorporating observations from the Oklahoma Mesonet (Crawford et ai. 1992, 

Brock et al. 1995), wind profilers , and extra radiosondes through the ADAS 

while using the RUG analysis as the background. The distribution of the 

additional observations is depicted in Fig. 5.6.

O

f-' \

1--1

Fig. 5.6 Distribution of the Oklahoma Mesonet stations (circles), surface aviation 
observations (triangles), wind profilers (squares), WSR-88D radars 
(filled triangles), and radiosonde stations (filled circles).
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The three experiments DIa, DIb, and Die (see Table 5.1, where DI 

stands for "Diabatic Initialization") were initialized using different moisture 

initializations based on the ADAS cloud analysis. The additional data used in the 

cloud analysis included reflectivity data from two WSR-88D radars (KAMA and 

KTLX, Fig. 5.6), the imagery data from the visible and the infrared (ll.Opm) 

channels on the GOES-8  satellite, and more than 30 surface aviation observations 

(SAGs, see Fig. 5.6). The initial water vapor fields for tire three experiments 

were enhanced in the cloudy regions using the method described in Chapter 3. 

The analyzed rainwater (snow) as well as the cloud liquid/ice mixing ratio fields 

were inserted in Exp. Die. In Exp. DIb, the analyzed cloud fields were inserted 

while the rainwater (snow) mixing ratios were zero at the initial time. No cloud 

liquid /ice or rainwater (snow) content was inserted in Exp. DIa. The initial 

thermal fields in the “DF’ experiments were modified based on the latent heating 

adjustment method that was described in Chapter 3. The “DIW” experiments are 

similar to the “DF’ experiments except that a different weight factor Pe [see Eq. 

(3.14)] was used.

The initial temperature and dewpoint fields at different levels for Exp.

CNVN are shown in Fig. 5.7. A cool region in the surface and 850 mb

temperature fields in western Oklahoma corresponds to the precipitation in that

region (Fig. 5.4d). The strong dewpoint gradient at the surface in the Texas

panhandle indicates the location of the dry line. The dewpoint gradient is much

weaker on the 850 mb level than that at the surface. The structure of the
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dewpoint field at 500 mb is similar to that at 850 mb, yet the 500 mb temperature 

gradient is much weaker than that at the lower levels.

Table 5.1 List of the real data moisture and diabatic initialization experiments.

EXP. Temp. Wind qv qc qr
CNVN
MESO

RUC analysis (conventional data) 

ADAS analysis (mesonet, wind profilers, etc.)

zero

zero

zero

zero

DIa

DIb

Die

DlWa

DlWb

DIWc

LH adjustment 
with constant 

weights
ADAS analysis

LH adjustment 
with varying 

weights

RH
adjustment

within
clouds

zero

Smith-Feddes

Smith-Feddes

ADAS analysis

zero

Smith-Feddes

Smith-Feddes

zero 

zero 

Z-qr (qs)

zero 

zero 

Z-qr (qs)

Shown in Fig. 5.8 are the same fields as in Fig. 5.7 except for Exp. MESO. 

It can be seen that the surface cool pool is significantly stronger in the ADAS 

analysis than it is in the RUC analysis. The dry line in the ADAS analysis is 

stronger and deeper than in the RUC analysis and the northern end of the dryline 

is better defined. The differences were mainly due to the contributions from the 

Oklahoma Mesonet data. The RUC and ADAS temperature analyses at 500 mb 

are very similar, while the ADAS dewpoint analysis is more moist in central 

Oklahoma. The higher dewpoint in the ADAS analysis in central Oklahoma was 

due to an additional radiosonde observation at Norman, Oklahoma at 18 Z.
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Fig. 5.7 RUC analysis of ± e  temperature (T, unit: °C, left column) and the 
dewpoint (T ,̂ unit: °C, right column) fields on the surface (top row), 850 
mb (middle row), and 500 mb (bottom row) levels valid at 18CX) Z on 7 
May 1995. The contour intervals are 1 “C.
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Fig. 5.8 ADAS analysis o f the temperature (T, unit: °C, left column) and the 
dewpoint (T ,̂ unit: °C, right column) fields on the surface (top row), 850 
mb (middle row), and 500 mb (bottom row) levels valid at 1800 Z on 7 
May 1995. The contour intervals are 1 °C.
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The initial cloud liquid/ice water and rainwater, snow and hail mixing 

ratio fields were zero in experiments CNVN and MESO. In the diabatic 

initialization experiments, the initial water vapor fields were adjusted in the 

cloud/rain regions and the analyzed cloud and precipitate mixing ratio fields were 

used to initialize the forecasts. Figures. 5.9 and 5.10 show vertical cross sections 

of the initial cloud liquid/ice, rainwater, snow, and hail mixing ratio fields, 

respectively. The cross sections were east-west oriented through Oklahoma City.

qc (g/kg, solid), max=1.55 
qi (g/kg, dash), max=1.96 18ZMay7,1995

16.0

12.0
0.5

8.0

4.0

0.0
0.0 80.0 320.0160.0

x (k m )

Fig. 5.9 A vertical cross section of the cloud liquid (solid line, unit: g/kg) and ice 
(dash line, unit: g/kg) mixing ratio fields from the ADAS cloud analysis 
valid at 1800 Z on 7 May 1995. The cross section was east-west through 
Oklahoma City. The contour intervals are 0.25g/kg.
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qr (g/kg. solid), max=.321 
qs (g/kg, dash), max=.609 1 8 2  M a y  7 , 1 9 9 5

16.0
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12.0
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.O-

0.0 80.00.0 160.0 240.0 320.0 480.0
x(km)

Fig. 5.10 A vertical cross section of the rainwater (solid line, unit: g/kg) and snow 
(dash line, unit: g/kg) mixing ratio fields from the ADAS cloud analysis 
valid at 1800 Z on 7 May 1995. The cross section was east-west through 
Oklahoma City. The contour intervals are O.lg/kg.

The same cross sections of the initial relative humidity (RH) fields in Exp. 

CNVN, MESO and the diabatic initialization experiments are shown in Figs. 

5.11a, b and c, respectively. The RUC RH analysis was substantially too dry 

given the fact that there were two deep convective precipitation systems at the 

time, one near x = 80 km and the other near x = 320 km (see Figs. 5.9 and 5.10). 

The ADAS RH analysis showed a higher humidities at the lower levels in the 

central Oklahoma region. However, little improvement was made in the Texas 

panhandle area due to the lack of observations. The RH field after the moisture
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adjustment showed better consistency with the cloud and rainwater mixing ratio 

analyses.

RH 18ZMay7, 1995 Exp. CNVN RH 18ZM ay7.1995 Exp. MESO
ts.015.0

110110

8.08.0

4.0

0.0ao 4cao
x(km)

240.0 32aO4oao 80.0 400.0a o0.0 80.0

RH 18Z May 7, 1995 Exp. DIb
16.0

o110

8.0

4.0

a o
32a o 4oao24aosaoa o

x(km)

Fig. 5.11 Vertical cross sections of the initial relative humidity fields in Exp. 
CNVN (a), MESO (b), and DIb (c). The cross sections are the same as in 
Fig. 5.10. The contour intervals are 0.1.
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The initial perturbation potential temperature fields for Exps. CNVN and 

MESO are shown in Figs. 5.12a and b. There is a weak warm core at ~ 8 km and 

a cold core at the surface in the eastern part of the domain (Fig. 5.12a), which are 

consistent with observed structures of mesoscale convective systems (MCSs, 

Houze, 1993). The warm core is significantly warmer in the ADAS analysis (Fig. 

5.12b). This analysis is consistent with the numerical simulation results shown in 

Chapter 4, where it was found that warm cores are correlated with regions of high 

cloud concentrations. The thermal adjustment in the “DF’ experiments produced 

a second warm core, which is related to the squall line in the Texas panhandle 

(Fig. 5.12c). In the meantime, the thermal adjustment further warmed the central 

Oklahoma region by more than 5 K (Fig. 5.12c). Forecast results presented later 

in this chapter will show that the latent heating adjustment in this region is 

redundant. In fact, the mid-troposphere warm anomaly was reflected in the 

ADAS analysis due to the temperature observations from a radiosonde located at 

Norman, OK (filled circle in Fig. 5.6). Thus the latent heating adjustment should 

be given a smaller weight in this region. To test the impact of the weighting 

factor, a set of experiments (DlWa, DlWb, and DIWc in Table 5.1) with spatially 

dependent weights for the LH adjustment was carried out. In this set of 

experiments, the weight for the LH adjustment was simply set to one in the 

region near storm system “A” (x <160 km), and set to zero in the region of storm 

system “B” (x > 160 km. Fig. 5.12d). Future work will seek a more appropriate 

weighting function that takes into account the relative accuracy of the LH
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adjustment with respect to other temperature data (e.g., radiosonde observations, 

thermodynamic retrievals, etc).
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Fig. 5.12 Vertical cross sections of the initial perturbation potential temperature 
fields in Exps. CNVN (a), MESO (b), DIb (c) and DlWb (d). The cross 
sections were the same as in Fig. 5.10. The contour intervals are 0.5 K for 
panel a and 1 K  for panels b, c, and d.
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5.5 Results

5.5.1 Verification

The hourly rainfall fields derived from radar and rain gauge data at the 

Arkansas-Red Basin River Forecast Center (ABRFC) are shown in Fig. 5.13. 

Between 1800 and 1900 Z on 7 May scattered convective rain bands were seen 

along the dryline in the Texas panhandle and a large precipitation band resided in 

central Oklahoma (Fig. 5.13a). The scattered rain bands later organized and 

evolved into a strong squall line and slowly moved eastward from the Texas 

panhandle into western Oklahoma. The large precipitation complex moved 

northeastward and entered Missouri at 0000 Z 8 May 1995. For the convenience 

of the discussion, the convective rain band along the dryline will be referred to as 

‘storm system “A” ’ in the following text and the large precipitation complex in 

central and northeast Oklahoma will be referred to as ‘storm system “B” ’. The 

traditional bias and threat scores are calculated for the predicted hourly rainfall 

fields for each experiment. The individual hourly rainfall fields from different 

forecasts are also examined and evaluated qualitatively.

5.5.2 Conventional data analysis experiments

The bias and threat scores for Exps. CNVN and MESO are shown in Fig. 

5.14. The threat scores are calculated using a 1 mm threshold. In Exp. CNVN, it 

took the model more than three hours to spin up a significant amount of
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Fig. 5.13 Hourly precipitation (unit: mm) analyses from the ABRFC valid at 1900 
(a), 2000(b), 2100(c), 2200(d), and 2300 Z (e) on 7 May and 0000 (f) 
Z on 8 May, 1995. The box indicates the model domain for the numerical 
prediction experiments.
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Fig. 5.14 The bias (a) and threat scores (b) for the hourly precipitation fields in 
the experiments CNVN and MESO.

precipitation. The hourly precipitation fields from Exp. CNVN (Fig. 5.15) show 

that there is little forecast precipitation until 2100 Z on 7 May. At 2100 Z, there 

are two separate rain bands in the observed precipitation field (Fig. 5.13c) while
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in the rainfall forecast the two rain regions are much closer together (Fig. 5.15c). 

The predicted precipitation systems eventually evolved into a north-south oriented 

line at 2300 Z on 7 May, which resembled the observed squall line. However, 

the eastern part of the precipitation complex moved very little. A strong storm 

cell in the predicted field was located near northern boundary of the model 

domain (x « 300 km, y « 420km), while in the observed rainfall field, a strong 

cell was located outside of the eastern boundary of the model domain at x »  540 

km, y » 420km. The quasi-stationary precipitation and the over-prediction of 

rainfall in the northern part of the system resulted in a positive bias error of nearly 

50% for Exp. CNVN at this time (300 min in Fig. 5.14a). The predicted 

precipitation system slowly moved eastward similar to the observed squall line. 

However, the southern part of the line moved too slowly and lagged the observed 

squall line by about 100 km at 0000 Z on 8 May, 1995 (Fig. 5.15f vs. Fig. 5.13f). 

This resulted in an erroneous northeast-southwest orientation compared to the 

observed north-south orientation.

5.5.2 ADAS analysis experiment

The bias score for Exp. MESO (Fig. 5.14a) showed consistent 

improvement over Exp. CNVN for all six hours of the model forecast. Fig 5.16 

shows a sequence of hourly precipitation fields from Exp. MESO. A small 

amount of precipitation was produced in the south-central Oklahoma early in the
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forecast and the intensity of this precipitation system increased during the first 

three to four hours. A second precipitation region developed during the third hour 

(Fig. 5.16c) and the location was close to the observed rain band in the Texas 

panhandle (Fig. 5.13c). The two-band structure is more realistic than the one 

precipitation complex predicted in Exp. CNVN (Fig. 5.15c). The improvement 

was probably due to the better representation of the dryline in the initial 

conditions for Exp. MESO than for Exp. CNVN. The improved analysis resulted 

in higher CAPE (Convective Available Potential Energy) and lower CEN 

(Convective Inhibition) near the leading edge of the dryline in the ADAS analysis 

than in the RUC analysis ^ ig s . 5.17 and 5.18). The north-south oriented high 

CAPE and low CIN bands were collocated, indicating a favorable condition for 

the development o f convective storms. Yet both the intensity and the areal 

coverage of the dryline precipitation were underestimated in Exp. MESO. The 

northern part o f the squall line was not predicted until 2300 Z on 7 May (Fig. 

5.16e). The movement of precipitation system “B” was better predicted than in 

Exp. CNVN, yet the eastward motion was still too slow. At 2300 Z, the strong 

cell in the predicted rainfall field was still within the model domain (x « 410 km, 

y w 400 km). Nevertheless, the phase error in Exp. MESO (« 130 km) for the 

heavy rainfall center was much smaller than that that in Exp. CNVN (« 240 km).
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Fig. 5.14b showed that the threat scores for the hourly precipitation fields 

in Exp. MESO are higher than the scores in Exp. CNVN except at 240 min (i.e. 

2200 Z). After comparing the hourly rainfall fields at 2200 Z for the two 

experiments, we found that the threat scores were not very representative in 

evaluating the results. The rainfall patterns at this time in Exp. CNVN showed a 

large area of weak precipitation (Fig. S.ISd), while the analysis field showed two 

separate regions of precipitation (Fig. 5.13d). The system to the east (storm 

system “B”) was relatively strong and contained intense storm cells. The system 

to the west (storm system “A”) was relatively weak and the precipitation was 

more uniformly distributed. The rainfall in Exp. MESO showed a pattern similar 

to the observed fields. However, system “B” was displaced to the northwest 

compared to the observed one. This phase error resulted in a low threat score for 

Exp. MESO despite the fact that the overall precipitation patterns showed better 

consistency with the observations than those in Exp. CNVN. The results indicate 

that the threat score is an incomplete measure for the quantitative verification of 

convective-scale precipitation forecasts.

5.5.3 Diabatic initialization experiments

The time series of the bias and threat scores for Exps. DIa, DIb, and Die 

are shown in Fig. 5.19. The thermal adjustment based on Eq. (3.14) with a 

constant weight of Pe = 1 over the whole model domain resulted in substantial 

overestimation of the hourly precipitation (Fig. 5.19). It was found that the
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overestimation was solely for the precipitation in storm system “B”. The plots of 

the rainfall in Exp. DIb (Fig. 5.20) showed that while the intensities of the 

predicted hourly rainfalls in storm system “A” were weaker than the observed 

ones, those in storm system “B” were much stronger. The patterns of the hourly 

rainfall fields in Exps. DIa and Die (not shown) were very similar to those in Exp. 

DIb. Table 5.2 lists the maximum values of the hourly rainfall in storm system 

“B” for the three experiments. The heaviest rainfalls were consistently higher in

Table 5.2 Maximum hourly rainfall values at different times in the ABRFC rainfall
analysis and in Exps. DIa, DIb, and Die.

19Z 20Z 21Z 22Z 23Z OOZ

ABRFC 33.8 41.3 32.5 40.1 39.9 28.9
DIa 25.5 68.4 84.9 59.2 50.5 93.2
DIb 28.2 54-1 54.1 57.4 58.3 84.9
Die 29.0 53.1 50.1 53.4 56.4 62.8

the three experiments than they were in the analysis. A similar mn with a Kessler 

warm rain microphysical parameterization (not shown) instead of ice 

microphysics showed very similar results. The overestimation was most likely 

due to the excess warming caused by the latent heating adjustment in the region 

near storm system “B”. The thermal adjustment was redundant because a 

radiosonde observation in the same region measured the warm anomaly caused by 

the convective system. The OSSEs presented in Chapter 4 showed similar results
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where excess wanning resulted in overestimation o f the precipitable water and, in 

turn, the precipitation. The results suggest that a proper weighting of the latent 

heating adjustment is important.

The diabatic initialization in storm system “A” had a significant positive 

impact on the precipitation predictions. The threat score (Fig. 5.19b) was 

improved during the first three hours because of the improvement in the areal 

coverage of the precipitation resulting from the diabatic initialization (Fig- 5.20). 

The intensity and the orientation of the rain band were more comparable to 

observations than they were in Exp. MESO. Moreover, the northern end of the 

squall line was successfully forecast (Fig. 5.20). This may be due to the local 

maximum in the initial CAPE field near the northeast comer of the Texas 

panhandle (Fig. 5.17a). Convection did not develop in that region in Exps. 

CNVN and MESO despite the high CAPE, attesting to the value of including a 

diabatic initialization. However, there was little improvement in the diabatic 

initialization experiments of the orientation error of the squall line compared to 

Exps. CNVN and MESO. The phase and orientation errors have contributed to 

the low threat score at 240 min.

The results from Exps. DIa, DIb, and Die suggested that a proper 

weighting is important when applying the latent heating (LH) adjustment to the 

thermal field. Thus three diabatic initialization experiments with a non-uniform 

weighting function were carried ou t The bias and threat scores for the three
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experiments are shown in Fig. 5.21. While the threat scores (Fig. 5.21b) are 

similar to those for Exps. DIa, DIb, and Die, the bias scores for Exps. DlWa, 

DlWb and DIWc are closer to unity than those for Exps. DIa, DIb, and Die, 

except that the initial bias score in Exp. DlWa was small. The heaviest hourly 

rainfall values (Table 5.3) are much more comparable to the observed ones after 

the first two hours of integration. It was found that there was also a small 

improvement in the precipitation forecast in storm system “A”. Fig 5.22 shows 

that the rain band associated with storm system “A” was more solid and better 

organized than it was in the first five experiments. There are also small regions 

where the hourly rainfall exceeds 5 mm/hr at 2100 and 2200 Z OPigs. 5.22c, d), 

which were not observed in Exp. DIb (Figs. 5.20c, d).

Table 53  Maximum hourly rainfall values at different times in the ABRFC rainfall 
analysis and in the predictions of DlWa, DlWb, and DIWc.

19Z 20Z 21Z 22Z 23Z ooz
ABRFC 33.8 41.3 323 40.1 39.9 28.9

DlWa 9.49 13.9 24.3 39.0 33.8 26.7

DlWb 10.4 13.0 35.3 49.4 37.7 29.3

DIWc L0.6 14.9 35.8 44.4 36.0 25.1
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5.6 Summary

The moisture and diabatic initialization schemes described in Chapter 3 

were tested using a set of real atmospheric data. The case selected for the testing 

was a strong convective precipitation event that occurred on 7 and 8 May, 1995. 

The event was characterized by two major precipitation systems: one was a 

strong squall line that developed along a dryiine (storm system “A”), and the 

other was a broad convective precipitation system that originated from two 

convective complexes that had merged together (storm system “B”).

Eight experiments were carried out using the ARPS. The predictions were 

started from different initial conditions and lasted for six hours. The initial 

conditions for the eight experiments were obtained from four different schemes: 

(1) a conventional data analysis, (2) an ADAS data analysis, (3) a diabatic 

initialization using radar and satellite data and a constant weight for the LH 

adjustment, and (4) a diabatic initialization using spatially dependent weights for 

the LH adjustment.

A comparison of the bias and threat scores for four experiments (CNVN, 

MESO, DIb, and DlWb) that represent the four initialization schemes is shown 

in Fig. 5.23. The prediction started from the conventional analysis failed to 

capture the structure of the two separate precipitation systems. Both the intensity 

and areal coverage of the precipitation systems were significantly underestimated
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Fig. 5.23 The bias (a) and threat scores (b) for the hourly precipitation fields in 
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during the first three to four hours. The prediction initialized with the ADAS 

analysis successfully forecast two distinct precipitation systems that resembled 

the observed ones. However, the intensity and the areal coverage of the
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precipitation systems were still underestimated for the first three to four hours. A 

part of the rainfall coverage near the north end of the dryiine was not forecast 

well, even though there was a local CAPE maximum in the same region,

Diabatic initialization with a constant weight for the LH adjustment 

improved the forecast of storm system “A” significantly. The areal coverage of 

the hourly precipitation was correctly predicted in less than an hour. This 

indicates that diabatic initialization helped trig the convection and the release of 

the large CAPE in the northern part of the dryiine. However, the LH adjustment 

in storm system “B” was excessive because observations from a nearby sounding 

had already detected a warm core in the storm region before the LH adjustment. 

The LH adjustment caused a large overestimation o f the precipitation in storm 

system "B". After setting the weight for the LH adjustment to zero in regions of 

storm system “B”, more realistic hourly rainfall amounts were obtained. Using 

the non-uniform weighting also improved the intensity of the precipitation band 

associated with storm system “A”. The weighting scheme in the current 

experiments is relatively crude. Future work will seek to incorporate the latent 

heating adjustment through an objective analysis.

It was demonstrated that diabatic initialization provided significant 

improvement for the precipitation spinup problem. Nevertheless, there were 

still deficiencies in the forecast movement of the precipitation systems. The 

eastward movement of precipitation system “B” as well as the southern part of
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system “A” were too slow compared with the observed speeds. It was suggested 

by the OSSEs in the last chapter that the lack of detailed information in initial 

wind fields could result in large phase errors in the predicted precipitation fields. 

In experiments by Yu and Droegemeier (1999, personal communication) the 

movement o f system “B” at 0000 Z May 8, 1995 were well predicted by starting 

the model 9 hours earlier than the present experiments (09(X) Z May 7, 1995) and 

using a larger domain. This suggests that the phase errors in the present 

experiments may be due to spinup problems in the dynamic fields. Another 

possible cause for the slow movement of system “B” in our experiments might be 

the lateral boundary conditions that were forced by the RUC forecasts, which 

might not be compatible with the ARPS forecast fields. Experiments with a larger 

domain may alleviate this problem. In future work the capability of a wind 

initialization scheme to further improve the precipitation predictions will be 

investigated. Future study will also be conducted on a continuous data 

assimilation using nudging and/or digital filtering techniques.
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Chapter 6
Sum m ary and C onclusions

6.1 Summary

Precipitation is one of the most important variables for weather 

forecasting, yet quantitative precipitation forecasting remains one of the most 

difficult problems in numerical weather prediction. The “spinup” problem, i.e., 

the underestimation of the appropriate amount and areal coverage of precipitation 

during the early stages of numerical weather forecasts, is known to be related to 

deficiencies in the initial moisture, latent heating and divergent circulations. It is 

one of the most serious problems for short-range forecasting and constitutes a 

fundamental challenge in data assimilation. The motivation for our research is to 

mitigate the spinup problem for a convective-scale numerical prediction model by 

providing better initial conditions using radar and satellite data.

A three-dimensional cloud analysis system has been developed. It 

integrates data sources from METARs, GOES imagery, and WSR-88D radar and 

constructs three-dimensional cloud and precipitate fields. The METARs provide
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information about cloud base and cloud amount for the lower atmosphere. 

Satellite infrared imagery data are used to determine cloud top height. Detailed 

cloud and precipitate structures in the middle troposphere are inferred from radar 

reflectivities. Based on these observations, a three-dimensional volumetric cloud 

fraction field can be obtained. Cloud liquid water and ice mixing ratio fields are 

computed using a simple one-dimensional cloud model, which assumes a moist- 

adiabatic ascent in clouds with an empirical entrainment correction. Precipitate 

mixing ratios are derived from radar reflectivity fields through empirical 

relationships. This cloud analysis provides a unique advanced tool for multi­

sensor cloud and precipitation analyses. It is based on observations that are 

available in the operational forecast environment and it is independent of 

numerical weather forecast models. Although some of the analysis products (e.g., 

cloud liquid water) are approximate estimations based on simple physical models, 

they can be further improved by incorporating more advanced observational data 

[e.g., cloud content observations from microwave instruments on geostationary 

and polar-orbiting satellites, cloud and precipitation structures observed by the 

precipitation radar onboard the TRMM (Tropical Rainfall Measuring Mission) 

satellite, precipitable water fields derived firom GOES as well as GPS (Global 

Positioning System) satellites, etc.]. The analysis system has great potential for 

providing a convenient and comprehensive diagnostic tool as well as a tool for 

diabatic data assimilation.
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The ADAS cloud analysis has been used to initialize the ARPS cloud 

liquid, cloud ice, rainwater, snow, and hail mixing ratio fields. It also serves as 

the basis for a moisture and diabatic initialization scheme. In most previous 

studies, diabatic initializations were based on two-dimensional precipitation 

estimates. The precipitation estimates were obtained from raingages, radar, or 

satellite data and were used to determine a vertically-integrated latent heating rate. 

Prespecified profiles, e.g., climatological latent heating profiles (Puri and Miller 

1990) or parabolic functions (Carr 1977; Wang and Warner 1988; Takano and 

Segami 1993; Wu et al. 1995), were then used to distribute the rainfall-derived 

latent heating rate vertically. Experiments show that such LH fields have phase 

errors in time and in space, since latent heating may occur in places where there 

is no rainfall at the ground. It is demonstrated that positive latent heating is more 

closely related to cloud water (ice) content than it is to surface rainfall. Therefore 

a moisture and diabatic initialization based on the three-dimensional cloud 

analysis system is proposed.

In the initialization scheme, the moisture and temperature analyses 

obtained from conventional radiosonde observations are adjusted based on the 

cloud analysis so that the model forecast can produce accurate precipitation 

amounts at the right time and at the right locations. The initial temperature field 

is adjusted in cloud and rain regions to account for latent heat release from cloud 

condensation and to induce vertical circulations that are consistent with the 

observed precipitation. Cloudy regions are moistened to compensate for
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deficiencies in the moisture observations, to provide sources for cloud 

condensation, and to retain the vertical circulations induced by the diabatic 

initialization. One of the major advantages of the new moisture and diabatic 

initialization scheme is that it is based on a three-dimensional multi-sensor cloud 

analysis. Experiments have demonstrated that the latent heat adjustment based on 

the 3D cloud analysis results much smaller phase errors for initial diabatic forcing 

fields than that based on 2D surface precipitation fields. Another advantage is 

that the present moisture adjustment is based on the analyzed cloud base and top 

heights which are obtained from surface, radar and satellite observations, while 

previous studies (e.g., Turpeinen et al. 1990; Takano and Segami 1993) have 

used prespecified sigma levels for cloud base and top heights.

The impact of the moisture and diabatic initialization on convective-scale 

numerical weather prediction was examined through a set of OSSEs using the 

ARPS. Sensitivities of the forecast model to different moisture/diabatic 

initialization strategies and to different wind initialization were also tested. It was 

found that the diabatic initialization was important for improving the accuracy of 

the initial thermal as well as moisture fields in data sparse regions. The moisture 

adjustment could be insufficient if the background temperature field was too 

smooth. The diabatic initialization had a significant positive impact on reducing 

the model’s spinup time for the precipitation forecasts. The results showed that 

inserting a cloud or rainwater field at the initial time could help produce cold 

outflows at the surface and generate new storms. However, the initial water load
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also hindered the development of vertical circulations in the existing storms at the 

initial time because of the falling motion of precipitate particles and the negative 

buoyancy caused by the weight of cloud water and rainwater. A wind 

initialization within the rain regions was shown to be helpful in providing 

consistent updrafts that balanced the rainwater load and reduced the phase errors 

in precipitation forecasts.

Sensitivities of the ARPS to the new diabatic initialization scheme were 

further tested using a real data case. The event was characterized by two major 

precipitation systems: one was a strong squall line that developed along a dryiine, 

and the other was a broad convective precipitation system formed from two 

convective complexes that had merged together.

The sensitivities of the real data forecasts to different moisture and 

diabatic initialization strategies were similar to those found in the OSSEs. The 

prediction started from a conventional data analysis failed to capture the separate 

structures of the observed precipitation systems. Both the intensity and areal 

coverage of the precipitation systems were significantly underestimated during 

the first three to four hours. Significant phase errors existed in the precipitation 

fields. The forecast initialized with the ADAS analysis, in which the 

observations firom a surface mesonet system were included, successfully produced 

two distinct precipitation systems that resembled the observed ones. Phase errors 

in the simulated precipitation field were reduced significantly. However, the
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intensity and the areal coverage of the precipitation systems were still 

underestimated during the first three to four hours. After applying the moisture 

and diabatic initialization, the spinup time for the model precipitation was 

reduced to less than one hour. The simulated intensity and areal coverage of the 

precipitation systems, especially the latter, were improved significantly. 

However, the diabatic initialization had little impact on the phase error in the 

simulated precipitation field.

The real data experiments showed that the thermal adjustment in the 

diabatic initialization should be applied only in regions that lack temperature 

observations. In vicinities of direct temperature observations, the latent heating 

adjustment can be excessive because the latent heating effect may already be 

reflected in the nearby temperature observations. Therefore, an appropriate 

weighting function for the LH adjustment is important in the diabatic 

initialization. The weighting function should be a function of the distribution of 

temperature observations and the accuracy of the observations.

6.2 Conclusions and future work

It is shown that conventional surface and radiosonde observation networks 

are insufficient for meso-P and smaller-scale numerical weather prediction. The 

ADAS cloud analysis, which makes use of the METARs, radar reflectivity, and 

satellite imagery data, can provide high-resolution three-dimensional cloud and
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precipitate fields and compensate for the deficiencies in conventional observing 

systems. A moisture and diabatic initialization scheme was developed based on 

the cloud analysis and was shown to be successful for alleviating the spinup 

problem and improving convective-scale numerical precipitation forecasts.

Further improvements can be made to the cloud analysis by using 

additional observational data. The Advanced Microwave Sounding Unit (AMSU) 

on the NOAA-KLM series of polar-orbiting satellites can provide observations of 

column total cloud water content. The column total cloud water field could be 

used to constrain the cloud liquid/ice water content field derived from the Smith- 

Feddes model. The Tropical Rainfall Measuring Mission (TRMM) satellite, 

which carries the first low earth orbiting precipitation radar along with a 9- 

channel SSM/I like Microwave Imager (TMI), an AVHRR (Advanced Very High 

Resolution Radiometer) -like visible-infirared radiometer, a lighting sensor and a 

cloud sensor, can provide detailed, three-dimensional cloud and precipitation 

structures (http://trmm.jpl.nasa.gov; http://trmm.gsfc.nasa.gov). While the 

TRMM data are only available in tropical areas and at relatively low time 

frequency, they have high vertical resolution and can be used to validate and 

calibrate the cloud and precipitation analysis. Polarimetric radars that are under 

development at the National Severe Storm Laboratory (NSSL) have great 

potential for providing more accurate estimates of precipitation content as well as 

discriminations of cloud hydrometeor types (http://nssl.noaa.gov/srad/drarsr/). 

This information is extremely helpful for understanding microphysical processes
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in the atmosphere, for improving precipitation estimates and for precipitation 

forecasts- More accurate moisture analyses can be obtained through assimilation 

of satellite-derived precipitable water fields, e.g., those retrieved from GOES-8 

and GOES-10 sounders (http://cimss.ssec.wisc.edu/goes/ real-time/realtime.html) 

or those firom the Global Positioning System (GPS). The capability of a wind 

initialization and a continuous data assimilation to further improve the 

precipitation forecasts, especially the position of the precipitation, should be 

investigated.
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Appendix A R everse-  
Kessler S c h e m e

A .l Introduction

The spinup problem, an underestimation of the appropriate amount and 

areal coverage of precipitation during the early hours of integration, is a common 

deficiency in many numerical weather predictions. This problem is related to 

inaccuracies in the initial specification of divergence, moisture and thermal fields 

(Mohanty et al. 1986). Many previous studies have used raingauge measurements 

(Wang and Warner 1988) and the precipitation rates derived firom satellite data 

(Puri and Miller 1990; Turpeinen et al. 1990) to improve the initial conditions of 

moisture and divergence fields. Recent studies have begun assimilating cloud 

water fields derived from satellite data (Zhao and Carr 1997; Wu et al. 1995) or 

produced by a model's pre-forecast integration (Raymond et al. 1995) into the 

model to improve the spinup process.

Although many previous studies have been successful to varying extents 

in alleviating the spinup problem, the lack of detailed information on initial 

moisture, cloud water and latent heating fields is still a key problem. The NEXt
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Generation Weather Radar (NEXRAD) can provide three-dimensional 

precipitation fields with high spatial and temporal resolution. In this appendix, a 

simple scheme that uses high resolution radar reflectivity data to retrieve cloud 

water and latent heating distributions and to adjust the water vapor field is 

presented. The concept of the scheme is similar to that of "physical initialization" 

(Krishnamurti et al. 1984). In our case the model’s precipitation parameterization 

is the Kessler warm rain microphysical parameterization (Kessler 1969). By 

reversing this explicit microphysical scheme, the water vapor, cloud water and 

latent heating fields are determined. Most of this material has been presented in 

Zhang and Carr (1998).

A.2 Reverse-Kessler scheme

The initialization of the moisture and diabatic fields should be closely 

related to the microphysical processes in the forecast model. In the Kessler 

(1969) scheme, explicit conservation equations for cloud liquid water and 

rainwater are defined as following (the diffusion terms are neglected here for 

simplicity):

dq, 1 6(pV;gJ _
p % -^Atmo+^ACC fgVAf

^  ~  (a.2)
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Here and % are cloud water and rainwater mixing ratios. Pauto  ̂ Pa c c -

P evap  ̂ and the changing rates of the water substances due to

autoconversion, accretion, rain evaporation, and cloud condensation/evaporation 

mechanisms, respectively, is the mean terminal velocity of the raindrops and 

p the air density. In cloudy regions, Eq. (A.l) can be further simplified by 

assuming that rain evaporation is small, i.e.:

dq^ 1 d{f>V,q^)
d t  p ÔZ

■ Pauto + Pacc
(A.3)

The microphysical production terms in Eqs. (A.l) - (A.3) are 

parameterized as follows:

Pauto 9ccnt ) (A.4)

ÂCC (A.5)

1 C { l - q J q , , ) C p q , f - ^ ^ ^
p a  + p /(^ ,,p ) (A.6)

Pcou -  ̂  ̂ a^{273.1 5 - b J L ,

(A.7)

and the terminal fall velocity V[ (m/s) for the mean-size raindrop is described by

P (A.8)
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where kp k ,̂ C, a , P, a„, b„, and are empirical constants, L, is the 

latent heat o f evaporation of the water, c  ̂ the specific heat of dry air at constant 

pressure, p the pressure, T the temperature, q, the water vapor mixing ratio, and 

At the time step for model integration.

In Eq. (A.3), % and can be determined from radar reflectivities. Then 

% can be solved by substituting Eqs. (A.4), (A.5) and (A.8) into Eq. (A.3):

dq^ 1 d{pV,q,)
^ iQ ccritd t Ç) dz

(a .9)

After q. is obtained, the condensation rate Pqon is calculated by 

rearranging Eq. (A.2):

P — P —P^CO ND  -  ~ ^ A C C  ^AU TO
(A.10)

Then q, can be solved by using Eq. (A.7):

«V = + Af. 1/+ y/(r - 6̂ )̂  j (A.11)

where

y = a^i2 7 3 .1 5 -b JL ^fC p  (A .lla)
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Outside the cloudy region, P eyap is calculated from Eq. (A.6) by using the 

background water vapor mixing ratio and temperature fields. The latent heating 

rate field Q is then determined from the condensation and evaporation rates

PcOND ^EVAP-

Q — Pv ̂ PcOND ~  Pevap^ (A.IO)

The cloud water, water vapor, and latent heating fields derived from Eqs. 

(A.9), (A. 11) and (A. 12) are consistent with the model if the same microphysical 

scheme was used in the model. They are also consistent with the observed radar 

reflectivities. In most previous studies, latent heating field estimates were 

inferred from two-dimensional precipitation estimates, either from satellite or 

surface observations; thus certain assumptions concerning the vertical structure 

of those fields are required. With the reverse-Kessler scheme no assumptions 

about the vertical structures of moisture or latent heating fields are required.

A.3 Observational System Simulation Experiments (OSSEs)

A.3.1 The Control Run

A two-dimensional storm simulation is produced using the ARPS. The 

key model features in the simulation include non-hydrostatic, compressible 

dynamics, stretched vertical coordinate, 4th-order advective scheme, 1.5 order 

TKE sub-grid turbulence models, and Kessler-type warm rain microphysics. The
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horizontal resolution o f the simulation is 1 km, and the vertical resolution varies 

from 25 m near the surface to about I km at the top of the domain. The 

simulation was initialized by using a single sounding and a warm bubble and 

integrated forward for one hour.

A.3.2 Kxverimental Design

In the reverse-Kessler scheme, multiple time levels of radar reflectivity 

data are required in order to evaluate time tendency terms in the retrieval 

equations. In the current study, the model generated rainwater mixing ratio fields 

in the control run were extracted and the radar reflectivities were calculated from 

them. The time interval between two consecutive radar reflectivity data sets was 

6 minutes to emulate the NEXRAD observations in precipitation mode. The wind 

and temperature fields used in the retrievals were also taken from the simulated 

data, but they were resampled in different resolutions to test the sensitivity of the 

retrieval scheme to errors in these fields.

A set of retrieval experiments using different wind and temperature fields 

is listed in Table A .l. The first three experiments were designed to test the 

sensitivities of the reverse-Kessler scheme to errors in wind and temperature 

fields, while the last two were used to test the sensitivity of the retrieval scheme to 

different stages of precipitation evolution. In experiment I, the wind and 

temperature fields were observed from a single sounding. The sounding was 

obtained by taking the horizontal mean of the simulated fields. In experiment II,
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the wind field was taken as the same resolution in the simulation, while the 

temperature was treated as a single sounding. In experiment m , both the wind 

and temperature fields at the same resolution as in the control run were used for 

the retrieval. All three experiments were done with the radar reflectivities derived 

from the simulated rainwater mixing ratio fields at 27 and 33 minutes in the 

control run.

Table A .l List of the OSSEs

wind temp time
exp.l sgl. snd sgl. snd 27 min

exp.ll full resl. sgl. snd 27 min

exp.lll full resl. full resl. 27 min

exp.lV full resl. full resl. 21 min

exp.V full resl. full resl. 15 min

Experiments IV and V are the same as in experiment m  except that the 

retrievals were done at different initial times, Exp. IV  the radar data at 21 and 

27 min were used in the retrieval and in Exp. V the radar data at 15 and 21 min 

were used.

A.3.3 Results

The verification for the retrieval experiments was provided by the 

simulated moisture and latent heating fields in the control run. Table A.2 shows 

the error statistics for the retrieved fields in different experiments. Two error
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statistics, bias and the correlation coefficient, were calculated. The bias is defined 

as the ratio of the mean value of the retrieved field to that of the simulated or 

"true" field in the cloud and rain region. The correlation coefficients were those 

between the retrieved and simulated fields in the cloud/rain region.

Table A.2 The error statistics of the retrieved fields

Bias

qc

Corr

qv

Bias Corr
Q

Bias Corr
exp.l 1.19 .86 1.06 .98 1.12 .72
exp.ll 1-13 .88 1.06 .98 1.20 .77
exp.lll 1.13 .88 1.08 .98 1.24 .77
exp.lV .77 .85 1.07 .98 126 .73
exp.V .84 .92 1.03 .99 .81 .60

From Table A.2 we can see that overall the retrieved moisture and latent 

heating fields agree well with the simulated ones. The accuracy of the retrieved 

cloud water is sensitive to errors in the wind field but not to those in the 

temperature field. It can be seen from Eq. (A.9) that the q. retrieval depends on 

the accuracy of the advection term for the rain water mixing ratio field (in dq/dt), 

while no terms in the equation involve temperature. The latent heating retrieval is 

sensitive to errors in both the wind and temperature fields, with more sensitivity 

to the former. This is because the retrieved latent heating was determined by 

^coND and Pgvxp [Eq. (A. 12)]. Errors in the temperature field can cause errors 

in P evap [Eq. (A.6)]. Errors in the wind field can cause errors in q  fields and
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thus in the P q o n d  calculations [Eq. (A.IO)]. Since the cloud condensation

/evaporation rate P q o n d  was determined by the changing rate of the cloud water

mixing ratios between two time levels, the impact of the wind error can become 

large. The retrieved water vapor field is less sensitive to either wind or 

temperature errors than the previous two fields, because the cloud region was 

always saturated.

It is seen in Table A.2 that the retrieved cloud water fields have a wet bias 

in exp. m  but dry biases in exp. IV and V. This was due to the nonlinearity in the 

growth (or decay) of the rainwater fields. In the retrieval scheme, the changing 

rates of the radar reflectivities were assumed to be linear during the 6-minute time 

period. Time series of the domain maximum rainwater mixing ratio and radar 

reflectivity fields (not shown) indicated that the growth process of the two 

quantities were nonlinear. The time tendencies of rainwater mixing ratio 

estimated by using the linear approximation (for reflectivity) were larger than the 

simulated value at 27 min and smaller than that at 15 and 21 min. Therefore the 

retrieved q^-fields had a wet bias at 27 min and dry biases at 15 and 21 min 

because q. is proportional to the time tendency of the q- field [Eq. (A.9)].

A.4. Summary

In this appendix, the reverse-Kessler retrieval scheme for retrieving 

moisture and latent heating fields from high resolution radar reflectivity data was
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presented. The scheme was tested using simulated data. It is found that the 

retrieved cloud water mixing ratio field was sensitive to the errors in the wind 

field but not as sensitive to those in the temperature field. The retrieved latent 

heating fields was slightly sensitive to the errors in the temperature field and 

relatively more sensitive to those in the wind field. The nonlinear growth (decay) 

of the rainwater mixing ratio field caused the dry (wet) bias in the retrieved q -̂ 

field. Overall the retrieved moisture and latent heating fields agree well with the 

simulated data.

The current reverse-Kessler scheme is preliminary and is tested using two- 

dimensional data sets. The scheme was not applied in our OSSEs and the real 

data experiments since those tests were intended to test the ADAS cloud analysis 

and the moisture and diabatic initialization scheme. In the future, the possibility 

of a variational diabatic initialization that combines the ADAS cloud analysis and 

the reverse-Kessler scheme will be investigated.
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