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A bstract

The research documented in this manuscript demonstrates that Oklahoma's 

winter wheat belt has a significant impact on the near-surface, mesoscale 

environment during growth and after harvest. Differences in near-surface 

atmospheric variables across the wheat belt and its adjacent lands are 

documented using the following methods: (1) observational analyses of

monthly averaged daüy statistics (e.g., daily maximum or minimum) during 

Crop Year 2000, (2) observational analyses of daüy averages and instantaneous 

measurements for several case study days during Crop Year 2000, (3) statistical 

analyses of daily statistics from 1994 through 2001, and (4) numerical simulations 

of case study days during Crop Year 2000 that applied two different land uses 

over the wheat belt region for comparison.

Analysis results from these different methods are consistent and establish a 

convincing case that the crop belt modifies both the mesoscale climatology and, 

on many days, the daüy weather of Oklahoma. Consequently, it is imperative 

that mesoscale forecasts, whether produced objectively or subjectively, account 

for the vegetation-land-air interactions that occur across western Oklahoma and, 

presumably, across other crop regions in the U.S. and around the globe.
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C h ap te r 1: INTRODUCTION

The earth's surface, the water that pauses upon or drains over it, and the 

vegetation that grows from and above it are joined irrevocably to the overlying 

atmospheric boundary layer through fluxes of energy, momentum, moisture, 

and gases. The interwoven nature of this demarcation between solid or liquid 

and the gaseous air above is a topic of heightened interest in the meteorological 

community (e.g.. National Research Council 1998). In particular, the impact of 

vegetation on the atmosphere — from germination to maturity to senescence’ 

to death or dormancy — has been studied across a spectrum of temporal 

and spatial scales (e.g., Bonan 2001; Freedman 2001; Cihlar et al. 1992; Rabin et 

al. 1990). The understanding of these vegetation-air interactions is critical to the 

maturation of atmospheric numerical models (e.g., Emanuel et al. 1995; Pleim 

and Xiu 1995; Betts et al. 1998; Schultz et al. 1998; Chen and Dudhia 2001a, 2001b; 

Lu et al. 2001; Nagai 2002).

The quantity, type, and condition of vegetation strongly influence the fluxes 

of energy, momentum, and moisture in the atmospheric boundary layer (Taylor 

and Lebel 1998). Vegetation affects the surface albedo and, hence, the amount of 

net radiation entering the surface energy budget. The partitioning of this 

incoming energy into latent and sensible heat fluxes is determined, in part, by 

the amount of évapotranspiration from plants (Mahfouf et al. 1987; Collins and 

Avissar 1994). These fluxes, in turn, influences the temperature and moisture 

profiles in the lower atmosphere. In addition, évapotranspiration and 

photosynthesis affect the exchange of water vapor and carbon dioxide near the 

land surface (Cihlar et al. 1992).

' Senescence is the period from full maturity of the plant until its death.
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At the mesoscale, the differences in surface fluxes over vegetation and over 

dry, bare soil can result in differential heating that generates a sea breeze-like 

circulation, or a "vegetation breeze" (Mahfouf et al. 1987; Segal et al. 1988). 

Observations indicate that vegetation breezes and other "inland breeze" 

circulations can have an appreciable effect on the formation of shallow cumulus 

clouds (Garrett 1982; Cutrim et al. 1995). Numerical simulations denote that 

these circulations can provide preferred regions for focusing atmospheric 

instabilities and initiating convective development (Sun and Ogura 1979; Garrett 

1982; Mahfouf et al. 1987; Chang and Wetzel 1991; Chen and Avissar 1994).

Vegetation influences the diurnal range of temperatures, depth of the 

convective boundary layer, and amount of cloud cover for a region (Segal et al. 

1989; Rabin et al. 1990; Bonan 2001; Durre and Wallace 2001; Freedman et al. 

2001). Although feedbacks between vegetation and rainfall are not well 

established, evidence exists that vegetation may enhance or mitigate extreme 

climatological conditions such as droughts (Dirmeyer 1994; Sud et al. 2001).

These studies and others highlight that mesoscale areas of vegetation can 

alter the mesoscale environment. Nevertheless, many previous studies are 

limited in their real-world applicability. Past observational studies have focused 

on specific events or case studies (e.g., Segal et al. 1989), relatively short time 

periods (e.g., LeMone et al. 2000), or small regions (e.g.. Smith et al, 1994). Fast 

numerical studies have modeled highly idealized environments (e.g., Mahfouf et 

al. 1987) or have lacked an extended set of regional observations for model 

initialization and verification (e.g., Hong et al. 1995). The authors have 

acknowledged these restrictions and have attributed them to a dearth of long­

term, mesoscale observations across a large area. This study helps to fill this void 

in adequate measurements by using surface data from the Oklahoma Mesonet in 

both observational and numerical experiments. Consequently, this research



further delineates the magnitude and scale (in both space and time) whereby a 

crop belt can alter the near-surface environment.

Winter wheat, which accounts for about three-fourths of U.S. wheat 

production, is sown in the fall and harvested in the late spring or early summer. 

During early spring, a mature wheat crop forms a swath about 150 km wide that 

extends from southwest Oklalioma into north-central Oklahoma and southern 

Kansas (Rabin et al. 1990; Markowski and Stensrud 1998). The density of the 

wheat fields increases from the Oklahoma-Texas border, where summer crops 

or grasslands are interspersed with wheat crops, to the Oklahoma-Kansas 

border, where about 90% of the land is used for growing wheat. On either side 

of this band of non-irrigated cropland is sparse or dormant vegetation, especially 

across extreme western Oklahoma and the Panhandle. During the late spring or 

early summer, after growers harvest the wheat, previously dormant grassland 

grows. The result is a band of short stubble and bare soil surrounded by mature 

prairie grasses. Hence, Oklahoma's wheat belt affords scientists the unique 

opportunity to study the impact of a band of either abundant or sparse 

vegetation when compared to adjacent lands. Just as important, the width of this 

band is consistent with the preferred scale for mesoscale vegetation breeze 

circulations -  the local Rossby radius of deformation (Anthes 1984; PieUce et al. 

1991; Avissar and Chen 1993; Lynn et al. 1995; Chen and Avissar 1994). Thus, 

Oklahoma is an optimal real-world environment for examination of mesoscale 

vegetative impacts on the atmosphere.

The following hypotheses are investigated in this study:

2. Monthly averaged, daily averaged, and instantaneous surface temperature and 

moisture fields are affected by the evolution (e.g., during growth and after 

harvest) of Oklahoma's winter wheat crop.
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2. The impact of Oklahoma's winter wheat belt on monthly climatic patterns is 

statistically significant.

3. Surface fluxes from Oklahoma's winter wheat belt modify the depth of the 

planetary boundary layer.

Results from validating these hypotheses will extend the current state of 

knowledge in the atmospheric sciences by providing evidence of the extent to 

which a large (25,000 km^), mesoscale crop belt can influence the mesoscale 

environment. Because the Oklahoma Mesonet provides a statewide, mesoscale, 

multiyear data set, the documentation of the impact from the winter wheat belt 

on mesoscale climate and weather using these data wül distinguish this study 

from past research.

To provide a background for this research. Chapter 2 overviews pertinent 

literature that describes the primary interactions between vegetation and the 

atmosphere, details several of these interactions, and discusses the impact of 

vegetation on the mesoscale atmosphere. Chapter 3 describes the data used in 

this study, including Oklahoma Mesonet observations, measurements from the 

Atmospheric Radiation Measurement (ARM) Program, land cover information, 

spectral vegetation index products, and county wheat production statistics for 

Oklahoma. Chapter 4 reviews the numerical model that was employed and lists 

selected parameters for operation. Chapter 5 overviews the development of 

winter wheat in Oklahoma and presents the results of the observational study, 

including monthly, daily, and instantaneous anomalies in measured fields. 

Chapter 6 outlines the design of the numerical experiments and provides results 

from six simulations. Conclusions are reviewed and discussed in Chapter 7.



CHAPTER 2: OVERVIEW OF SELECTED PERTINENT STUDIES

2.1 Overview of Vegetation-Atmosphere Interactions

Interactions among the lithosphere, biosphere, and atmosphere are 

abundant and complex. Consequently, an exhaustive review of these 

interactions is not practical. The principal contributors to the near-surface 

exchange of energy and moisture, however, are well documented and salient to 

this study. One conventional method to describe these fluxes is to identify 

components of the Simple Biosphere (SiB) model (Sellers et al. 1986). In Fig. 2.1, a 

schematic of boundary layer processes is drawn as a circuit diagram. With 

respect to Ohm's Law (V=1R), sensible and latent heat fluxes are analogous to the 

current, 1; air temperature or vapor pressure differences are analogous to the 

electric potential difference, V. Hence, fluxes in "parallel" are additive and fluxes 

in "series" are equal. Only changes in potential, not its specific value, are 

important. In addition, as any "resistance" to energy or moisture transfer 

increases (e.g., the soil dries or plant stomata close), the corresponding flux 

decreases.

According to the physics of SiB (Fig. 2.1), the exchange of water from the 

land to the atmospheric boundary layer is accomplished via three pathways. The 

first pathway transfers water through the soil to ground cover above 

(represented by the resistance rgoii )̂, through the ground cover (i.e., roots,

stems, and leaves) to the air-plant interface (rpiant ), from that interface to the air

above (rg), through the air inside the canopy to the top of the canopy (rj), and

from the canopy top through the atmospheric surface layer (rg). The second

pathway transfers water directly from bare soil to the air above (rgurf)/ through

the air inside the canopy to the top of the canopy (rd), and from the canopy top



through the atmospheric surface layer (ra). The third pathway transfers water 

through the soil to the roots of the canopy plants (rsoil )̂, through the canopy 

plants (rc), from these plants to the air at the top of the canopy (ry), and from the 

canopy top through the atmospheric surface layer (rg).

The exchange of thermal energy from the land to the boundary layer is 

accomplished by two pathways: (1) the transfer from ground cover or bare soil 

through the canopy (rd), and from the canopy through the atmospheric surface 

layer (rg); and (2) the transfer from canopy plants to the air at the top of the 

canopy (ry), and from the top of the canopy through the atmospheric surface 

layer (rg).

Mixed Layer

Atmospheric 
Surface Layer

Vegetation 
(if any)

Ground Cover

Latent Heat 
Fluxes

Sensible Heat 
Fluxes

Figure 2.1. Framework of the Simple Biosphere (SiB) model from Sellers et al. 
(1986). The transfer pathways for latent and sensible heat fluxes are shown on 
the left and right sides of the diagram, respectively.



In addition to the vegetative impact on latent and sensible heat fluxes noted 

in SiB, plants intercept water during rainfall and provide a surface on which dew 

or frost may form. Vegetation also may drip water to the ground and evaporate 

water directly to the atmosphere, and it regulates net incoming radiation via 

albedo differences, absorption of short- and long-wave radiation, and emission 

of long-wave radiation (Lakhtakia and Warner 1994; Segal et al. 1988). As a 

result, the quantity, type, and condition of vegetation strongly influence the 

surface energy balance and, in particular, the fluxes of energy, momentum, and 

moisture in the atmospheric boundary layer (Taylor and Lebel 1998).

Past studies indicate that an increase in living vegetation coverage^ across an 

area increases the following physical variables: albedo for near-infrared

wavelengths, absorption of solar radiation, roughness length, turbulence, 

évapotranspiration, relative and specific humidities, equivalent potential 

temperature, moisture retention, and minimum temperatures (Anthes 1984). In 

addition, an increase in coverage decreases the following variables; albedo for 

visible wavelengths, infrared emission, surface winds, runoff and erosion, 

Bowen ratio, and maximum temperatures (Anthes 1984). There also is evidence 

that an increase in vegetation may increase clouds, rainfall, and upward motion 

(Schickedanz 1976; Freedman et al. 2001).

Senescent, irrigated, grazed, and dead vegetation may reinforce, negate, or 

have no impact on the physical properties and processes mentioned above 

(Otterman 1981; Turner et al. 1992; Walthall and Middleton 1992; Otterman 1976; 

Schwartz 1992). Indeed, even the type of vegetation causes different impacts, 

including the generation of different transpiration rates (Segal et al. 1988; Doran 

et al. 1992; Carleton et al. 1994; Bonan 2001).

Vegetation coverage is the percentage of a given area covered by vegetation.
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2.2 Mechanisms of Vegetation-Atmosphere Interactions

A better understanding of the physical mechanisms of these vegetation- 

atmosphere interactions will help in the analysis of the observational and 

numerical simulation results from the current study. The primary physical 

attributes of plants that cause interactions with the atmosphere are (1) the 

vegetation's response to incoming radiation and its emission of longwave 

radiation, (2) the vegetation's physical presence, which relates to its roughness 

length, (3) the plant's transpiration, which regulates the latent heat flux portion 

of the surface energy budget, and (4) the plant's photosynthesis, which 

generates CO 2 . CO2  flux is not germane to this study; hence, further discussions 

will exclude this flux.

2.2.1 Radiative Effects

Through the plant's albedo, vegetation coverage modifies net incoming solar 

radiation -  the source for surface energy exchanges. The partitioning of incident 

radiant energy into reflected, scattered, transmitted, or absorbed radiation 

depends on leaf, plant, and substrate characteristics, including variations in 

vegetation type, structure, coverage, and condition (Matthews and Rossow

1987). A host of field experiments has been conducted to better understand the 

interactions between radiation and plants.

Using three native grasses from the study region of the First International 

Satellite Land Surface Climatology Project (ISLSCP) Field Experiment (FIFE), 

Walter-Shea et al. (1992) determined that healthy green grass reflected and 

transmitted weakly in the visible and strongly in the near-infrared. These results 

were attributed to physical properties of the plant. Pigments in a healthy green 

leaf absorbed strongly in the visible. Conversely, the leaf mesophyll scattered 

most of the incident near-infrared radiation (NIR). In addition, optical properties

8



of leaves caused attenuation in the middle infrared band when the water content 

of leaves increased. Mild water stress decreased the turgor pressure in the cell 

and created a decrease in the cell volume and intercellular space.

In an analysis of surface reflectances from visible wavelengths, Matthews and 

Rossow (1987) resolved that the primary factor controlling surface reflectance at 

0.6 |im was the density of vegetation cover. Because vegetation appeared darker 

at this wavelength than most soils, a stratification of reflectance values was 

evident from dense forest to steppe or from grassland to desert. The spectral 

variation within forests, either locally or between ecosystems, was less than that 

within shrubs or grasslands.

Matthews and Rossow (1987) also ascertained that snow cover amplified the 

stratification of reflectance values over vegetation. This conclusion was 

supported by Betts and Ball (1997), who examined the annual cycle of albedo 

over grassland, aspen forest, and coniferous forest using data from the Boreal 

Ecosystem-Atmosphere Study (BOREAS) in Saskatchewan and Manitoba, 

Canada. During the summer, without snow cover, daily average albedos were 

approximately 0.2 over grass, 0.15 over aspen forest, and 0.083 over coniferous 

forest. During the winter, with snow on the ground or in the canopy, analogous 

values were 0.75 for grasses, 0.21 for aspens, and 0.13 for conifers.

Ba et al. (2001) documented differences in the albedo - vegetation relationship 

between wet and dry regions. Monthly albedos calculated from Meteosat 

satellite data over Africa during 1983-1988 were compared to values of the 

normalized difference vegetation index (NDVP). Over wetter regions, there was 

a relatively small range of albedos (from 0.10 to 0.20) yet a large range of NDVI

 ̂NDVI = (N IR  - r e d )  /  (N IR  + red  ), where N IR  is the amount of energy measured in the 
near-infrared spectral band and red  is the amount of energy measured in the red portion of the 
spectrum.



values (0.1 to 0.5) and an evident seasonal cycle of albedo. Over drier regions, 

there was a larger range of albedos (from 0.10 to 0.35), a similar range of NDVI 

values (0.1 to 0.5), but little evidence of a seasonal cycle of albedo. The authors 

hypothesized that vegetation in wet regions adequately concealed the soil; 

hence, seasonal changes in foliage (and the corresponding changes in NDVI 

values) did not impact albedo considerably. In dry regions, however, where 

vegetation was sparse and bare soil was exposed, the soil moisture influenced 

the albedo significantly.

Changes in the radiative effects of vegetation occur as plants mature during 

their growing season. Turner et al. (1992) discovered that, across all wavelength 

bands except NIR, reflectance values from tallgrass canopies increased as the 

plants matured and senescent material increased. Walthall and Middleton (1992) 

documented that after senescence commenced, leaf pigments began to absorb 

more strongly in the blue region than in the red region of the visible spectrum. 

The sensitivity of the red and blue spectral bands appeared to be related to 

alterations in vegetative pigment concentrations. As the plant matured, 

chlorophylls dominated; by senescence, carotenoids dominated.

Moore et al. (1996) examined the growing season cycle of albedo in a 

deciduous forest canopy at the Environmental Monitoring Site in Harvard 

Forest. They detected forest canopy leaf-out and leaf-drop from an increase and 

decrease, respectively, of the global albedo. After the albedo initially increased at 

leaf-out, an 11% decrease in global albedo was recorded during the growing 

season; the albedo decrease principally resulted from a significant decrease of 

near-infrared reflectance. The decreasing values of NIR reflectance were 

attributed to phenological changes in the canopy, including water stress, a 

change in thickness of the mesophyll layer, or a change in the canopy structure 

(e.g., leaf-area density or leaf-angle distribution).
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Otterman (1981) demonstrated the effect of both living and dead vegetation 

on radiation absorption. Albedos computed using Landsat images of naturally 

vegetated land in the Sinai-Negev, Afghanistan-USSR, and the Sahel were 

compared to those from nearby anthropogenically modified regions. The data 

indicated that the albedo over the protected land was significantly lower (by 

almost 0.2) than that over the modified land. Consequently, native plants 

increased their absorption of solar radiation. Moreover, absorption was higher 

in both the visible and infrared even though the living vegetation had a high 

albedo in the infrared. This result led Otterman (1981) to conclude that, because 

of its low albedo in the infrared, dead plant matter (underlying the living 

vegetation) in the protected area increased the total energy absorption of the 

region. Similarly, Otterman (1976) determined that the significant emission of 

infrared radiation by forest debris resulted in warmer surface temperatures over 

densely vegetated areas as compared to nearby sparsely vegetated regions.

Field management practices that modify the density of vegetation also have 

been shown to change the reflective characteristics of the surface, thus affecting 

the surface energy budget. During FIFE in 1987, Turner et al. (1992) studied 

reflectance values over grassland at the Konza Prairie Research Natural Area. 

Radiation measurements were compared among sites characterized by these 

grassland field management practices; mowed, grazed, burned and grazed, 

burned and ungrazed, and natural (unmanaged). During the growing season, 

shortwave reflectance averaged about 8% higher on grazed sites than on 

burned, ungrazed sites; it ranged from 4% to 27% higher on mowed sites than 

on unmowed control plots. Near-infrared reflectance averaged about 15% lower 

on grazed sites than on burned plots and 18% lower on mowed sites than on 

unmowed plots. Because of the soil's higher albedo in the visible and lower 

albedo in the near-infrared, defoliation severe enough to expose the soil tended 

to increase reflectance of visible light and decrease reflectance of NIR.
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2.2.2 Roughness Length

A s  objects extend farther above the surface, the roughness length'' increases. 

The structure of most plants extends above the ground from a few centimeters 

for short ground covers to tens of meters for tall trees. The heightened 

roughness length associated with vegetation (contrasted with bare soil) weakens 

near-surface wind speeds and intensifies low-level turbulence (Anthes 1984; Lee 

1992). On the small scale, this enhanced low-level turbulence may accelerate the 

initiation of convection (Garrett 1982); on the synoptic scale, frictional inflow into 

extratropical cyclones may increase, possibly resulting in enhanced precipitation.

Doran et al. (1995) attributed differences in the roughness length to causing 

weaker 9-m winds over cropland than over steppe. During a field experiment in 

Washington early in June 1992, these researchers observed winds over the farm 

(roughness length ~0.1 m) to be weaker than winds over the steppe (roughness 

length -0.02 m) on all days. Similarly, Rosenan (1963) observed an increase in 

autum n precipitation near Tel Aviv, Israel following irrigation of nearby land. 

Rosenan hypothesized that the taller, irrigated vegetation had increased the 

surface roughness length and associated turbulent mixing, resulting in more 

convection.

Bechtold et al. (1991) used a two-dimensional version of the meso-p model of 

Nickerson et al. (1986) to examine, in part, the impact of vegetation on turbulent 

mixing. In a simulation that compared the turbulent activity over adjacent areas 

of bare land and ocean, significant turbulence developed over land but little or 

none occurred over the water. To determine if the lack of turbulence over water 

simply resulted from stability associated with the cool water surface, the authors 

also ran a simulation with contiguous areas of transpiring crop and forest.

“ Roughness length is a measure of the roughness of the surface based on the logarithmic 
wind profile.
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Results indicated that turbulent mixing occurred over both the cropland and the 

forest, with vertical mixing predominant over the forest. The authors attributed 

the presence of turbulence over both foliages to the roughness lengths of the 

vegetation.

2.2.3 Latent and Sensible Heat Fluxes

Transpiration, regulated by the aperture of plant stomata, governs the 

partitioning of radiant energy absorbed by vegetation. When vegetation is 

unstressed, stomata open and the plant transpires freely. Large latent heat fluxes 

can result from abundant insolation. When vegetation is stressed, the stomata 

close and transpiration stops. As a result, abundant insolation is converted 

mostly to sensible heat flux (Chen and Avissar 1994; Avissar and Pielke 1989). 

Hence, the Bowen ratio^ is a good indicator of both environmental stress at the 

surface and the condition of the vegetation. Bowen ratio values range from 

infinity in extremely dry conditions to near zero over wet regions. Negative 

values can occur over strongly transpiring vegetation for certain atmospheric 

conditions (Avissar and Pielke 1989).

Observations from warm season crops indicate that more than 70% of the 

net radiation can be converted to latent heat flux, leaving less than 30% available 

for sensible heat flux (Segal et al. 1988). For example, Aase and Siddoway (1982) 

measured évapotranspiration over wheat in a semiarid region near Sidney, MT 

during two growing seasons: (1) 4 April to 16 August 1978 and (2) 5 May to 

17 August 1979. The average évapotranspiration rate was 4.7 mm day ' and

5.5 mm day ' for the 1978 and 1979 warm seasons, respectively. Given 

approximated values of net radiation for this location and dates, Segal et al. 

(1988) determined that, if the net radiation were converted entirely into 

evaporation, these rates would have been 6.0 and 6.2 mm day ', respectively.

' The Bowen ratio is the ratio of sensible heat flux to latent heat flux at the surface.
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Hence, between 78% and 89% of the available energy was partitioned into latent 

heat flux by the wheat.

From 20 June to 17 August 1979, Aase and Siddoway (1982) measured 

évapotranspiration over both wheat and nearby bare soil and discovered rates 

of 4.5 and 0.9 mm day ’, respectively. In other studies (Reddy 1983; Rogerson 

1976), an examination of observations likewise indicated that the typical 

évapotranspiration rate over wheat was at least 2 mm day ’ higher than that 

over bare soil. In contrast, the évapotranspiration from forest canopies was 

found to be 1-2 mm day ’ less than that over well-irrigated crops (Segal et al.

1988). Values of latent heat flux also were lower for nonirrigated crops than for 

irrigated crops.

Doran et al. (1992) documented results from a regional flux field campaign 

near Boardman, OR during early June 1991. Using both surface and aircraft 

measurements, sensible and latent heat fluxes were compared between steppe, 

shrub, grass, and irrigated crops of wheat, alfalfa, com, and potatoes during a 

span when almost no rainfall occurred. The average daily maxima of latent heat 

flux for the shrub and grass sites ranged between 45 and 80 W m t h o s e  over 

the steppe were around 50 W m'^ and those over irrigated cropland were 

between 350 and 425 W m"\ Flying between 12 and 14 m above ground level 

over the steppe and irrigated cropland on 15 June, aircraft measured minimal 

fluctuations in mixing ratios over the steppe but significant fluctuations in mixing 

ratios over the farm. Mixing ratios were 0.4 g kg ’ higher over the farm than 

over the steppe. On the same day, air temperatures and temperature 

fluctuations were larger over the steppe than over the farmland, indicating that 

sensible heat flux was enhanced over the steppe relative to the crops.

14



Results from similar experiments the following year were reported in Doran 

et al. (1995). On a mid-June day, when winds ranged from 3 to 7 m s ', surface 

fluxes of sensible heat over the steppe peaked at 300 W m'^ or more while those 

over the farm were 80 W m"  ̂or less. Latent heat fluxes over the steppe averaged 

less than 100 W m"̂  whereas those over the farm ranged from 400 to 500 W m"\ 

On another day, when winds ranged from 4 to 11 m s ’, latent heat fluxes over 

the crops reached values greater than 700 W m"\ During windy days, latent heat 

fluxes over both land use types increased while sensible heat fluxes slightly 

increased over the steppe and decreased over the farm.

Eaton et al. (2001) studied the summer-season energy balance for 10 sites 

across the western and central Canadian subarctic. Sites were characterized as 

one of the following terrain types: lake, wetland, shrub tundra, upland tundra, 

or coniferous forest. Results demonstrated that, except for the two lake sites, 

sites belonging to the same terrain type partitioned surface energy in similar 

manners. [The two lakes in the study had vastly different depths and thermal 

masses; hence, each lake distributed energy differently.] The lake and wetland 

sites averaged Bowen ratios less than 0.5 as a result of the high availability of 

moisture and low resistance to evaporation. The shrub tundra sites, with 

adequate moisture availability but higher stomatal resistance, had Bowen ratios 

near 0.55. With less soil moisture available and a higher vegetative resistance, the 

upland tundra averaged about 0.8 for the Bowen ratio. Finally, Bowen ratios 

from coniferous forest ranged from 0.04 to 0.10 over the well-drained soil. The 

forest sites primarily contained spruce, which has a closed canopy that 

suppresses evaporation from the understory.

The development of the plant itself influences latent heat fluxes. Moore et al. 

(1996) measured the Bowen ratio over a deciduous forest canopy during a
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growth cycle. After leaves first emerged, transpiration slowly increased. As 

leaves matured fully, transpiration increased substantially until midsummer, 

when it reached a plateau (also Fitzjarrald et al. 2001; Yi et al. 2001). During 

August, however, transpiration began to decline, as woody tissue^ became more 

prevalent. Measurements of latent heat flux above the canopy and in the 

subcanopy (understory) mirrored these changes. During winter, the subcanopy 

accounted for almost aU of the above-canopy water vapor flux. By midsummer, 

the subcanopy évapotranspiration accounted for only about 10% of the above­

canopy flux of water vapor. The sensible heat flux in the subcanopy was 

maximized during the spring and fall, when the canopy was leafless and 

insolation was greater compared to winter.

Vegetation density alters the distribution of surface heat fluxes across a 

region. Smith et al. (1994) examined surface fluxes across tallgrass prairie using 

data from the fifth FIFE intensive field campaign (23 July -  12 August 1989). 

During the period studied, a northwest-to-southeast foliage gradient was 

observed across the Konza Prairie, with greener and more dense vegetation 

located in the southeast (SE) quadrant. Rainfall received within the SE quadrant 

was twice that measured within the other three quadrants, thus enhancing the 

vegetation gradient throughout the study period. Although net radiation was 

nearly constant across aU quadrants, the SE quadrant was characterized by 

higher latent heat fluxes and lower sensible heat fluxes during the day than the 

other quadrants. Values of latent flux in the SE quadrant were more than twice 

those for the northwest quadrant.

As discussed earlier, net radiation measured above the canopy differs among 

plant types; hence, the amount of energy available for transpiration and the 

magnitude of transpiration differ among plant types. Using preliminary data

 ̂Woody tissue, or xylem, is the supporting and water-conducting tissue of vascular plants.
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from field experiments on 10 May 1997 and 20 May 1997 obtained via the 

Cooperative Atmosphere Surface Exchange Study (CASES; hereafter referred to 

as CASES-97), LeMone et al. (2000) documented relationships between surface 

fluxes and vegetation type on days with weak surface winds (5-6 m s ’ from the 

south-southwest on 10 May, and 6-7 m s ’ from the east to east-northeast on 

20 May). Soil moisture values were greater and more uniform on 20 May than 

on 10 May because of a recent, widespread rainfall event. Three types of surface 

coverage were compared: growing winter wheat, short grass prairie, and bare 

soil. Data from CASES-97 indicated that, as a result of évapotranspiration, the 

latent heat flux (LE) was greater than the sensible heat flux (H) on both days 

over the growing winter wheat. In contrast, LE « H over the grassland and 

LE < H over the bare soil on 10 May. On 20 May, however, LE > H above all 

three coverage regimes and, significantly, LE was fairly uniform across the 

coverages. The authors hypothesized that this uniformity resulted from three 

separate effects: (1) substantial evaporation from wet soil at the bare soil site, 

(2) enhanced évapotranspiration from greener grassland, and (3) reduced 

évapotranspiration from wheat reaching maturity and becoming senescent.

Analyses of CASES-97 data disclosed other contrasts between variables 

measured across different vegetative regimes (LeMone et al. 2000). ITiroughout 

the day on both 10 and 20 May, values of soil heat flux were largest at the bare 

ground site and smallest at the grassland site. Sensible heat fluxes were lower 

and more uniform on 20 May, the day with wetter surfaces. On 10 May, the drier 

day, larger values of sensible heat flux were associated with lower values of 

NOVI (i.e., less green vegetation) and with a decreased downward CO; flux (i.e., 

less photosynthesis). In addition, infrared radiometric surface temperatures were 

cooler, warmed more slowly, and heated more uniformly on 20 May than on 

10 May. Temperatures at 2 m, however, warmed more rapidly on 20 May than
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on 10 May, presumably because the boundary layer was shallower on 20 May. 

Thus, the heating was constrained within a shallower layer. On 10 May, the 

daytime mixing ratio (between 1000 and 1800 CST) was 1.5 g k g ’ larger over 

winter wheat than over either grassland or bare soil.

Yates et al. (2001) used data from the full CASES-97 field experiment -  

ranging from 21 April to 22 May 1997 -  to determine additional information 

about fluxes over varying land covers. First, the authors noted that cloud cover 

increased the variability of latent heat flux more at sites with growing winter 

wheat than at sites with grassland or pasture. In contrast, cloud cover did little to 

change the variability of sensible heat flux over either vegetation type. Second, 

on clear days, mean latent heat fluxes, based on 6-h averages centered at solar 

noon, were about 300 W m^ over winter wheat, 210 W m^ over 

grassland/pasture, and about 180 W m'^ over bare soil/sparse vegetation. Using 

these same days, the mean sensible heat flux averaged 250 W m ̂ , 180 W m ̂  and 

160 W m'  ̂over wheat, grassland, and sparse vegetation, respectively. Third, data 

from clear days also established that latent heat fluxes increased over the 

grassland throughout the course of the field experiment, as grass green-up 

occurred and the vegetation gradually became more photosynthetically active.

Clark and Arritt (1995) used the one-dimensional primitive equation model 

by Heim (1993) and Segal et al. (1995) to examine the effects of vegetation and 

soil moisture on the development of deep convection. The authors conducted 54 

independent simulations out to 12 hours. The parameter space spanned from 

0.075 to 0.450 for volumetric soil moisture content and from 0 to 100% for 

vegetation coverage. Using a representative midsummer sounding from 

Topeka, KS, Clark and Arritt (1995) ascertained that sensible heat flux decreased 

with increasing foliage for relatively dry soils and was relatively constant or 

slightly increased with increasing foliage for saturated soils. In particular, at solar
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noon, the sensible heat flux was 430 W m‘̂  over dry, bare soil but was only 

about 100 W m‘̂  over saturated bare soil. Above the fully vegetated surface, 

values of sensible heat flux ranged from 270 W m'^ for dry soil to 130 W for 

saturated soil. In these same experiments, at solar noon, the latent heat flux was 

90 W m"̂  over dry, bare soil and 450 W m"̂  over saturated, bare ground. Over 

the fully vegetated surface, values of latent heat flux ranged from 450 W m'^ for 

dry soil to -600 W m"̂  for saturated soil. Hence, vegetation moderated the 

impact of variations in soil moisture.

2.3 The Mesoscaie Impact of Vegetation

For the current study of the atmospheric impact of winter wheat, local 

influences of vegetation on the atmosphere are not pertinent unless they extend 

their impact to the meso-p scaled Vegetation must be of sufficient density and 

extent to alter significantly the partitioning of net radiation across a region. As a 

result, the atmospheric boundary layer and the free atmosphere above can be 

changed in a measurable way, including the diurnal temperature range, cloud 

cover, rainfall, heating patterns, or circulations.

2.3.1 Impact on the Diurnal Temperature Range

Using daily maximum and minimum temperature data from the U.S. 

Historical Climatology Network (Easterling et al. 1996), Bonan (2001) created a 

monthly climatology of diurnal temperature range across the Midwest and 

Northeast United States for the period 1986-1995. Land cover across the Midwest 

was characterized by cropland; that of the Northeast was characterized by 

deciduous forests. Linear correlations between monthly diurnal temperature 

range and longitude denoted that the former increased with eastward longitude 

during May, June, and July. No correlation between diurnal temperature range

and longitude existed during August.
’’ Meso-p scale, as defined by Orlanski (1975), encompasses a spatial extent of 20 - 200 km.
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These results were contrary to those expected from a documented eastward 

increase in cloud cover during those four months (Dai et al. 1999). If cloud cover 

were the predominant cause of a longitudinal change in temperature, then the 

longitudinal decrease of the maximum temperature should exceed that of the 

minimum temperature. Bonan (2001), however, observed the opposite: the 

minimum temperature cooled at a greater rate toward the east than did the 

maximum temperature. These results were consistent with a moderation of 

maximum temperatures by the Midwestern cropland as compared with the 

forested Northeast.

Similarly, observations of moderated maximum temperatures were 

measured at an Oklahoma Mesonet site in southwestern Oklahoma (Fiebrich 

and Crawford 2001). Growing, irrigated cotton surrounds the Altus Mesonet site 

during the summer months. Measurements during August 1998 indicated that 

during clear days when average winds exceeded 5 m s ’, the maximum 

temperature at Altus could be 4°C cooler than those measured in adjacent 

counties. The authors attributed the cool anomaly to increased 

évapotranspiration from the cotton crops.

Durre and Wallace (2001) applied daily climatologies from the National 

Climatic Data Center (1999) to examine the diurnal temperature range for the 

eastern United States. As a result of an increase in both the length of the day and 

the daily net incoming solar radiation, the authors expected that the largest 

diurnal range of temperatures would occur around the summer solstice. Instead, 

they documented a seasonal minimum in the diurnal temperature range during 

the summer growing season. This summer minimum was more prominent 

when only clear days were considered, leading the authors to exclude seasonal 

changes in cloud coverage as the causal ingredient. In addition, the amplitude 

and seasonal length of the minimum were greater for southern latitudes than for
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northern latitudes. These observations were congruent with a lengthening of the 

growing season from north to south. Finally, a comparison of diurnal 

temperature range with weekly NDVI demonstrated that the maximum in the 

former occurred only one to two weeks after the onset of a rapid increase in 

weekly NDVI values. As vegetation rapidly matured, the diurnal temperature 

range decreased.

2.3.2 Impact on the Boundary Layer

In numerical studies, the depth of the planetary boundary layer (PBL) was 

shallowest over an irrigated area of vegetation and deepest over dry, bare land 

(Segal et al. 1989). Hence, the mixing ratio throughout the PBL was largest over 

vegetated surfaces, where évapotranspiration was enhanced, dry air 

entrainment was reduced, and air was mixed within a shallower layer (Segal et 

al. 1995). As a result, given a vertical profile of temperature and moisture that 

already was favorable for thunderstorms, growing vegetation could greatly 

enhance the development of convective clouds. An initially stable environment 

would reduce turbulence and thus support a gradual increase in moist static 

energy over vegetation. Although convection might initiate later, clouds could 

persist longer within this initially stable environment than within initially neutral 

or unstable environments (Hong et al. 1995).

Because upwind conditions may influence measurements at a given location, 

the PBL over vegetation must be examined relative to its nearby environment. 

For example, on days when winds blew perpendicular to a land use boundary 

between steppe and farmland, Doran et al. (1995) noted that growth of the 

mixed layer over the farm was modified considerably by the surface flux of 

sensible heat over the steppe. Conceptually, the authors determined that the air 

was heated over the steppe and advected over the farm, where it became part of
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the boundary layer structure. As a result, the mixed layer depth was comparable 

between steppe and farm. Because strong surface heating ceased when the air 

moved over the irrigated crops, temperatures of the mixed layer generally were 

about r C  cooler over the farm than over the steppe. A simple thermodynamic 

model confirmed that the advection of the mixed layer from above the steppe to 

over the farmland could account for the PBL observations over the farm.

2.3.3 Impact on Clouds

Observational evidence suggests that, during fair weather, vegetation 

modifies the development of cumulus clouds. Cutrim et al. (1995) examined the 

impact of deforestation on cumulus cloud fields across parts of Amazonia during 

the end of the dry season Ju ly  through October). Using visible satellite images at 

1800 UTC, the authors detected imprints of land-surface features, including 

rivers, a natural savanna, and a deforested region. The latter two features were 

indicated by denser fields of cumulus. Similarly, Carleton et al. (1994) 

documented an increase in convective clouds over forested areas as compared to 

cropland.

Rabin et al. (1990) observed that clouds first initiated over a region of 

harvested wheat that was adjacent to growing vegetation; clouds were 

suppressed over forested areas. The authors conducted their observational study 

during late June 1988 -  after the wheat harvest reduced vegetation across the 

Oklahoma wheat belt to stubble. This harvested area displayed albedos 10-20% 

higher than the adjacent grassland or forest, and the absence of growing 

vegetation reduced the transport of soil moisture from root level into the 

atmosphere. As a result, the incoming solar energy was partitioned primarily 

into sensible heat flux, creating a region of locally warmer temperatures over the 

wheat belt during the daytime. In a dry environment, this surface heating (and
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its mixture through the PBL) caused the convective temperature to be attained 

about two hours earlier over the wheat stubble than over adjacent vegetated 

areas. Clouds were noticeably absent, on the other hand, at midday over areas 

with dense vegetation, such as forested regions to the east and southeast of 

Oklahoma City. Across those densely vegetated areas, as much as 70% of the 

insolation was partitioned into latent heat flux; thus, less energy remained for 

sensible heating and PBL warming.

The observational results of Rabin et al. (1990) were consistent with those 

modeled by Rabin (1977). Using a surface energy-budget model, Rabin (1977) 

documented that, when the lower atmosphere was relatively dry, less energy 

was required to form clouds over regions with high Bowen ratios; hence, 

convection first initiated over drier, hotter surfaces. When the lower atmosphere 

was relatively moist, less energy was required to form clouds over regions with 

low Bowen ratios; hence, convection first initiated downwind of moist surfaces. 

The conditions necessary to obtain these results were minimal topography, calm 

winds, landscape features of sufficient size to modify an air mass, and about 

200 X10" J m"̂  of combined sensible and latent heat fluxes for use in modifying 

the air mass.

Freedman et al. (2001) used National Weather Service observations from the 

eastern U.S., a boundary-layer cloud analysis, and a variety of atmospheric 

turbulence and trace gas measurements in Harvard Forest (in north-central 

Massachusetts) to study the impact of boundary layer cumulus on vegetation- 

atmosphere feedbacks. The region studied was predominantly temperate 

deciduous, broadleafed evergreen, and boreal forests. Results indicated that, 

across the eastern United States, the occurrence of boundary layer cumulus 

(BLcu) increased rapidly with the development of transpiring vegetation. As 

BLcu developed during the growing season, observations that the afternoon
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lifted condensation level (LCL), relative humidity, and mixed-layer height 

remained relatively constant from late spring through summer implied that a 

coupling of the vegetation and atmosphere occurred. In addition, after BLcu 

appeared, a measured increase of CO2  uptake (indicating increased 

photosynthesis) occurred along with lower values of évapotranspiration, 

maximum temperature, and vapor pressure deficit as compared to clear days. In 

other words, BLcu tended to ameliorate the abundant summer insolation and 

high surface temperatures, allowing plants to recover from the environmental 

stress.

Jarvis et al. (1985) determined that BLcu and forest developed a positive 

feedback. As clouds initially shaded direct sunlight from vegetation, diffuse 

radiation increased. Because diffuse radiation penetrated deeper into the forest 

canopy, enhanced photosynthesis and transpiration efficiency resulted. As 

évapotranspiration within the forest increased the low-level moisture, the vapor- 

pressure deficit diminished and facilitated the continued formation of BLcu. In 

turn, BLcu further reduced environmental stresses and thus promoted stomata 

to remain open, enhancing évapotranspiration. The authors suggested that the 

increased extent and density of eastern forests across the U.S. during the past 

century contributed to the documented increase in relative humidities and 

cloudiness across this region during that period.

Environmental stress can be imposed not only by the atmosphere, but also 

by the soil. In a modeling study, Garrett (1982) examined the onset of convection 

between two identical forested regimes, one with adequate soil moisture for 

transpiration and one without. The simulation that used insufficient soil moisture 

for transpiration exhibited higher surface temperatures, faster growth of the 

boundary layer, an earlier onset of convection, and an earlier end to rainfall than 

did the simulation that used adequate soil moisture. Other simulations indicated
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that denser vegetation served to increase transpiration, maintain cooler and 

more moist low-level air, reduce boundary layer depth and entrainment of dry 

air aloft, and decrease convective precipitation. [Because these simulations were 

conducted using a one-dimensional model, the impact of solenoidal circulations 

created by surface gradients was not considered.]

Hong et al. (1995) used the two-dimensional PBL model of Huang (1990) and 

Huang and Raman (1991a,b) to investigate the effectiveness of vegetation to 

initiate clouds under different atmospheric stabilities. The experiments modeled 

two 80-km-wide irrigated areas of vegetation that were located on opposing 

sides of an 80-km-wide area of dry bare soil. Thermal contrasts that resulted 

from gradients in sensible heat flux across the different land surfaces caused 

model convection to develop. Numerical simulations indicated that, within a 

convectively unstable PBL, these convective clouds initiated earlier (i.e., earlier 

existence of turbulence), dissipated sooner (i.e., more vertical mixing that 

entrained dry air aloft), and had stronger vertical velocities than did clouds that 

developed within an absolutely stable atmosphere.

2.3.4 Impact on Rainfall

Rain that falls onto vegetation affects the region for a longer period of time 

than that which falls onto bare land. Plants transport soil moisture from root 

depth to the leaves and evaporatively lose water through open stomata. The 

increased évapotranspiration decreases the vapor pressure deficit, which, in turn, 

may enhance clouds and rainfall. The positive feedback that results can help the 

environment mitigate or recover from drought conditions. Observational and 

modeling studies indicate that regional-scale irrigation practices can alter 

convective rainfall patterns (Bamston and Schickedanz 1984; Lanicci et al. 1987) 

and that forests may enhance convection and rainfall in the Tropics (Mahfouf et 

al. 1987; Segal and Arritt 1992; Woodcock 1992; Blyth et al. 1994; Trenberth 1999).
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Simulations also have demonstrated that total rainfall increases as the 

vegetation density increases, regardless of the soil moisture content, and that 

rainfall maximizes over saturated, fully vegetated soil (Clark and Arritt 1995). 

Mintz (1984) concluded that precipitation increased over land when evaporation 

increased. Clark and Arritt (1995) noted that, when using an average 

thermodynamic profile during the summer at Topeka, KS, convection occurred 

earlier and rainfall amounts increased as the foliage increased. Their model 

results did not vary even when moderate changes were applied to the initial 

moisture and temperature profiles. Garrett's (1982) simulations, however, 

provided contrasting results. Given an initial atmosphere with sufficient low- 

level moisture and in the absence of mesoscale circulations, Garrett concluded 

that soil evaporation and plant transpiration had negligible impacts on the 

amount of rainfall. In addition to model sensitivities, differences between the 

results of Garrett (1982) and Clark and Arritt (1995) likely resulted from 

boundary-layer temperature and moisture profiles; the environment of the 

former study favored convective development when surface temperatures 

increased whereas that of the latter study favored convective development 

when surface moisture increased.

Taylor and Lebel (1998) investigated persistent convective-scale rainfall 

patterns using observational data (station spacing of 7.5 -  15 km) from the 

Hydrological -  Atmospheric Pilot Experiment in the Sahel (HAPEX-Sahel) in 

southwest Niger. They observed that during the wet months of July and August, 

antecedent precipitation influenced rainfall patterns, particularly when intense, 

large-scale storms moved over strong gradients in surface évapotranspiration. 

When the time interval between events was one or two days, then surface 

evaporation rates from wet soil were relatively uniform and the rainfall pattern 

from a subsequent event was not strongly influenced by the preceding rainfall.
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When the time interval extended to three or four days, variability in root-level 

soil moisture caused vegetation to transpire in a pattern similar to the preceding 

rainfall event. This heterogeneity allowed rainfall patterns to persist from one 

event to another. In fact, when the gradient in deep soil moisture was strong, 

vegetation density could be influenced to provide an even stronger feedback 

and a more persistent condition that might continue for several weeks (Taylor et 

al. 1997). Secondary rainfall events that moved over a heterogeneous surface 

when heat flux gradients were weak (e.g., windy or cloudy days) did not 

enhance the persistence of a previous rainfall pattern. Instead, the secondary 

rainfall homogenized the surface moisture.

Similarly, Rind (1982) used a general circulation model to ascertain that the 

amount of soil moisture across the U.S. on June 1 was related to the subsequent 

convective precipitation during July and August. These results contrasted with a 

similar study by Fowler and Helvey (1974) who examined July and August 

rainfall over eastern Washington. The authors did not uncover a statistically 

significant relationship between rainfall amount and soil moisture. The 

atmosphere over eastern Washington, however, regularly undergoes large-scale 

subsidence in the rain shadow of the Cascades. In contrast, during the summer 

months across the Great Plains, weak synoptic-scale conditions prevail and 

abundant convection can develop.

Other studies suggest that the irrigation of crops in arid or semiarid regions 

enhances local cloudiness and rainfall (Stidd 1967 and 1975; Joos 1969; Changnon 

1973). In a study of the effect of irrigation on rainfall, Schickedanz (1976) 

observed statistically significant increases in warm-season rainfall over irrigated 

areas across the southern and central Great Plains. When irrigated years (1946- 

1970) were compared with nonirrigated years (1931-1945), rainfall over irrigated 

regions increased 14-26% in June, 57-91% in July, and 15-26% in August. The
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author hypothesized that the increased rainfall resulted from the presence of a 

relatively cool, moist dome over the irrigated regions.

Barnston and Schickedanz (1984) indicated that any enhancement to the low- 

level moisture field from irrigation required synoptic-scale uplift (e.g., fronts, 

surface low-pressure systems) to increase cloud development and rainfall. 

Moore and Rojstaczer (2001) expanded upon the research of Bamston and 

Schickedanz (1984) and Schickedanz (1976) by examining precipitation patterns 

across the High Plains from 1957 to 1997. Three regions were examined: the 

Texas Panhandle (similar to the Schickedanz studies), eastern Colorado -  

western Kansas, and eastern Nebraska. In contrast to the previous studies, 

Moore and Rojstaczer (2001) did not find convincing evidence that irrigation 

induced increased rainfall within any of these regions. The authors hypothesized 

that climatological changes provided a greater influence on warm season rainfall 

than did regional irrigation; they believed that the Schickedanz results were 

affected by droughts during the 1930s.

Using crop insurance loss-cost data from Texas, a hail maximum was located 

near a region of maximum irrigation in the Lubbock-Plainview area 

(Schickedanz 1976; Henderson and Changnon 1972; Beebe 1974). Similarly, using 

Vertically Integrated Liquid (VIL) values from the Twin Lakes (KTLX) weather 

radar during the eight months between March and June for 1997 and 1998, Pugh 

(1999) discovered a maximum number of possible occurrences of hail (VIL > 

20 kg/m^) in Grant County, OK, where winter wheat production was 

maximized. Likewise, Beebe (1974) determined that the seasonal peak in tornado 

frequency across irrigated counties of the Texas Panhandle coincided with the 

timing of a maximum increase in regional crop irrigation. Notably, this peak in 

tornado frequency occurred later than it did across regions immediately 

surrounding the irrigated area.
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Using a single-column model that linked state-of-the-art soil, land, and cloud 

models. Sud et al. (2001) examined the influence of vegetation on rainfall in the 

U.S. Southern Great Plains. They performed 600 simulations over four case- 

study days during June, July, and September using data from the Atmospheric 

Radiation Measurement Cloud and Radiation Testbed (ARM CART) site in the 

U.S. Great Plains. The parameter space spanned six vegetation densities, five soil 

types, and four soil moisture profiles. Results showed a strong, positive feedback 

between évapotranspiration and precipitation for wet conditions and little or no 

feedback for drought conditions. Under wet conditions, increased vegetation led 

to the production of more rainfall; however, under dry conditions, the biosphere 

did little to relieve the drought. Trenberth and Guillemot (1996), in an analysis of 

the 1993 floods across the U. S. Midwest, also documented that much of the 

precipitation during the summer floods appeared to result from local 

évapotranspiration, which produced a positive feedback.

Dirmeyer (1994) documented results similar to those for the dry conditions in 

Sud et al. (2001). Using a general circulation model with a simplified version of 

the Simple Biosphere (SiB) Model (Sellers et al. 1986; Xue et al. 1991), yearlong 

simulations were conducted to determine if changes in grassland that occur 

during a drought (e.g., dormancy) could feedback on the drought itself. Three 

cases were compared to a control case and were initialized with the following 

springtime conditions: (1) low initial soil moisture, (2) dormant vegetation

settings, and (3) both minimal soil moisture and dormant vegetation. The former 

two simulations produced moderate drought during part or all of the summer 

season. The latter case resulted m a severe and extended drought, marked by 

changes in most variables that were greater than the sum of those for the 

former two cases. Of interest, although dorm ant vegetation might have 

intensified the meteorological drought, it served to protect the soil from being 

increasingly depleted of moisture.
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2.3.5 Impact on Dijferential Heating

Several observational studies indicated that near-surface air temperatures 

were cooler over irrigated regions when compared to bare soil areas exposed to 

similar conditions. Reported temperature gradients include 1-2°C across 8 km 

(De Vries and Birch 1961), 1.5°C across 17 km (Davenport and Hudson 1967), and 

3.1 °C across about 10 km (Burman et al. 1975). Over irrigated cotton, Voronstov 

(1963) observed a significant cold pool that extended ~400 m above ground, with 

the horizontal temperature gradient weakening around 700 m. Dzerdzeevskii 

(1963) measured a similar cold pool above irrigated areas compared to nearby 

steppe. Observations detected that the cold pool extended to about 1 km when 

the surface was dry and to about 600 m during saturated conditions.

Segal et al. (1989) used satellite imagery, surface observations, and aircraft 

measurements of the PBL over northeast Colorado during CINDE (Convective 

Initiation and Downburst Experiment) in 1987 to examine differential heating 

between irrigated crops and dry, sparsely vegetated land. Satellite infrared 

temperatures of surface conditions indicated that a pool of air over irrigated 

regions was ~10°C cooler than that across the nearby dry land. Surface and 

aircraft measurements verified the existence of the cold pool, though its gradient 

was less than that measured by satellite. The cold pool was determined to extend 

at least 445 m above ground (the highest aircraft measurement). Radiosonde 

measurements on 28 July 1987 around 1315 LDT indicated that the shallowest 

PBL existed over the irrigated land, the warmest potential temperature within 

the PBL was over the dry land, and the highest mixing ratio overlaid the 

irrigated land. All aircraft flights observed notably higher equivalent potential 

temperatures over the irrigated plots.

The spatial variation of vegetation and the associated gradients created in 

sensible heat flux can change the evolution of surface baroclinie zones, especially
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when a variation of vegetation density or type is accompanied by substantial soil 

moisture in the root zone. Even though surface evaporation over bare, moist 

soil can be substantial, latent heat fluxes are enhanced over a longer period of 

time when moist soil underlies vegetation, allowing roots to access moisture 

through an extended soil depth (Chang and Wetzel 1991; Wetzel and Woodward 

1987; Rabin et al. 1990). Focusing on the development of severe storms, Chang 

and Wetzel (1991) modeled the impact of spatial variations of soil moisture and 

vegetation on boundary layer evolution. They determined that vegetation 

discontinuities on the meso-a scale either created new or enhanced existing 

surface gradients both by compacting the spatial rate of temperature change into 

mesoscale regions and by accumulating moisture within a shallower boundary 

layer. The differential heating intensified the surface pressure gradient, which, in 

turn, enhanced both warm advection and convergence across the weak surface 

boundary. By destabilizing the local environment, these foliage gradients 

became preferred regions for convective initiation in conditionally unstable 

environments. Without vegetation, surface evaporation alone was insufficient to 

establish strong thermal gradients at the surface.

2.3.6 Impact on Mesoscale Circulations Simulated hy Numerical Models

On the mesoscale, variations in soil moisture or soil texture have been shown 

to significantly influence PBL characteristics and mesoscale circulations (Zhang 

and Anthes 1982; Ookouchi et al. 1984; Mahfouf et al. 1987; Yan and Anthes 1988; 

Schadler 1990; Lyrm et al. 1998). These mesoscale circulations can produce 

mesoscale fluxes greater than their associated turbulent fluxes, and they do so 

predominantly in narrow zones a few hundred meters wide (Mahrt et al. 1994; 

Lynn et al. 1995). As a result, well-defined mesoscale circulations aid the 

transport of heat and moisture throughout the PBL and advance the potential 

erosion of any capping inversion. Sea-breeze-like fronts moving from opposing
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wet patches toward the center of a dry patch may collide and enhance the 

solenoidal circulation, particularly if the dry patch is wide enough for the 

collision to occur shortly after moist convection initiates (Lynn et al. 1998).

Differential heating caused by sensible heat gradients across adjacent regions 

of active vegetation and dry, bare soil also can generate a sea breeze-like 

circulation (Purdom and Gurka 1974; Segal et al. 1988; Mahfouf et al. 1987; Hong 

et al. 1995; Lee and Kimura 2001). This circulation has been labeled by various 

scientists as a "land breeze", a "land-land breeze", an "inland breeze", a 

"vegetation breeze", and a "nonclassical mesoscale circulation". For the current 

wheat study, Segal and Arritt's (1992) terminology -  "vegetation breeze" -  will 

be adopted and will denote that the resulting surface wind blows from a 

vegetated region. Similar circulations have been modeled across boundaries of 

distinct vegetation types (Pielke et al. 1991). Observations indicate that 

vegetation breezes have an appreciable effect on the formation of shallow 

cumulus clouds (Rabin et al. 1990; Garrett 1982). Numerical simulations 

demonstrate that these circulations can provide preferred regions to focus 

atmospheric instabilities and to initiate convective development (Sun and Ogura 

1979; Chen and Avissar 1994; Chang and Wetzel 1991; Mahfouf et al. 1987; 

Garrett 1982).

Anthes (1984) authored the landmark study on mesoscale circulations that 

result from alternating bands of dense vegetation and bare soil. Given 

marginally unstable atmospheric conditions and the differential heating 

generated by these bands, mesoscale circulations of similar intensity to sea- 

breeze circulations were hypothesized to be generated in a semiarid region. 

Anthes (1984) applied linear theory to demonstrate analytically that, as a result 

of these circulations, convective rainfall would be significantly greater when 

generated by vegetation/bare land contrasts than by either uniformly vegetated
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or uniformly bare surfaces. In addition, a length scale between 50 and 100 km 

was deemed to be the most effective to generate circulations deep enough to 

initiate moist convection. Similarly, Chen and Avissar (1994) and Lynn et al.

(1995) noted that heterogeneities must be at least 10 km wide to establish 

mesoscale fluxes. At scales smaller than 10 km, turbulent mixing overpowered 

horizontal pressure gradient forces.

Mahfouf et al. (1987) used a two-dimensional numerical model (Nickerson et 

al. 1986) to verify Anthes' hypothesis. In one experiment, a bare, relatively dry, 

loamy soil was positioned adjacent to a dense grass surface. At 1400 LST in their 

simulation, the sensible heat flux over the bare soil was 400 W m'^ while that 

over the vegetative cover was 170 W m"\ By 1800 LST, a horizontal wind of

2.7 m s ’ flowed from the foliage toward the bare soil. Concurrently, at 1200 m 

above ground, an upward vertical velocity of 5 cm s ’ was simulated over the 

bare soil and a downward vertical velocity of 3 cm s ’ was simulated over the 

vegetation. In other experiments, the authors noted that dense forest shielded 

discontinuities in soil moisture from strongly influencing atmospheric 

circulations. In their study, a horizontal wind of less than 0.5 m s ’ was observed 

over the forest at 1800 LST across the moisture gradient as compared to 6 m s ’ 

for the same moisture discontinuity without the forest. With respect to the 

horizontal gradient of sensible heat flux, which Pielke (1984) indicated must be at 

least 100 W m'^ per 30 km to alter local wind patterns, Mahfouf et al. (1987) 

demonstrated that significant discontinuities in soil moisture over bare plots, in 

soil moisture over sparsely vegetated plots, or in the density of foliage over 

uniform soil moisture had the potential to produce measurable local circulations.

Pinty et al. (1989) employed the methodology of Mahfouf et al. (1987) to 

examine the influence of variations in vegetation type on mesoscale circulation 

development. Measurements from the HAPEX-MOBILHY field experiment
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(André et al. 1986, 1988) in southwest France were used to prescribe realistic soil 

and vegetation characteristics in a two-dimensional model. Simulations were 

conducted with the numerical model (Nickerson et al. 1986) used by Mahfouf et 

al. (1987). A new soil-vegetation package, which applied measurements from 

HAPEX-MOBILHY, was implemented to provide more realistic model physics 

for land-air interaction studies. Simulations were conducted on flat terrain with 

clear sky conditions and no synoptic-scale flow. An agricultural crop was located 

on the western half of the domain; a sparse pine forest with dense understory 

was positioned on the eastern half of the domain. The authors conducted two 

simulations: (1) moist soil below both foliages and (2) dry soil below the crop 

and moist soil below the forest. In the first experiment, where sufficient moisture 

was available and both vegetation regimes were unstressed, a significant 

mesoscale circulation developed. The circulation resulted from a thermal contrast 

between the higher sensible heat flux over the forest as compared to that over 

the agricultural crop. This contrast was eliminated, however, in the second 

experiment because the crop was stressed by dry soil conditions and, thus, 

évapotranspiration was reduced substantially.

In contrast, Pielke et al. (1991) documented a circulation in the opposite 

direction using the Regional Atmospheric Modeling System (RAMS; Tremback et 

al. 1986; Schmidt and Cotton 1990) developed at Colorado State University 

(CSU). In their two-dimensional simulation, forest (LAI = 5.8, Zo = 2 m, and 

albedo = 0.15 at local noon) covered one half of the domain and irrigated wheat 

(LAI = 4.7, Zo = 2 cm, and albedo = 0.25 at local noon) covered the other half. 

Sufficient moisture existed in the root zones for évapotranspiration to occur near 

its potential rate. In this case, évapotranspiration over the forest was more 

abundant than that over the cropland; hence, the PBL was cooler and shallower 

over the forest. A thermally direct circulation was generated during the late
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afternoon, with the upward branch of the circulation developing over the 

cropland.

Using two-dimensional mesoscale simulations (Pielke 1974) under clear sky 

conditions and weak synoptic flow, Segal et al. (1988) verified the results of 

McCumber (1980) that indicated that the addition of vegetation on land would 

lead to a suppression of the modeled sea-breeze circulation as compared to a 

simulation without vegetation. The added vegetation caused a decrease in the 

sensible heat flux, thus decreasing the PBL height, turbulent motion, and upward 

vertical velocity over the land. Observations by Alpert and Mandel (1986) 

seemed to verify this weakened sea breeze. Measurements of inland flow, 

predominantly from the sea breeze, on the coast of Israel indicated a decrease in 

wind speed during a 40-year period when increased planting and irrigation 

slowly enhanced the coastal foliage density.

Additional simulations of Segal et al. (1988) demonstrated that only weak 

circulations developed when bare, wet soil was adjacent to nonstressed 

vegetation or when nonstressed vegetation was adjacent to water. Weak 

circulations resulted because the amount of evaporation from bare, wet soil or 

water was similar to that from nonstressed vegetation. Thermal circulations 

comparable in intensity to a sea breeze, however, were generated by covering 

half of the mesoscale domain with dense, unstressed vegetation and the other 

half of the domain with dry, bare soil. In particular, a strong vegetation breeze 

was established when simulating an event whereby a heavy uniform rainfall was 

followed by several dry days. In this case, the surface of the bare soil became dry 

whereas the vegetation accessed its substantial supply of root-level moisture for 

évapotranspiration.
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Four additional experiments by Segal et al. (1988) are salient to the current 

study. First, as foliage density decreased, circulation intensity reduced. Second, 

when simulated environmental stresses were imposed, latent heat flux over the 

vegetation reduced and the vegetation breeze decreased. Third, when swaths of 

dry, bare soil flanked a swath of nonstressed vegetation, two circulation cells 

were established, with upward vertical velocities evident over both bare soil 

patches. And fourth, when a weak easterly crosswind (3 m  s ') was imposed on 

this last simulation, a distortion of the two-cell circulation occurred. In particular, 

significant vertical motion was noted only over the eastern swath of bare soil, 

and convergence at the windward edge of the vegetation belt was enhanced. 

This final simulation perhaps was the most realistic for the current study focused 

on the winter wheat belt of Oklahoma.

Chen and Avissar (1994) examined mesoscale and turbulent heat fluxes over 

heterogeneous and homogeneous land uses employing the RAMS model from 

CSU (Pielke et al. 1992). In their first experiment, the authors alternated patches 

of irrigated land and dry land, comparing their results to simulations with 

uniformly dry land and uniformly wet land. The mesoscale circulations that were 

generated over the patchy landscape caused the total mesoscale heat flux within 

the model domain to dominate the total turbulent heat flux. Thus, the total heat 

flux was greater for the patchy landscape than for either homogeneous 

landscape.

2.3.7 Observational Evidence of Vegetation-Induced Mesoscale Circulations

Segal and Arritt (1992) noted that regions where vegetation breezes might be 

observed in nature typically were smaller in areal extent than were their 

numerically simulated counterparts (because of the idealized nature of the 

simulations). In particular, past observational studies were characterized by
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nonuniform regions (e.g., in size, soil moisture, vegetation density), small zones 

where the sensible heat flux was suppressed, and periods when moderate 

synoptic or mesoscale flows obscured the land-atmosphere interactions. 

Evaluating several real-world studies of possible vegetation breezes, Segal and 

Arritt (1992) documented that vegetated areas used in these studies typically 

were 10-100 km wide, with a band of decreasing foliage that extended 1-10 km 

beyond the area's defined boundary. In addition, these vegetated regions had 

foliage that averaged 50% to 90% coverage and sensible heat fluxes measured to 

be 20% to 50% of those over the surrounding area.

Three observational case studies from Segal et al. (1989) provided little 

evidence of a vegetation breeze, although a cold pool was measured over 

irrigated crops as compared to neighboring dry land. The authors noted, 

however, that both the imposed synoptic flow and the thermally induced 

upslope flow along the Front Range of the Rockies might have obscured any 

mesoscale circulation induced by a contrast in land use. Even so, low-level 

horizontal temperature gradients were of comparable intensity to those 

associated with moderate sea breezes.

Souza et al. (2000) did measure a vegetation-induced circulation across 

sloping terrain in the state of Rondônia, Brazil (10°S, 62°W). Using near-surface 

and upper-air data for a 10-day period during mid-August 1994, the authors 

documented a perturbation wind (observed, ensemble-averaged wind minus 

mean synoptic, ensemble-averaged wind) within the lowest 3 km of the 

atmosphere that was directed from the forest toward the deforested pasture. A 

perturbation wind in the opposite direction was measured between 3 and 5 km 

above ground. The measured circulation was strongest between 1100 and 1400 

local time, when maximum surface heating occurred.

3 7



Doran et al. (1995) documented a possible "farm breeze" circulation across a 

boundary between steppe and irrigated cropland near Boardman, WA on 

11 June 1992. Throughout that day, winds over the steppe were from the 

southwest or west, perpendicular to the steppe-cropland boundary and blowing 

from steppe to farmland. Over the farm, however, southwest or west winds 

during the morning veered to the north and northeast during the early 

afternoon. The wind shift over the farm was measured both by surface stations 

and by three sodars that measured winds at 60 m above ground. With no 

change in the large-scale wind pattern nor a terrain-related change in the wind 

field, the authors attributed this wind shift to a farm breeze circulation. Sensible 

heat fluxes between 1000 and 1530 PDT averaged about 300 W m"̂  over the 

steppe yet only 60 W m'^ over the farm. A component of the wind that opposed 

the larger-scale flow over the steppe became evident by late morning, when 

wind speeds over the farm decreased and winds began to veer to the north- 

northeast. Surface stations west of the steppe-farm boundary also measured 

wind shifts; however, no "farm breeze front" was detected. These observations 

seemed consistent with the numerical modeling study of Bechtold et al. (1991) 

whereby a crosswind up to 6 m s ' from crop to forest did not significantly 

disrupt a simulated inland breeze circulation. Similarly, modeling studies by 

Chen and Avissar (1994) indicated that a 5 m s ' background wind did little to 

alter mesoscale circulations generated by inland breezes. A 10 m s ' wind, 

however, did reduce mesoscale circulations significantly.

Inspecting 21-day ensemble-averages of the perturbation wind field 

(observed surface wind minus daily mean surface wind). Smith et al. (1994) 

discovered perturbation winds blowing across a vegetation gradient at 1515 LOT 

during the fifth FIFE intensive field campaign. The perturbation winds were 

directed from an area of dense, green vegetation (and low sensible heat fluxes) 

toward an area of sparser, drier vegetation (and high sensible heat fluxes). A
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three-day ensemble average depicted even more intense perturbation winds. 

The authors attributed these winds to a local, direct circulation that was 

established by the sensible heat gradient between the dense and sparse 

vegetation areas. Wai and Smith (1998) studied upper-air observations for this 

same experiment and found that the secondary circulation had a vertical extent 

of at least 500 m. In addition, the circulation was not weakened substantially by 

convective clouds, provided that the horizontal temperature gradient at the 

surface was maintained. Substantial rainfall and cold-air advection, however, did 

disrupt the direct circulation.

Mahrt et al. (1994) examined the horizontal structure of vegetation breezes 

using aircraft observations from the California Ozone Deposition Experiment 

(CODE). An irrigated area 10-15 km across was compared to its drier and 

warmer surroundings. The aircraft flight track was divided into an intensely 

irrigated section about 12 km across, a 7-km wide swath of mixed land use on 

both sides of the irrigated region, and, beyond that, a dry region with little 

transpiring vegetation. Results indicated that on a day with 2 m s’’ ambient 

winds, a cool vegetation breeze was generated, moving outward from the 

irrigated area. Vegetation breeze fronts formed about 1.5 km to the east and to 

the west of the edge of the intensely irrigated region. An additional vegetation 

breeze flowed from the mixed vegetation area to the warm bare soil and also 

created an inland breeze front. The breeze fronts were well defined from 1045 to 

1245 solar time and were accompanied by sharp horizontal moisture gradients, a 

moderate temperature gradient, and horizontal convergence. On a day with 

4 m s ’ ambient winds, well-defined vegetation breezes did not exist.

Shaw and Doran (2001) found little observational evidence of vegetation 

breezes over the ARM CART site in the U.S. Great Plains. Divergence fields from
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the ARM CART surface network were composited for 23 "dry days" (days with 

no rain for that day or the preceding 18 hours) and 23 "wet days" (days not 

classified as "dry days") during the spring of 1995, and for 14 dry days and 32 

wet days during the summer of 1995. Even with strong thermal contrasts 

between regions of grassland and adjacent wheat cropland (either maturing or 

harvested), no divergence pattern, save one case, seemed related to any surface 

temperature gradient. The single case was a persistent region of convergence 

across the north-central portion of the ARM/CART region and used the data 

representing composited summer dry days. This region of convergence was 

associated with a strong temperature gradient between harvested wheat and 

grassland. The authors believed this convergence to be evidence of a mesoscale 

circulation resulting from land use differences. In most other cases, however, 

divergence patterns were aligned closely with local, but small, changes in 

topography.

One factor that may have masked the divergence signature of a thermally 

driven mesoscale circulation in Shaw and Doran's (2001) study was the intensity 

of the winds. Only one spring dry day and two summer dry days experienced 

wind speeds frequently below 2.5 m s \  Pielke et al. (1991) noted that a prevailing 

wind would diffuse the horizontal temperature gradient and reduce the 

accompanying mesoscale circulation. In their numerical simulations, the authors 

determined that a moderate prevailing wind acted to increase the domain- 

averaged subgrid-scale vertical heat fluxes and to decrease domain-averaged 

mesoscale vertical heat fluxes compared to the simulations with calm prevailing 

flow. Except for moderately weak winds (5 m s'’) and large-width land strips (at 

least 16 km wide), the subgrid-scale fluxes dominated the mesoscale fluxes, and 

the mesoscale circulations were reduced substantially.
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2.4  Relevance of Post Studies to Current Research

Past studies provide a foundation to better understand the physical 

mechanisms that cause differences in near-surface temperature and moisture 

fields across regions of distinct land use types. In particular, the research 

suggests that gradients in near-surface temperature and moisture fields across 

Oklahoma's winter wheat belt and its adjacent grasslands should be evident, 

quantifiable, and dependent on near-surface winds, boundary-layer structure, 

and the stage of the growing season. The following research will build upon this 

foundation to document the spatial and temporal extent to which Oklahoma's 

wheat belt influences weather and climate across the state.
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CHAPTER 3: T he s t u d y  Reg io n  a n d  O b s e r v a tio n a l  Da t a  u se d

To better interpret the results within Chapters 5 and 6, overviews of both the 

climatology of the study region and the observational data sources are provided 

here. For the current study, the winter wheat belt was defined as the swath of 

land across Oklahoma and Kansas that was characterized by either winter wheat 

or a winter wheat/grassland mix as the land use type designated by the U.S. 

Geological Survey (USGS). Oklahoma's wheat belt was defined as that subset of the 

winter wheat belt located solely within Oklahoma. The location and extent of 

Oklahoma's wheat belt is depicted in Fig. 3.1. Only the impact of Oklahoma's 

wheat belt was analyzed in the observational study.

.'w'.

Figure 3.1. Map of the measurement sites of the Oklahoma Mesonet (dots). The 
shaded region (violet) represents Oklahoma's winter wheat belt, as defined for 
this study.

3.1 Description of the Study Region

The topography of Oklahoma influences the state's climate, which, in turn, 

governs the natural vegetation of the region. In general, the land slopes 

downward west-to-east, from 1500 m above sea level in the far western
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Panhandle® to 90 m in southeastern Oklahoma (Fig. 3.2). Just north of Oklahoma's 

lowest elevation, the Ouachita Mountains extend about 600 m above the 

surrounding landscape. In southwestern Oklahoma, the Wichita Mountains 

provide 350 m of additional relief above the plains.

Thirty-year climatologies of precipitation have not changed substantially 

during the decades of the 20th century. Figures 3.3 and 3.4 display the normal 

annual total precipitation for the periods 1971 - 2000 and 1931-1960, respectively. 

The climatological rainfall pattern across Oklahoma reflects the state's 

topography. The meridional gradient of precipitation across Oklahoma also 

reflects the prevailing winds that result from the mid-latitude, synoptic-scale 

weather patterns of the region (Johnson and Duchon 1995). Southerly and 

southeasterly winds across eastern Oklahoma advect moisture from the Gulf of 

Mexico into the state; southerly and southwesterly winds across western 

Oklahoma advect drier air from the Mexican Plateau and the Texas Plains.
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Figure 3.2. Topographical map of Oklahoma. (Courtesy of the Oklahoma 
Climatological Survey.)

® The three counties farthest to the northwest (see Fig. 3.1) define the P an h an dle  of 
Oklahoma.
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F igu re 3.3. Normal annual total precipitation (in inches) across Oklahoma for 
1971 -  2000. (Courtesy of the Oklahoma Climatological Survey.)
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F igu re  3.4. A digital representation of the normal annual total precipitation (in 
inches) for 1931-1960 across Oklahoma (digitized from N O A A 1977).
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Figure  3.5. Mean annual air temperature (in degrees Fahrenheit) across 
Oklahoma for 1971 -  2000. (Courtesy of the Oklahoma Climatological Survey.)

Normal annual rainfall (Fig. 3.3) and mean annual air temperature (Fig. 3.5), 

as well as substantial hydrologie features, greatly influence the type of 

vegetation that grows naturally across the region. Through land surveys 

conducted subsequent to the "dust bowl" years of the 1930's, Duck and Fletcher 

(1943) developed a map of the potential natural vegetation’ of Oklahoma. They 

documented that the three most prominent vegetation regimes related to the 

current study were mixed-grass -  eroded plains, tallgrass prairie, and postoak -  

blackjack oak forest. The mixed-grass -  eroded plains regime resided 

predominantly to the west of Oklahoma's wheat belt and was characterized by 

moisture deficiency during all seasons. Most of the land area occupied by today's 

wheat belt originally was tallgrass prairie. Although the tallgrass prairie regime 

was more humid than the mixed-grass -  eroded plains, it again featured deficient 

moisture during all seasons. The post oak -  blackjack oak regime was 

characterized by adequate moisture during all seasons and resided mostly to the 

east of the wheat belt.

Significant to the location of today's wheat belt. Duck and Fletcher (1943)

remarked that "climatic peculiarities do not characterize the Tallgrass Prairie
’ Potential natural vegetation is a term used in the biological sciences to describe a well- 

founded estimate of the type and location of natural vegetation across a region.
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Game Type insofar as Oklahoma is concerned." Thus, substantial anomalies in the 

atmospheric measurements across this region were not expected, and results to the 

contrary found in this study were considered significant.

Potential Natural Vegetation of Oklahoma
m  Bottomland 
cm Cypress Bottoms 
I  ...! Distributions of Pinus Edulis 
■H Loblolly Pine Forest 
md Mesquite Grassland 
lJ_i Mixedqrass Eroded Plains 
E3 Oak-Hickory Forest 
■■ Ook-Pine Forest 

; Pinon-JuniperMesa 
1 Postoak-Bfackjack Oak Forest

 I Sandsage Grassland
CmShinneryOak
I Shortgrass Highplains

Stabilized Dune 
I j Tallgrass Prairie

Figure 3.6. The potential natural vegetation of Oklahoma, as published by Duck 
and Fletcher (1943). Note that tallgrass prairie once dominated the landscape that 
now comprises Oklahoma's winter wheat belt.

3.2 Oklahoma Mesonet Observations

The primary source of observational data for this study is the Oklahoma 

Mesonet (Brock et al. 1995), a statewide surface network comprised of more than 

110 stations. Data from the Oklahoma Mesonet will be referred to as "Mesonet 

data". The Mesonet dataset extends from 1994 to the present and includes the 

following variables at every station: air temperature at 1.5 m, relative humidity 

at 1.5 m, wind speed and direction at 10 m, rainfall, station pressure, incoming 

solar radiation, and soil temperature at 10 cm under both bare soil and natural 

sod cover. Additionally, 9-m air temperature, 2-m wind speed, 5-cm soil 

temperature under both bare soil and sod, and 30-cm soil temperature under 

sod have been measured by more than half of the Mesonet sites since 1994. AH 

above ground measurements are recorded every five minutes; soil temperature 

measurements are recorded every 15 minutes.
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Upgrades to the Oklahoma Mesonet during 1999 added measurements of 

soil moisture at 5 cm, 25 cm, 60 cm, and 75 cm below natural sod, net radiation, 

and ground heat flux at about 100 Mesonet sites. Sensors also were added to 

calculate sensible heat flux using the profile method described in Brotzge and 

Crawford (2000). Latent heat flux were calculated as a residual using the surface 

energy balance equation. Brotzge and Crawford (2000), Crawford and Bluestein

(1996), and others have demonstrated the utility of the Oklahoma Mesonet for 

surface energy budget studies.

Quality control of the data is accomplished in several steps. First, laboratory 

personnel calibrate all Mesonet sensors prior to their deployment in the field. 

Second, field technicians visit each site at least three times per year to clean 

equipment, mow vegetation, and conduct sensor intercomparisons. Third, the 

Mesonet central computer system operates an extensive set of automated 

quality assurance routines. These routines are detailed by Shafer et al. (2000) and 

include step, range, persistence, like-sensor, and nearest neighbor tests. Finally, a 

quality assurance meteorologist examines the data and manually "flags" any 

suspect data or removes automated flags from data deemed to be consistent 

with atmospheric conditions (e.g., heatburst, thunderstorm outflow). The 

quality-assured data archive contains 99% of the observations possible.

Monthly averages computed for Crop Year 2000 in Chapter 5 were based on 

more than 3000 daily maxima or minima each month. A given daily extreme 

represented a 5-min observational period. Statistical analyses discussed in 

Chapter 5 were founded upon more than 20 million Mesonet observations over 

eight distinct years. These observations spanned crop years with annual wheat 

production for Oklahoma ranging from 93 million to 199 million bushels.
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3.3 Extent of the Winter Wheat Belt

Winter wheat is sown in the fall and harvested in the late spring or early 

summer. The winter wheat belt extends across portions of western Oklahoma 

for several reasons. First, because the natural vegetation was grassland, a grass 

crop (such as wheat) is well-supported by the land. Second, water for irrigation is 

scarce; hence, the crop must grow using precipitation alone. Third, and related to 

the second point, the two vital times when the wheat crop requires water -  at 

initial growth and during plant maturity -  coincide with early autumn and late 

spring climatological peaks in monthly precipitation across the region.

The boundary of Oklahoma's winter wheat belt, as defined for this research 

and as outlined in Fig. 3.1, was designated using a land cover data base, aerial 

photographs, and Mesonet field technician reports. The land cover 

characterization was from the North America Land Cover Data Base from the 

USGS. The data base was constructed from Advanced Very Fiigh-Resolution 

Radiometer (AVHRR) data spanning April 1992 through March 1993. It has a 

1-km nominal spatial resolution and is georeferenced in a Lambert Azimuthal 

Equal Area projection (Loveland et al. 1999). Figure 3.7 displays a subset of this 

data base. Land cover that was categorized as either winter wheat or a mix of 

winter wheat and grassland has been colored in Fig. 3.7 to emphasize the 

location and extent of the winter wheat belt.

Digital Orthophoto Quadrangles supplied by the Oklahoma CIS Council 

(ftp://okm aps.onenet.net), in cooperation with the USGS, Natural Resources 

Conservation Service (NRCS), and U.S. Department of Agriculture, were 

georeferenced with Oklahoma Mesonet site locations. Because these 

photographs were captured primarily during February 1995, a month when 

grassland and summer crops are dormant, winter wheat fields were
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straightforward to distinguish. The aerial photographs were centered on 

Mesonet sites within and nearby the wheat belt. Information gathered from 

visual inspections of the images aided data interpretation. Figures 3.8 and 3.9 

show examples of a 1:500 map scale image of the Kingfisher and Guthrie 

Mesonet sites, respectively.

W '

Figure 3.7. Land cover characterization from the North America Land Cover 
Characteristics Data Base 2.0 of the U.S. Geological Survey. Dark red pixels 
represent winter wheat, and nearby light orange pixels represent a mix of winter 
wheat and grassland. The thick, dark line outlines Oklahoma's winter wheat belt, 
as defined for this study. Black squares are locations of Oklahoma Mesonet sites. 
Oklahoma counties are outlined with thin, solid black lines.
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Figure 3.8. An aerial view of the Kingfisher Mesonet site, with North at the top 
of the image. The site is located at the center of the image. The dominant land 
cover is winter wheat, seen as dark cropland covering about three-fourths of the 
image. A riverbed snakes from southwest to northeast and forks around the 
town of Kingfisher, which is located in the lower left corner of the image. This 
photograph is a portion of a Digital Orthophoto Quadrangle from February 20, 
1995 and is courtesy of the Oklahoma CIS Council (f tp ://okmaps.onenet.net).
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Figure 3.9. An aerial view of the Guthrie Mesonet site, with North at the top of 
the image. The site is located at the center of the image. The dominant land cover 
is grassland and summer cropland. A few dark areas of growing winter wheat 
stand out amid the dormant vegetation. Ribbons of conifers, most likely Eastern 
Red Cedar, are evident along river beds. This photograph is a portion of a 
Digital Orthophoto Quadrangle from February 20, 1995 and is courtesy of the 
Oklahoma CIS Council (ftp://okm aps.onenet.net).
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Using the aerial images and firsthand reports from Mesonet field technicians, 

several Mesonet sites were identified as unrepresentative of their region based 

on the extent of the wheat belt defined for this study. Three sites located within 

the wheat belt — Altus, Butler, and Fort Cobb — measure data influenced by 

nearby evaporation sources. The Altus site was installed at an irrigation research 

station operated by Oklahoma State University, whereas Butler and Fort Cobb 

are near lakes. Two sites — Grandfield and Tipton — are situated near fields of 

crops that have growing seasons different from that of winter wheat. Three sites 

— Buffalo, Medicine Park, and Perkins — are in a landscape setting that is not 

representative of the defined wheat belt. Although there are wheat fields 

nearby, Buffalo and Perkins are located more than 25 km from the defined 

wheat belt. Medicine Park is located within the defined wheat belt but is 

surrounded by grasslands alone. Finally, Ninnekah and Freedom reside in 

grassland landscapes but have several wheat fields that grow adjacent to one 

quadrant of the site; hence, the wind direction directly influences air temperature 

and moisture measurements at these two sites. Even with these caveats, to 

maintain adequate site distribution for objective analyses, all of these stations are 

used in the monthly and daily observational studies unless otherwise noted.

3.4 Spectral Vegetation Observations

The growth and condition of the winter wheat crop was monitored through 

the use of a spectral vegetation index. Satellite reflectances are used to produce 

spectral vegetation indices, or SVIs, which describe some aspects of the 

vegetative state. SVIs are surrogates for the amount and condition of vegetation 

and for estimates of surface fluxes (Deering et al., 1992). Currently, SVIs rely on 

the fact that vegetation absorbs strongly in the red portion of the spectrum and 

scatters in the near-infrared. For this study, products derived from the 

normalized difference vegetation index (NDVI), a common SVI generated from
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AVHRR data, were employed. NDVI is defined as follows:

NDVI = (M R - r e d )  I  (M R \  red),  

where MR is the amount of energy measured in the near-infrared spectral band 

and red is the amount of energy measured in the red portion of the spectrum 

(Tucker 1979).

The primary NDVI-derived product used was visual greenness, as defined by 

the Forest Service Intermountain Fire Sciences Lab of the U.S. Department of 

Agriculture (Burgan and Hartford 1993). Visual greermess depicts the state of 

greenness of the vegetation compared to a very green reference, such as an 

alfalfa field. Wet or densely vegetated areas appeared green, and dry or sparsely 

vegetated areas appeared red to tan. Values ranged from 0 to 100 percent. To 

generate this product for each week of Crop Year 2000, seven days of NDVI 

observations were composited at each pixel; the highest value of NDVI during 

each week was used. The visual greenness product also was implemented within 

the Oklahoma Fire Danger Model (Carlson et al. 2002).

A relationship between visual greenness and the extent and maturity of the 

winter wheat crop was demonstrated by comparing a visual greenness map 

from late in the growing season (April) with the winter wheat production from 

Crop Year 2000. Figure 3.10 displays visual greenness for the week ending 20 

April 2000. Oklahoma's winter wheat belt is distinguished by dark green and is 

surrounded by yellow and reds that, in this case, represent dormant grassland. 

By visual inspection of Fig. 3.10, the counties that had the greatest percentage of 

dark green pixels (representing high vegetative greenness) are Alfalfa, 

Canadian, Grant, Garfield, Kingfisher, Kiowa, and Washita. For comparison. 

Fig. 3.11 displays the Oklahoma Wheat County Estimates for Crop Year 2000, 

which ended June 2000 (Oklahoma Agricultural Statistics Service 2001). County
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wheat production (in bushels) is displayed, with purple and dark red 

representing high production and light yellow representing low production. The 

counties that recorded the greatest wheat production during Crop Year 2000 are 

Grant (11,550,000 bushels), Garfield (9,820,000), Alfalfa (8,920,000), Texas

(7.700.000), Kiowa (7,030,000), Kay (6,390,000), Kingfisher (6,300,000), Custer

(6.210.000), Canadian (6,100,000), Woods (5,770,000), and Washita (5,200,000). 

[Figure 3.12 displays Oklahoma county names for reference.] Conversely, 

counties that recorded relatively low wheat production during 2000 include 

Woodward (2,100,000 bushels), Comanche (1,790,000), Roger Mills (1,160,000), 

Harmon (750,000), and Osage (435,000). These counties do not contain 

substantial acreages of winter wheat (denoted by dark red pixels in Fig. 3.7) and 

are associated with lower visual greermess values, as evidenced by few dark 

green pixels in Fig. 3.10. This strong, subjective intercormection indicated that 

maps of visual greermess could be used to define the spatial extent and general 

maturity of the Oklahoma wheat belt during Crop Year 2000.

Week ending 20 Apr 2000 
visual Greenness

Water
aouds
0-10%

1 0 - 20%

20-30%
30-40%
40-50%
50-60%
60-70%
70-80%
80-90%
90-100%

Figure 3.10. Visual greermess map from NDVI imagery for the week ending 
20 April 2000. Wet or densely vegetated areas appear green, and dry or sparsely 
vegetated areas appear red to tan. A dark green swath across western and 
north-central Oklahoma distinctly reveals the extent of Oklahoma's wheat belt.
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W heat Production for Crop Year 2000

Wheat  Product ion  
(in b u s h e l s )

IS ]  11 -  12 M illion 
a i O -  11 M illion  
B H 9 -  lO M illio n  
■ l 8 - 9 M i l l i o n  
■ l 7 - 8 M i M i o n  
M 6 - 7 M i l l i o n  
■ 1 5  -  6  M illion 
B I 4  -  5  M illion 
I S l 3  -  4  M illion 
1 3 2  -  3  M illion 
O  1 -  2  M illion
□  0 5 - 1  M illion
□  O.l -  0 5  M illion
□  0 0 5  -  0.1 M illion
□  O -  0.1 M illion

Figure 3.11. Map of Oklahoma Wheat County Estimates for Crop Year 2000, 
based on data from the Oklahoma Agricultural Statistics Service (2001). Purples 
and dark reds indicate high wheat production; light yellows denote low wheat 
production.
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Figure 3.12. Oklahoma county names. (Courtesy of the Oklahoma 
Climatological Survey.)

5 5



3.5 Other Data Sources

In addition to data from the Oklahoma Mesonet, this study employed 

thermodynamic vertical profiles of the atmosphere from the Atmospheric 

Radiation Measurement (ARM) Program (Ackerman and Stokes 2003; Stokes 

and Schwartz 1994). Part of Oklahoma's winter wheat belt is located within 

ARM's Cloud and Radiation Testbed, sponsored by the U.S. Department of 

Energy. As input to the numerical model (discussed in Chapter 4), surface and 

upper-air observations were utilized from the National Weather Service, an 

agency of the National Oceanic and Atmospheric Administration.

Surface flux measurements or estimates from the Oklahoma Mesonet and 

ARM Program, though valuable, were not used in this research. Because 

Mesonet latent heat fluxes are calculated as residuals in a surface energy balance 

equation, their magnitudes are influenced significantly by the measured net 

radiation. Net radiation at Mesonet sites within the wheat belt is measured over 

natural sod, not growing or harvested wheat. Hence, the residual values of 

latent heat flux do not represent growing wheat, which is the focus of this work. 

Similarly, Bowen ratio measurements at ARM facilities represent values over the 

land use at those particular sites. Because stations are situated primarily on 

grassland, even within the wheat belt, measurements of Bowen ratio do not 

represent adequately either the growing or harvested wheat.
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Chapter  4: t h e  n u m e r ic a l  M o del

Numerical simulations were conducted to investigate which physical 

processes might generate horizontal differences between the atmosphere over 

the wheat belt and that over adjacent lands. In addition, simulations were 

employed to provide insight into how the atmosphere across western Oklahoma 

differed if the wheat belt were replaced by grasslands.

4.1 Overview of the Numerical Model

The National Center for Atmospheric Research (NCAR) -  Pennsylvania State 

University (PSU) mesoscale model was used because of its well established 

history, its incorporation of land surface parameterizations, and its documented 

ability to simulate both mesoscale phenomena and land-atmosphere 

interactions. The Fifth-Generation NCAR /  PSU Mesoscale Model (hereafter 

termed MM5) is a community mesoscale model that has been upgraded from 

that documented by Anthes and Warner (1978). MM5 is a three-dimensional, 

limited-area, nonhydrostatic model devised to simulate atmospheric circulations 

on the mesoscale and regional-scale.

The vertical coordinate, sigma (o), is terrain-following and is defined as

«̂ = (P-P.0p) /  (Psfc-P.0p)/

where p is the pressure, p,op is a specified constant pressure at the top of the 

model domain, and p̂ f, is the surface pressure. An Arakawa-Lamb B-staggered 

grid (Arakawa and Lamb 1977) is used in the horizontal. In the vertical, sigma, 

the horizontal velocity components, and all scalars are defined on each sigma 

level whereas vertical velocity is defined halfway between sigma levels. A 

thorough discussion of the model's governing equations is presented by Grell et 

al. (1994).
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MM5 features two-way nesting and can support up to nine interacting 

domains. Lateral boundary conditions for a given sub-domain are supplied by 

its mother domain’”. The boundary values for the main domain are provided by 

either an analysis, a previous coarser-mesh simulation, or another model's 

forecast. In this case, boundary values were prescribed by Eta model analyses at 

3 h intervals provided by the National Centers for Environmental Prediction 

(NCEP; NCEP2000).

Two domains were defined: (1) a mother domain with 175 and 250 grid 

points in the north /sou th  and east/w est directions, respectively, and a 12-km 

grid spacing and (2) a nested domain with 181 and 151 grid points in the 

north /south  and east/w est directions, respectively, and a 4-km grid spacing. 

Forty sigma levels defined the vertical resolution for both domains, and p,„p was 

set to 10000 Pa. To minimize the impact of the lateral boundary of the nested 

domain, the wheat belt was centered within the higher-resolution domain.

The NCEP Eta model analyses were interpolated to model levels to serve as 

initial and boundary conditions. NCEP Eta model analyses also provided the 

initial soil moisture (at 10 and 200 cm) and soil temperature (at 10, 200, and 400 

cm) fields. NWS surface and upper air observations and hourly Oklahoma 

Mesonet data were assimilated into the model to enhance the gridded, first- 

guess field. All atmospheric analyses and observations were input in pressure 

coordinates prior to a preprocessing step that converted the pressure-level fields 

into sigma coordinates.

A suite of physics options is available in MM5. For the mother domain, this 

study used the Grell cumulus parameterization, which was designed for

The mother domain is the smallest domain in which a given sub-domain is completely 
embedded.
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horizontal grid sizes on the mesoscale (e.g., 10-30 km) and balances explicit and 

parameterized rainfall. Cumulus parameterization was not permitted within the 

nested domain. Cloud water, rain water, and ice fields were predicted explicitly 

with microphysical processes on both domains. Parameterization of the PBL 

used nonlocal closure from Hong and Pan (1996), a scheme appropriate when 

high vertical resolution defines the PBL. Longwave and shortwave interactions 

between cloud and clear-air were computed explicitly. For longwave 

interactions, the Rapid Radiative Transfer Model of Mlawer et al. (1997) 

accounted for the absorption spectra of water vapor, carbon dioxide, and ozone.

4.2 The Land Surface Module and Surface Characteristics

MM5's version of the Eta Land-Surface Model (LSM; Chen and Dudhia 

2001a,b) from Oregon State University and NCEP was activated for all 

simulations. It provided enhancements to depict land-atmosphere interaction 

more realistically. The MM5 LSM couples three representations of surface 

physics: a Penman potential evaporation approach that is diumally dependent 

(Mahrt and Ek 1984), a multilayer soil model (Mahrt and Pan 1984), and a 

primitive canopy model (Pan and Mahrt 1984). Calculations within the canopy 

are enhanced by the canopy resistance approach of Noilhan and Planton (1989) 

and Jacquemin and Noilhan (1990). Prognostic variables include soil moisture, 

soil temperature, and water stored on the canopy. The soil variables are 

calculated for four soil layers (surface to 10 cm, 10-30 cm, 30-60 cm, and 60-100 

cm). Figure 4.1 displays a schematic representation of the model.

For the current study, evaporation of precipitation from canopy plants is 

negligible; thus, total evaporation is the sum of the direct evaporation from the 

top soil layer and the transpiration from the plants. A green vegetation fraction 

partitions the total evaporation between these components. Transpiration is
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proportional to the vegetation fraction, the potential evaporation, and the 

inverse of the canopy and air resistances.
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Figure 4.1. A schematic representation of the Oregon State University Land 
Surface Model in the coupled MM5 model (from Chen and Dudhia 2001a).

The spatial distribution of land use and soil types prescribed the secondary 

vegetation and soil parameters, such as albedo, minimum stomatal resistance, 

thermal inertia, and roughness length. The LSM used an annual-mean surface 

temperature adjusted to the elevation of the model terrain, a monthly 

climatological vegetation fraction, and a dominant soil type in each model grid 

cell. USGS 5-minute (~9 km) and 2-minute (~4 km) gridded data for elevation 

and land use defined these static fields for the mother domain and the nested 

domain, respectively. The USGS land use data set had categories for water 

bodies, snow or ice, urban, and 21 general types of vegetation, including 

cropland and mixed vegetation. Parameter values depended on only two 

seasons: winter (15 October -1 5  April) and summer (15 April -1 5  October).
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A 16-point, two-dimensional parabolic fit was employed to interpolate land 

use, soü type, and vegetation fraction from the latitude/longitude data sets to 

the mesoscale grid. The parabolic interpolation directly computed the vegetation 

fraction at the grid point. For land use and soil type, defined by categories, the 

interpolation calculated the percentage of each category on the grid. When water 

coverage was greater than 50% at a given grid point, then water was assigned to 

that point. Otherwise, the category with the largest percentage (excluding water) 

was assigned to the grid point.

Figures 4.2, 4.3, and 4.4 illustrate the model's initial configuration, using a 

Lambert Conformai map projection. The location and size of the two model 

domains are displayed in Fig. 4.2. Figures 4.3 and 4.4 show the gridded terrain 

and gridded vegetation data, respectively, used for the nested domain. Note that 

grassland defines a substantial portion of the wheat belt. In addition, the 

vegetation type for the corn belt across southern Iowa (not shown) is identical to 

that of Oklahoma's winter wheat belt even though the two crops have 

remarkably different growing seasons. Section 6.2 will discuss how this region 

was redefined for this study. Vegetation fraction maps also are shown in 

Chapter 6.
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Mother and Nested Domains for Simulations
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Figure 4.2. Map of the mother domain (DOl) and nested domain (D02) used in 
this study. The mother domain comprised 175 and 250 grid points in the 
north /south  and east/w est directions, respectively, and a 12-km grid spacing. 
The nested domain contained 181 and 151 grid points in the north/south and 
east/w est directions, respectively, and a 4-km grid spacing. Color solely 
delineates state boundaries.
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Figure 4.3. Representation of the U.S. Geological Survey terrain elevation for 
the nested domain. Solid black contours denote elevation at intervals of 500 m.
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Figure 4.4. Representation of the U.S. Geological Survey dominant vegetation 
categories within the nested domain. Land use categories of interest to this study 
included "mixed dry/irrigated cropland/pasture" (light yellow), "grassland" 
(green), and "savanna" (pink). The dataset was derived from satellite 
measurements and categorized water bodies, snow or ice, urban, and 21 general 
types of vegetation, including cropland and mixed vegetation.
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CHAPTERS: RESULTS FROM Observations

Evidence that Oklahoma's winter wheat crop modified the surface layer was 

noted by scientists at the Oklahoma Climatological Survey during manual 

quality assurance procedures for Oklahoma Mesonet data. Quality assurance 

meteorologists reported a swath of anomalously moist, monthly averaged dew 

points across the growing wheat belt during November and April (Fiebrich and 

Crawford 2001). A corresponding swath of anomalously warm, monthly 

averaged air temperatures was noted during July across the harvested wheat 

belt. Although these anomalies did not occur every year between 1996 and 2001, 

they pointed to the probability that Oklahoma's wheat belt modified its 

mesoscale environment.

The following observational analyses of monthly, daily, and instantaneous 

(i.e., during a given five-minute measurement period) anomalies in the variable 

fields measured at Oklahoma Mesonet sites were used to quantify the impact of 

the winter wheat belt on the mesoscale environment. A brief discussion will 

follow the analyses to condense and overview the results.

5.1 Winter Wheat Development

Although wheat was grown across portions of the southern Great Plains 

during the 1840s, Paulsen (2000) noted that yields typically were poor because 

the wheat seedlings had been derived from those for mild climates. During the 

1870s, however, German Mennonites introduced a hardy variety of wheat to the 

region. The spread of this hardy wheat ("Turkey Red") advanced during the 

1890s as a result of severe winters that killed other wheat varieties. Yet, rapid 

expansion of the wheat belt across the southern Great Plains did not occur until 

after the 1920s. By that time, techniques had improved to farm wheat in low
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moisture soils. In addition, grain drills, reapers, tractors, and the self-propelled 

combine had been introduced (Paulsen 2000).

The growth stages of winter wheat are as follows: germination (plant

development begins), seedling (the first leaf appears), tillering (tillers and 

secondary root system appear), stem elongation (shoots and tillers stop initiating 

from the main stem and the stem elongates), booting (the developing head 

enlarges), heading (the head emerges from under the last leaf), flowering (the 

head flowers), milk (kernel formation begins), dough (kernel formation ends), 

and ripening (the seed loses moisture). Tillers present the opportunity for a plant 

to develop additional stems, with their associated leaves, roots, and head. 

Germination, seedling, and tillering occur during the autumn, though tillering 

may continue throughout the winter and early spring for some varieties of 

wheat. The remaining stages occur during the spring.

The development of winter wheat occurs with a systematic progression that 

is dependent on the number of heat units, or growing degree days" , 

experienced by the plant. The heat units for a given day are calculated using an 

average of the day's maximum and minimum temperatures from a site nearby 

the wheat fields. The crop's stage of growth can be determined from the 

accumulated heat units. For example, between 80 and 100 heat units (depending 

on the cultivar) are required to produce each leaf on the main stem, 650 heat 

units are needed to complete the heading and maturation stages, and a total of 

2200 heat units are required for winter wheat to reach maturity from planting 

(Fowler 1993). The development of wheat may be augmented by warmer 

temperatures, but the risk of damage to the plant also can increase, depending 

on the growth stage of the crop. For example, heat stress during the stem

" Growing degree days are accumulated daily from the date of planting and are computed 
using the average of the daily maximum and minimum temperatures (in degrees Fahrenheit) 
minus a base temperature, which is crop dependent.
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elongation and booting stages increases the rate of tiller mortality, thus 

removing the possibility of increased transpiration (Fowler 1993). Similar 

environmental stress prior to flowering decreases the number of heads and 

kernels that ripen. In addition, water stress can reduce transpiration (Segal et al. 

1988).

During the growing season, évapotranspiration (ET) from wheat does not 

increase linearly as potential évapotranspiration increases (Musick and Porter 

1990). The maturity of the wheat crop has a pronounced effect on the 

transpiration rate (Segal et al. 1988). The ratio of actual ET to potential ET is 

greater prior to wheat maturity (i.e., before 2200 heat units have been 

accumulated), when the plant is developing internal structure. As the formation 

of wheat kernels ends and leaves become senescent, the ET ratio declines, 

especially as the plant loses greenness.

The Oklahoma Irrigation Guide (NRCS 1998) of the Natural Resource 

Conservation Service (NRCS) documents the seasonal cycle and latitudinal 

variation of évapotranspiration from winter wheat across the state. Table 5.1 

outlines the monthly consumptive use of water (i.e., average évapotranspiration 

by month) in inches at three locations in or near Oklahoma's wheat belt. Altus 

(34° 38' N, 99° 20' W) is located in far southwest Oklahoma, Elk City (35° 25' N, 

99° 24' W) resides in west-central Oklahoma, and Woodward (36° 26' N, 

99° 24' W) is in northwest Oklahoma. Plant and harvest dates are averages for 

the local area.

Note that a fall peak in ET occurs during either October or November, 

depending on latitude (Table 5.1). The spring peak in ET occurs during April, 

with ET still significant during May for the two northern locations. By July, all 

winter wheat has been harvested.
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Table 5.1. Monthly consumptive use of water (in inches) for winter wheat.

M o n th

A ltu s ,  O K  
Plant Date: Oct. 1 

Harvest: Jun. 1

E lk  C ity ,  O K  
Plant Date: Oct. 1 
Harvest: Jun. 10

W o o d w a r d , O K  
Plant Date: Sep. 15 

Harvest: Jun. 15

September — — 0.98
October 1.92 1.71 2.35
November 2.01 1.71 1.74
December 0.80 0.67 0.62
January 0.80 0 0
February 1.90 1.53 0.68
March 3.37 2.93 2 .77
April 4.26 4.52 4.78
May 1.94 3.14 4.19
June - 0.22 0.55

Seasonal Totals 17.01 16.43 18.67

5.2 Wheat Development as Inferred from Visual Greenness Maps

As noted earlier, visual greenness maps were employed to infer the extent 

and maturity of winter wheat across Oklahoma. To coincide with monthly and 

daily investigations detailed in Sections 5.3 -  5.5, visual greenness maps from the 

1999-2000 winter wheat crop year were examined.

Figure 5.1 displays a subset of weekly maps of visual greenness from Winter 

1999 through Summer 2000. "Green-up" of the winter wheat fields commenced 

at the end of October 1999 (Figs. 5.1a,b) and was followed by rapid crop growth 

during November (Fig. 5.1c). Crop dormancy began during December 

(Fig. 5.Id); the crop's visual greenness slowly decreased from December 1999 

through February 2000 (Figs. 5.1d,e,j). Green-up rapidly recommenced during 

early March (Fig. 5.1g); visual greeimess values steadily increased to a maximum 

during mid-April (Fig. 5.1h). By early May, wheat became senescent and other 

species of vegetation started to grow (Fig. 5.1/), masking the boundaries of the 

wheat belt. A minimum in visual greermess values across the wheat belt became 

noticeable during late May (Fig. 5.1/), coincident with the onset of the harvest of
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Oklahoma's winter wheat. By June, the disappearance of growing wheat was 

manifest by a distinct minimum in visual greenness (not shown). Except for the 

growth of other species near several river beds that cross the wheat belt, 

growing vegetation within the wheat belt remained sparse throughout the 

summer (Figs. 5.1k,I).

Week ending 21 O dl999  
visual Greenness

Water 
Clouds 

0 - 10%  

10 - 20%  

20-30% 
30-40% 
40-50% 
50-60% 
60-70% 
70-80% 
80-90% 
90- 100%

*75

Figure 5.1a. Map of visual greenness for the week ending 21 October 1999. Wet 
or densely vegetated areas appear green, and dry or sparsely vegetated areas 
appear red to tan. The black outline represents the boundary of Oklahoma's 
winter wheat belt.
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Week ending 28 Oct 1999 

visual Greenness
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80-90% 
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Figure 5.1b. Same as Fig. 5.1a except for the week ending 28 October 1999.
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Week ending 02 Dec 1999
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FIGURE 5.1c. Same as Fig. 5.1a except for the week ending 2 December 1999. The 
black outline represents the boundary of Oklahoma's winter wheat belt.

Week ending 23 Dec 1999
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Figure 5.1d. Same as Fig. 5.1a except for the w eek ending 23 December 1999.

Week ending 10 Feb 2000
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FIGURE 5.1c. Same as Fig. 5.1a except for the week ending 10 February 2000.
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Week encflng 24 Feb 2000
V lualQreenneit
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u o u d i
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50-60%
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70-80%
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90- 00%

Figure 5.1/. Same as Fig. 5.1a except for the week ending 24 February 2000. The 
black outline represents the boundary of Oklahoma's winter wheat belt.

Week endng 09 Mar 2000 
Visual Greenneii

Water 
Clouds 

0 - 10%

10 - 20%

20-30%
30-40%
40-50%
50-60%
60-70%
70-80%
80-90% 

g  „  90-100%

Figure 5.1g. Same as Fig. 5.1a except for the week ending 9 March 2000.

Week ending 13 Apr2000
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F ig u r e  5.1h. Same as Fig. 5.1a except for the week ending 13 April 2000.
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Weekending 11 May2000
Viiual Greenness
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aouds
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80-90%
90-100%
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I
Figure 5.1/. Same as Fig. 5.1a except for the week ending 11 May 2000. The black 
outline represents the boundary of Oklahoma's winter wheat belt.

Week ending 01 Jun 2000 
visual Greenness
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Figure 5.1;. Same as Fig. 5.1a except for the week ending 1 June 2000.

Week ending 20 Jul 2000 
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Figure 5.1k. Same as Fig. 5.1a except for the week ending 20 July 2000.
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Week ending 24 Aug 2000
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Figure 5.1/. Same as Fig. 5.1a except for the week ending 24 August 2000. The 
black outline represents the boundary of Oklahoma's winter wheat belt.

5.3 Monthly Anomalies

To determine whether Oklahoma's wheat belt significantly altered the 

mesoscale environment, monthly averages of several variables were calculated 

at every Mesonet site. If the wheat belt's influence occurred rarely (e.g., on days 

with unusual environmental conditions), then monthly averages should not 

reveal a distinct pattern of change across the wheat belt. If, however, the wheat 

belt frequently or continually affected its environment, then its location should 

be evident in the monthly averaged data.

5.3.1 Monthl}/ Averaged Data from the Oklahoma Mesonet

For this study, TMAX, TMIN, and TAVG were defined as the maximum, 

minimum, and average daily air temperatures (in °C), respectively. Similarly, 

DMAX, DMIN, and DAVG were the maximum, minimum, and average daily 

dew points (in °C), respectively. In addition, FIMAX was the maximum daily 

relative humidity (in percent), and VDEF was the average daily vapor deficit (in 

hPa). All derived variables were applicable at 1.5 m above ground and were 

calculated for midnight to midnight Central Standard Time (GST; GST = UTG -  

6 h). A one-pass Barnes analysis (Barnes 1964) was employed to obtain gridded 

data for contour maps (e.g.. Figs. 5.2 -  5.6).
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A distinct minimum (i.e., thermal trough) in the values of monthly averaged 

TMAX was colocated with the winter wheat belt during November (Fig. 5.2a), a 

month previously noted to be a period of rapid wheat growth. From 1994 

through 2001 (not shown), a minimum consistently appeared in maps of 

monthly averaged TMAX for November. Monthly averaged values of TMAX for 

the period of December 1999 through April 2000 (Figs. 5.2b-f) displayed a similar 

cool bias over the dormant or growing wheat. The most pronounced latitudinal 

gradient of TMAX values across the wheat belt (about 1-1.5°C over 80-100 km) 

occurred across north-central Oklahoma, including Grant, Garfield, and Alfalfa 

counties. These same counties recorded the highest wheat production during 

Crop Year 2000 (Fig. 3.11).

During May 2000, TMAX values across Oklahoma no longer exhibited a 

distinct cool anomaly (Fig. 5.2^). As demonstrated earlier. May was identified as 

the month when other vegetative species greened rapidly statewide (Fig. 5.1i). 

By June 2000, the month when the wheat harvest concluded (Fig. 5.1/), a warm 

anomaly had developed (Fig. 5.2h) and remained evident in the data through 

July (Fig. 5.2i) and August (Fig. 5.2/). Although the July warm anomaly persisted 

from year to year, the TMAX pattern during August typically was disorganized 

(not shown). During August, vegetation became senescent or was consumed by 

cattle across the western half of Oklahoma. Monthly averaged values of TMAX 

during September and October 2000 (not shown) did not reveal any definitive 

anomaly across the wheat belt.

The characteristic patterns indicated by the maps of monthly averaged 

TMAX also were apparent in maps of monthly averaged TAVG for Crop Year 

2000 (not shown), though the magnitude of all anomalies was reduced for the 

monthly averages of TAVG. Monthly averaged values of TMIN (not shown)
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exhibited the marriage of a latitudinal temperature gradient (i.e., temperature 

increased as latitude decreased) and an elevation gradient (i.e., temperature 

increased as elevation decreased). Hence, the warmest monthly averaged values 

of TMIN occurred across southeast Oklahoma, corresponding to the lowest 

elevation and the most southern latitude in Oklahoma.

I

g

Figure 5.2a. Map of the monthly averaged values of TMAX (maximum daily air 
temperature) during November 1999. The white outline represents the 
boundary of Oklahoma's winter wheat belt. Thick black lines denote isotherms 
at intervals of 1°C.

I

i
I

Figure 5.2b. Same as Fig. 5.2a except for December 1999.
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Figure 5.2c. Same as Fig. 5.2a except for January 2000. The white outline 
represents the boundary of Oklahoma's winter wheat belt.

I

n

Figure 5.2d. Same as Fig. 5.2a except for February 2000.

I

I

Figure 5.2e. Same as Fig. 5.2a except for March 2000.
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Figure  5.2/. Same as Fig. 5.2a except for April 2000. The white outline represents 
the boundary of Oklahoma's winter wheat belt.

m

F ig u r e  5.2g. Same as Fig. 5.2a except for May 2000.

F ig u r e  5.2h. Same as Fig. 5.2a except for June 2000.
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Figure 5.2/. Same as Fig. 5.2a except for July 2000. The white outline represents 
the boundary of Oklahoma's winter wheat belt.

91

I
F ig u r e  5.2;. Same as Fig. 5.2a except for August 2000.

The monthly averaged values of TMAX for the period November 1999 

through April 2000 were consistent with previous studies that disclosed that an 

increase in living vegetation created cooler maximum temperatures (Anthes 

1984). Analogous results indicating that increased foliage was associated with 

increased minimum temperatures were not apparent in the TMIN data for Crop 

Year 2000. Previous studies also noted an increase in relative and specific 

humidities over living vegetation (e.g., Schwartz 1992). HMAX (daily maximum 

relative humidity) values averaged using data from April 2000 (Fig. 5.3) seemed 

to confirm these findings. A comparison of the HMAX map with visual
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greenness for the week ending 18 April 2000 (Fig. 5.1h) illustrated that where 

vegetation was dense, relative humidities were maximized and where 

vegetation was sparse, dead, or senescent, relative humidities were minimized.

The relationship between the surface-level moisture field and the growth of 

winter wheat was observed using monthly averaged values of DMAX during 

Crop Year 2000. A slight moist bias existed over Oklahoma's wheat belt between 

November and April (Figs. 5.4a-d). During May (Fig. 5.4e), the statewide pattern 

began to be characterized by a predominantly east-west gradient, attained by 

July (Fig. 5.4/). This meridional pattern continued through September 2000 (not 

shown).

m m

2000

Figure 5.3. Map of the monthly averaged values of HMAX (maximum daily 
relative humidity) during April 2000. The white outline represents the boundary 
of Oklahoma's winter wheat belt.
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F i g u r e  5Aa. Map of the monthly averaged values of DMAX (maximum daily 
dew point) during November 1999. The white outline represents the boundary 
of Oklahoma's wheat belt. Thick black lines denote isopleths at intervals of 1°C.

I
Figure 5Ab. Same as Fig. 5.4a except for January 2000.

F ig u r e  5.4c. Same as Fig. 5.4a except for March 2000.
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Figure 5Ad. Same as Fig. 5.4a except for April 2000. The white outline represents 
the boundary of Oklahoma's winter wheat belt.

Figure 5.4e. Same as Fig. 5.4a except for May 2000.

3

Figure 5.4/. Same as Fig. 5.4a except for July 2000.
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An enhancement of DMAX values occurred across the wheat belt every year 

during April from 1995 to 2001 (Fig. 5.5). Although its intensity varied from year 

to year, the moist anomaly over the wheat belt was most evident across the 

northern half of the wheat belt. In addition, a relative minimum of DMAX 

existed east of the wheat belt along the Oklahoma-Kansas border and enhanced 

the appearance of the moist anomaly (e.g.. Fig. 5Ad). Monthly averaged values 

of VDEF (daily average vapor deficit) for April 2000, April 1999, and April 1997 

(Fig. 5.6) also exhibited a minimum over Oklahoma's winter wheat crop.

Figure 5.5a. Map of the monthly averaged values of DMAX (maximum daily 
dew point) during April 2001. The white outline represents the boundary of 
Oklahoma's winter wheat belt.

i â

F ig u r e  5.5b. Same as Fig. 5.5a except for April 2000.
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F i g u r e  5.5c. Same as Fig. 5.5a except for April 1999. The white outline represents 
the boundary of Oklahoma's winter wheat belt.

Apr
1998

Figure 5.5d. Same as Fig. 5.5a except for April 1998.

7

I
F ig u r e  5.5c. Same as Fig. 5.5a except for April 1997.
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Figure 5 .5 / Same as Fig. 5.5a except for April 1996. The white outline represents 
the boundary of Oklahoma's winter wheat belt.

V

z

F ig u r e  5.5g. Same as Fig. 5.5a except for April 1995.

10 mbI
6 mb

F ig u r e  5.6a. Map of the monthly averaged values of VDEF (average vapor 
deficit) during April 2000. The white outline represents the boundary of 
Oklahoma's winter wheat belt.
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Figure 5.6b. Same as Fig. 5.6a except for April 1999. The white outline represents 
the boundary of Oklahoma's winter wheat belt.

Figure 5.6c. Same as Fig. 5.6a except for April 1997.

5.3.2 Statistical Analysis for 1994^2001

A statistical analysis was used to determine whether the patterns detected in 

the examination of the statewide maps (Section 5.2.1) were statistically 

significant. For this analysis, a west-to-east swath was defined from the eastern 

Panhandle to Osage County, encompassing the primary wheat-producing 

counties of the state. This swath was divided into three regions, and Mesonet 

stations within the swath were assigned to a region. From west to east, the 

regions were labeled "West", "Wheat", and "East" and represented Oklahoma's 

northwestern grasslands, northern wheat belt, and eastern mixture of grasslands
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and hardwood forest, respectively. Although care was taken to minimize 

numeric and latitudinal differences between each region, "West" contained only 

six sites at an average latitude of 36° 36' N as compared to 11 sites averaging 

36° 18' N for "Wheat" and 11 sites averaging 36° 22' N for "East". The average 

elevation was 626 m above sea level for "West", 402 m for "Wheat", and 301 m 

for "East". Table 5.2 lists the Mesonet sites assigned to each region, and Fig. 5.7 

displays their locations.

Of the six "West" sites, four were located within the region defined as mixed- 

grass -  eroded plains and two were sited within shortgrass -  high plains 

(Fig. 3.6). Recall, also, that the Buffalo and Freedom Mesonet sites were situated 

near wheat fields (Section 3.3). Hence, the inclusion of these sites within "West" 

served to test the statistical significance of the results more stringently. Of the 11 

"Wheat" sites, 10 were located in the region defined as tallgrass prairie and one 

was sited within mixed-grass -  eroded plains. Of the 11 "East" sites, seven were 

located in the region defined as post oak -  blackjack oak and four were sited 

within tallgrass prairie.

T a bl e  5.2. Mesonet sites assigned to three regions for statistical analysis.

W e s t W h e a t E a s t

Amett (ARNE) Blackwell (BLAC) Burbank (BURB)
Buffalo (BUFF) Breckinridge (BREC) Foraker (FORA)
Freedom (FREE) Cherokee (CHER) Guthrie (GUTH)

May Ranch (MAYR) Fairview (FAIR) Marena (MARE)
Slapout (SLAP) Kingfisher (KING) Newkirk (NEWK)

Woodward (WOOD) Lahoma (LAHO) Oilton (OILT)
Marshall (MARS) Pawnee (PAWN)
Medford (MEDF) Red Rock (REDR)
Putnam (PUTN) Skiatook (SKIA)
Selling (SEIL) Stillwater (STIL)

Watonga (WATO) Wynona (WYNO)
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Figure 5.7. Location of Mesonet sites selected for statistical analysis. Sites 
belonging to "Wheat" are green squares. Those representing "West" and "East" 
are red circles and dark blue X's, respectively. The shaded region (violet) 
represents Oklahoma’s winter wheat belt. Four-letter identifiers for selected 
Mesonet sites are displayed near the corresponding site location.

For this analysis, the null hypothesis stated that the wheat belt did not 

influence the near-surface conditions and, hence, the three regions represented 

the same population. To try the nuU hypothesis, the Wilcoxon signed-rank test 

was implemented. The Wilcoxon signed-rank test (Wilks 1995) does not assume 

that any probability distribution adequately represents the data. The test was 

executed individually for each month from November through August for nine 

variables; TMAX, TMIN, TAVG, DMAX, DMIN, DAVG, and VDEF as well as for 

total daily solar radiation and total daily rainfall. Mesonet data from 1994 

through 2001 were used such that any extreme during a specific year (e.g., 

drought) was tempered by data from seven other years. As a result, the sample 

size n equaled 224 for February, 240 for April, June, and November, and 248 for 

January, March, May, July, August, and December.

For month M and variable V, a daily mean was calculated for each region r 

using V measured at the assigned sites. A set of differences, {AV"’“"), was
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calculated from the set of daily means for each region, (V"’“"(r)}. For example, 

using TMAX values for November, the set of differences between "West" and 

"Wheat" was obtained as follows:

{A1MAX"""(Wg5t vs. meat)]  =

{ATMAX"""z = TMAX™-’"(Wesf)/ -  TMAX"""(mgof)i, for i = 1,..., n).

After obtaining {AV™“"} for each pair of regions (i.e., AV™‘"'(Wesf vs. Wheat), 

AV"’“'’(W/zeflf us. East), and AV"’“"(W^f vs. East)), a series was created for each pair 

from the absolute value of {AV”“"} ranked from the lowest value (i.e., rank = 1) 

to the highest value (i.e., rank = n). Summing the ranks associated with positive 

values of AV™’"/ and with negative values of AW'^"i led directly to the

computation of the probability that the two regional datasets represented 

different populations. For n > 20, the null distribution is theoretically Gaussian. 

Hence, the summation of ranks that corresponded to positive and negative 

differences would be comparable for the null distribution. If these sums were 

comparatively large and small, however, then a regional distinction existed in 

variable V.

Results from the significance testing of the total daily solar radiation and total 

daily rainfall indicated either a meridional gradient that was characteristic of 

Oklahoma's climatology or differences between regions that were not 

statistically significant. Thus, Oklahoma's wheat belt did not produce an evident 

signature in the statistical analysis of total daily solar radiation or total daily 

rainfall. Consequently, differences evident in the analysis of the other variables 

did not result from differences in incoming solar energy or rainfall. Results for 

TAVG and DAVG were similar to those of TMIN and DMIN, respectively. 

Hence, the following discussion will focus on TMAX, TMIN, DMAX, DMIN, and 

VDEF.
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Table 5.3 displays the mean values of five variables, by month, for each of 

the three regions. An anomalous monthly mean was defined for this study as a 

monthly mean for "Wheat" that did not have a numerical value between the 

monthly mean values for "West" and "East". Values shaded in gray denote 

anomalous monthly means that cannot be explained by the climatology of 

Oklahoma (see Section 3.1) or by synoptic-scale patterns. In addition, observable 

trends that resulted from changes in elevation across the region were expected 

to either monotonically increase or monotonically decrease. Hence, neglecting 

land-air interactions, the monthly mean for "Wheat" was expected to have a 

numerical value between that for "West" and that for "East".

The anomalies suggested by examining maps of objectively analyzed data 

also were evident as anomalous monthly means (Table 5.3). First, as vegetation 

grew across the wheat belt, maximum daily temperatures were cooler than 

those measured across adjacent regions of dormant grasslands (November -  

April). Second, as green-up of grasslands occurred and wheat became senescent 

during May, the cool anomaly over the wheat belt disappeared. Third, after the 

wheat harvest, maximum and minimum daily temperature data revealed a 

warm anomaly across the wheat belt. Fourth, DMAX and DMIN mean values 

indicated a slight moist bias during the early spring across the wheat belt, 

particularly during March. Fifth, lower VDEF values were computed over the 

growing wheat as compared to the dormant grasslands that bordered the wheat 

belt.

88



TABLE 5.3. Mean values of TMAX (°C), TMIN (°C), DMAX (°C), DMIN 
(°C), and VDEF (hPa) for November through August using Mesonet data 
from 1994 -  2001. Shaded values are "anomalous monthly means", 
as defined for this study. The three regions are defined in Table 5.2.

TMAX TMIN
West Wheat East West Wheat East

Nov 1 5 . 8 8 1 5 . 3 3 1 5 . 8 6 1 . 6 3 2 . 8 4 3 . 3 3

Dec 9 . 4 4 9 . 0 6 9 .61 - 3 . 7 3 - 2 . 5 1 - 1 . 9 9

Jan 8 .81 8 .0 3 8 . 3 7 - 4 . 5 4 - 3 . 6 9 - 3 . 4 0

Feb 1 2 . 6 9 1 2 . 3 5 1 3 . 0 3 - 1 . 8 5 - 1 . 0 3 - 0 . 5 3

Mar 1 5 . 3 3 1 5 . 0 2 1 5 . 6 6 1 . 0 7 2 . 0 6 2 . 7 6

Apr 2 1 . 2 3 2 0 . 9 2 2 1 .5 1 6 . 2 7 6 . 9 3 8 . 1 7

May 2 6 . 7 6 2 6 . 6 9 2 6 . 1 2 1 2 . 9 9 13.71 1 4 . 3 4

Jun 3 1 .3 1 3 1 . 6 5 3 0 . 0 5 1 7 . 8 4 1 8 . 6 6 1 8 . 6 8

Jul 3 5 . 0 5 3 5 . 3 6 3 3 . 5 4 2 0 . 8 7 2 1 . 7 5 2 1 . 5 7

Aug 3 4 . 5 2 3 4 . 8 3 3 3 . 9 7 2 0 . 4 4 2 1 . 1 9 2 0 . 8 9

DMAX DMIN VDEF
West Wheat East West Wheat East West Wheat East

Nov 4 . 1 0 6 . 7 4 6 . 9 8 - 3 . 4 1 - 0 . 6 4 - 0 . 3 4 5 . 2 7 4 .0 3 4 . 3 8

Dec - 0 . 6 4 1.61 1 .7 8 - 7 . 8 8 - 5 . 6 4 - 5 . 3 4 3 . 2 7 2 . 4 9 2 . 7 9

Jan - 1 . 7 2 0 . 0 8 0 . 5 8 - 8 . 8 3 - 7 . 0 7 - 6 . 7 7 3 . 2 4 2 . 5 3 2 . 6 5

Feb 0 . 7 5 2 . 9 6 3 . 0 0 - 7 . 2 8 - 5 . 1  1 - 5 . 1 1 4 . 6 9 3 . 8 3 4 . 3 0

Mar 3 . 6 4 5 . 9 7 5 . 4 8 - 4 . 2 7 - 1 . 7 8 - 2 . 1 9 5.61 4 .4 7 5 . 3 9

Apr 8 . 0 3 1 0 . 8 0 1 0 . 7 9 - 0 . 7 4 2 . 6 3 3.11 8 . 7 3 6 . 7 6 7 . 6 2

May 1 5 . 3 8 1 7 . 3 4 1 7 . 6 4 8 . 1 3 1 0 . 8 0 1 1 . 5 2 1 0 . 1 6 8 . 3 5 7 . 6 7

Jun 1 9 . 0 8 2 0 . 3 8 2 1 . 4 2 1 2 . 4 5 1 4 . 5 2 1 5 . 9 8 1 3 . 5 8 1 2 . 7 2 9 . 4 6

Jul 2 0 . 2 6 2 1 . 6 3 2 3 . 0 9 1 4 . 5 6 16.31 18.31 1 8 . 8 4 1 8 . 0 9 1 3 . 1 0

Aug 1 9 . 2 7 2 0 . 5 9 2 1 . 8 8 1 3 . 8 9 1 5 . 3 2 1 6 . 9 2 1 8 . 5 0 1 7 . 9 4 1 4 . 4 0
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Using the 95% confidence level to indicate statistical significance (i.e., p value 

less than 0.05), the Wilcoxon signed-rank test indicated that all TMAX differences 

between the three regions were significant during June, July, and August 

(0.0001 < p < 0.0012). Based on eight years of daily data from 28 Mesonet sites, 

the maximum temperatures across the northern portion of Oklahoma's wheat 

belt averaged 1-2°C higher during the climatological summer than those across 

grasslands directly to the east and averaged about 0.3°C warmer than those 

across the grasslands directly to the west. During July and August, the warm 

bias represented by the TMIN values over the wheat also was statistically 

significant (p = 0.0001).

From November through April, TMAX differences between "West" and 

"East" were not statistically significant (p values ranged from 0.0735 to 0.984). 

Variations between "Wheat" and "East", however, were significant during all of 

these months (p = 0.0058 for January; p = 0.0001 for remaining months). 

Statistical significance between "West" and "Wheat" during wheat growth was 

noted for November (p = 0.0001), December (p = 0.0143), January (p = 0.0001), 

February (p = 0.0114), and April (p = 0.0032). The null hypothesis was not 

rejected for March, though the p value was only 0.0599. In summary, the data 

confirmed the existence of a significant cool anomaly over growing winter 

wheat as compared to adjacent, dorm ant grasslands; thus, the null hypothesis 

was rejected.

During May, TMAX data populations from "West" and "Wheat" were 

indistinguishable (p = 0.5353). Although differences between the three regions 

were statistically significant for TMIN, DMAX, DMIN, and VDEF during May, 

the means were not anomalous -  they exhibited a meridional gradient. These 

results strengthened the argument that, as green-up commenced across western
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grasslands, differences between the wheat belt and adjacent lands that were 

forced by land use were minimized.

Historical rainfall climatologies and a map of potential natural vegetation 

(Duck and Fletcher 1943; Section 3.1) provided circumstantial evidence that, in 

the absence of anthropogenic forces, the amount of near-surface atmospheric 

moisture should decrease from east to west across the region of interest. 

Additional evidence of a monotonous decrease in moisture across the region 

could be found in Table 5.2. An examination of DMAX values for January and 

May -  the months with the most uniform évapotranspiration across this region -  

demonstrated that DMAX averaged about 2.3°C higher across "East" than 

"West". For both months, the value of DMAX for "Wheat" was between those 

values observed in adjacent regions.

A principally uniform gradient of moisture was expected from east to west 

across the region of interest; hence, it was consequential that mean DMAX 

values for "Wheat" during March and April were larger than those for "East". 

Perhaps more interesting was how the values of DMAX and DMIN changed 

from February to March, when the wheat crop grew rapidly. The February 

mean values of both DMAX and DMIN for "Wheat" were within 0.05°C of those 

for "East". Appropriately, the Wilcoxon signed-rank test indicated that the 

values of DMAX (p = 0.8259), DAVG (p = 8808), and DMIN (p = 0.8887) from 

"Wheat" and "East" were from the same population. Hence, during February, a 

month with minimal precipitation, the moisture content near the surface was 

indistinguishable between these two regions.

In contrast, during March, the Wilcoxon test computed less than a 0.1% chance 

that DMAX, DMIN, and DAVG for "West", "Wheat", and "East" represented 

similar populations. These results were based on almost 21,000 daily statistics over
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eight unique years. In addition, the computations showed that DMAX, DMIN, and 

DAVG for "Wheat" averaged 0.49°C, 0.41°C, and 0.42°C higher than the 

respective values for "East". DMAX, DMIN, and DAVG for "Wheat" also 

averaged 2.33°C, 2.49°C, and 2.35°C higher than the respective values for 

"West". These results were even more interesting when one considered that -25 

frontal passages occurred during the months of March between 1994 and 2001.

Monthly means of the average daily vapor pressure deficit, VDEF, across the 

three regions mirrored the monthly means of TMAX (Table 5.2) during the 

wheat's growing season. With lower TMAX values and, during some months, 

higher DMAX values, it was not surprising that VDEF was anomalously low 

over "Wheat" from November through April. Post-harvest values of VDEF 

were comparable to those of "West", but still within its expected range (i.e., a 

value between that of "West" and "East"). With the exception of March, the 

Wilcoxon test indicated that VDEF differences during the wheat's growing 

season were statistically significant (p < 0.0025). During March, VDEF differences 

between "West" and "East" were not significant (p = 0.3472), although those 

between "Wheat" and its neighbors were significant at the 99.99% confidence 

level.

Given these results, one might expect that the reported anomalies would be 

amplified during March and April when the wheat crop was bountiful and 

suppressed during those months when the wheat crop was poor. Year-to-year 

comparisons were conducted (data not shown) for monthly means of TMAX 

versus Crop Year wheat production (Oklahoma Agricultural Statistics Service 

1999a-e; 2001; 2002). No relationship was found, indicating that the anomalies 

were not enhanced or suppressed based on the condition of the crop. This 

seemingly negative outcome might result from many factors. For example, 

when the wheat crop grew well, environmental conditions likely were favorable
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for other vegetative species to green-up earlier and to grow abundantly. Thus, 

differences between the wheat belt and its adjacent land would not be as distinct 

as those during an average crop season. Other events could occur just prior to or 

during harvest that damaged or destroyed otherwise outstanding crop 

production (e.g., widespread flooding). Hence, crop production statistics might 

not adequately reflect the differences between cropland and adjacent grasslands 

during every crop year.

5.4 Daily Impact of the Wheat Belt Pre-Harvest

To better interpret how Oklahoma's wheat belt alters its environment, case- 

study days were examined during three of the eight years of available data. 

From the period 1999 to 2001, approximately 50 days between 15 March and 

1 June revealed evidence of heightened DMAX values over Oklahoma's wheat 

belt compared to adjacent grasslands. By two-week periods, the number of days 

classified as showing evidence of these heightened DMAX values was 19 days 

between 15 March and 31 March, 12 days between 1 April and 15 April, 12 days 

between 16 April and 30 April, six days between 1 May and 15 May, and two 

days between 16 May and 1 June. More than half of these cases revealed a 

DMAX enhancement only across five or six counties in north-central Oklahoma. 

It was possible that the advection of moisture from the Gulf of Mexico masked 

some DMAX signatures from the wheat fields.

Figures 5.8,5.9, and 5.10 display DMAX for 27 March 2000, 4 April 2000, and 

5 April 2000, respectively. The evolution of the meteorological features near the 

surface on these three days typified spring days when Oklahoma's wheat crop 

most influenced its environment. Associated visual greenness maps are 

displayed in Figs. 5.11 and 5.12 for the weeks ending 30 March 2000 and 6 April 

2000, respectively.
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The blue area that consistently appears on the visual greenness maps in 

north-central Oklahoma (Alfalfa County) is Great Salt Plains Lake and Wildlife 

Refuge. To the north and northeast of this region, soil permeated with salt does 

not support agriculture and, as a result, a red or yellow region denoting minimal 

vegetation was apparent on the visual greenness images during the wheat 

season. Observations from the Cherokee Mesonet site, located west-northwest 

of Great Salt Plains Lake, might have been influenced by moisture advection 

from the lake. Yet, an examination of the winds measured at Cherokee indicated 

that moisture advection from the lake did not influence Cherokee's dew points 

during the three case-study days.

2 7  M a r

F ig u r e  5 .8 . Map of the maximum dew points for 2 7  March 2000 . The white 
outline represents the boundary of Oklahoma's winter wheat belt. Thick black 
lines denote isopleths at intervals of 1°C.
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I
F ig u r e  5 .9 . Same as F ig . 5 .8  except for 4  April 2000. The white outline represents 
the boundary of Oklahoma's winter wheat belt.

F ig u r e  5 .10 . Same as Fig. 5 .8  except for 5  April 2000.
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a

F ig u r e  5.11. Visual greermess map for the week ending 30 March 2000. The 
black outline represents the boundary of Oklahoma's winter wheat belt.
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Week ending 06 Apr 2000
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F ig u r e  5.12. Visual greenness map for the week ending 6 April 2000. The black 
outline represents the boundary of Oklahoma's winter wheat belt.

5.4.1 27 March 2000

Clear skies and weak winds characterized the synoptic conditions across 

Oklahoma on 27 March 2000. Influenced by a large high pressure system over 

the western United States, surface winds across Oklahoma backed from light 

northerly in the morning to light westerly by noon. Statewide, the average wind 

speed was only 2.6 m s '. Rainfall totals of 5 to 10 cm had been recorded at many 

Mesonet sites across western Oklahoma during the week prior to 27 March in 

association with the passage of several weak frontal boundaries. The most 

significant events occurred on 22 March, when 1-2 cm of rain fell across the 

western two-thirds of the state, and on 23 March, when 2-6 cm fell across the 

western third of the state.

Mesonet soil moisture values at 5,25, and 60 cm on 27 March 2000 indicated 

that water down to the root zone was available statewide. In fact, the pattern of 

DMAX (Fig. 5.8) more closely resembled the associated visual greenness map 

(Fig. 5.12) than it did the rainfall pattern of the previous week (not shown). 

Outside of the wheat belt. May Ranch (MAYR) received 8.6 cm of rain during the 

previous week; yet, its maximum dew point on 27 March was only 5.0°C. In
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contrast, nearby Cherokee (CHER), within the wheat belt, received 8.7 cm of 

rain during the previous week and its maximum dew point on 27 March was 

14.2°C. Similarly, Woodward (WOOD) and its neighbor. Soiling (SEIL), recorded 

a total of 7.1 cm and 6.4 cm of rain, respectively, during the 21st, 22nd, and 23rd. 

Yet, the maximum dew point on the 27th at WOOD, outside of the wheat belt, 

was 5.0°C; at SEIL, within the wheat belt, DMAX was 9.0°C. Apparently, the 

cycling of water through the root zone of the growing winter wheat was more 

efficient at returning water to the atmosphere than was direct evaporation from 

either moist soil or dorm ant vegetation.

The dewpoint field across the region of interest evolved considerably from 

sunrise to sunset. From midnight to sunrise (about 0630 CST) on 27 March 2000, 

dew points decreased 2°C across "Wheat" and "East" and 1°C across "West" 

(Fig. 5.13). At 0600 CST, about 30 minutes prior to sunrise, near-surface air was 

the most moist (6 to 7°C) across the southwest and southeast corners of 

Oklahoma and the driest (1 to 2°C) across the northeast comer and the 

Panhandle (Fig. 5.14a). Dew points across the wheat belt were approximately the 

same as those observed over adjacent lands. Within an hour after sunrise, dew 

points increased 1 to 2°C statewide as a result of the evaporation of dew and 

transpiration. The nighttime drying of the surface layer and the rapid moisture 

return shortly after sunrise have been documented previously by Arndt (2001) 

for Oklahoma Mesonet sites.

The significant increase in low-level moisture after sunrise was aided by the 

existence of a nocturnal inversion. The inversion confined the surface flux of 

moisture to a shallow layer. At the ARM Central Facility near Lamont, OK, the 

morning sounding (0530 CST) indicated a nocturnal inversion in which the 

temperature increased by 6.4°C within the first 15 hPa above the ground
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(~130 m). An analysis of Mesonet observations suggested that the inversion 

existed across a broad region, as dewpoint temperatures increased rapidly 

statewide by 0730 CST (Fig. 5.14b). Note the rapid increase of near-surface 

moisture between about 0700 and 0800 CST for "West", "Wheat", and "East" 

(Fig. 5.13). These composite observations provided additional evidence that, 

shortly after sunrise, an inversion confined the influx of moisture to a shallow 

atmospheric layer across all three regions.

15 -

10  -

—  "Wheat " CO mpoa ite
—  “West " CO mpos ite
—  “East" composite
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F ig u r e  5.13. Graph of composite 5-minute observations of dew point for regions 
"West", "Wheat", and "East" between 0000 CST on 27 March 2000 and 0000 CST 
on 28 March. The green, red, and blue lines denote the composite dew point for 
"Wheat", "West", and "East", respectively (see Table 5.1). The composite data 
were constructed from the average of all observed values at a given time for the 
sites located with each region. TTie time series plot extends from midnight to 
midnight CST -  the interval for computing DMAX.
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27  M a r

F ig u r e  5.14a. Map of near-surface dew points at 0600 CST on 27 March 2000. A  
one-pass Bames technique was used for the objective analysis. The white outline 
depicts the boundary of Oklahoma's wheat belt.

2 7  M ar

I
F ig u r e  5.14b. Same as Fig. 5.13a except for 0730 CST on 27 March 2000.

27  M a r

F ig u r e  5.14c. Same as Fig. 5.13a except for 0900 CST on 27 March 2000.
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27  M a r
2000

I

F i g u r e  5.14rf. Same as Fig. 5.13a except for 1000 CST on 27 March 2000. The 
white outline represents the boundary of Oklahoma's winter wheat belt.

27  M a r  
2000

F ig u r e  5.14c. Same as Fig. 5.13a except for 1500 CST on 27 March 2000.

2 7  M a r

F ig u r e  5.14/. Same as Fig. 5.13a except for 1730 CST on 27 March 2000.
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2 7  M a r

g

F ig u r e  5.14^. Same as Fig. 5.13a except for 1915 CST on 27 March 2000. The 
white outline represents the boundary of Oklahoma's winter wheat belt.

By 0900 CST (Fig. 5.14c), it became evident that transpiration across the 

wheat belt supplied substantial moisture into the lower atmosphere, similar to 

the observations of Dirmeyer (1994). Dew points across the northern two-thirds 

of Oklahoma's wheat belt ranged from 5.5 to 8.5°C; several Mesonet sites across 

north-central Oklahoma experienced a four-degree increase during three hours. 

While transpiration influenced the dew point of several Mesonet sites within the 

wheat belt, dry-air entrainment appeared to cause a 1 to 2°C reduction in near­

surface moisture elsewhere between 0800 and 0900 CST. By 1000 CST 

(Fig. 5.14d), surface heating eroded the inversion over most, if not all, of the 

Mesonet sites. Composite dew points for "West", "Wheat", and "East" identified 

1000 CST as the time when a local minimum of surface moisture occurred 

(Fig. 5.13). At that time, dew points ranged from -1 to 4°C adjacent to the wheat 

belt and from 3 to 7°C within the wheat belt (Fig. 5.14d).

Interestingly, the magnitude of the morning increase of dew point was equal 

for "East" and "Wheat" (~2.5°C); however, the magnitude of the midmoming 

decline in moisture was 4°C for "East" but only 2.5°C for "Wheat". Hence, 

between sunrise and 1000 CST, the dewpoint difference between "Wheat" and 

"East" increased by 1.5°C. Evidence from modeling runs (Chapter 6) indicated
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that vertical mixing could occur through a deeper layer across "East" than across 

"Wheat". As a result, more dry air was entrained from aloft for "East" than for 

"Wheat", thus decreasing the near-surface dew points more for the "East" 

region.

Between 1000 and 1900 CST, an upward trend of dew points was evident for 

"Wheat" (Fig. 5.13). A similar increase was noted for "East" between 1200 and 

2100 CST. Because the magnitudes of the increases for "Wheat" and "East" were 

nearly identical (6°C) yet set apart in time by 2 h, it was probable that the 

dewpoint enhancement for "East" resulted from advection from "Wheat" by the 

light westerly surface winds. In contrast, dew points decreased for "West" 

between 1300 and 1700 CST, as a turbulent boundary layer entrained dry air 

from aloft. After 1700 CST, dew points over "West" increased until sunset (or 

-1900 CST), as surface heating diminished and the surface layer decoupled from 

the convective boundary layer (CBL) established during the day.

Data from an ARM radiosonde at Lamont provided evidence that moisture 

that transpired from the wheat fields was mixed rapidly into the CBL during the 

afternoon. At 1430 CST, when the mixed layer was approximately 130 hPa deep, 

the dew point increased by 5.5°C within the first 1.4 hPa above the ground. The 

steep vertical gradient of dew points also confirmed that a local source of 

moisture (i.e., transpiration from the wheat) existed nearby Lamont. 

Unfortunately, sounding data directly east of the wheat belt were not available. 

Such data could have provided insight as to whether the afternoon dewpoint 

increase also was generated locally or was advected from the wheat belt. If the 

former were true, an extremely shallow (-1 hPa) layer of moisture should have 

been detected, as measured by the Lamont sounding. If the latter were true, one 

would expect that moisture observations would have been more vertically 

uniform near the surface.
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By 1200 CST (not shown), the axis of maximum dew points corresponded 

well with the axis of the wheat belt. A similar pattern (Fig. 5.14e) was evident 

throughout the remainder of the afternoon . Although moisture from Texas 

appeared to advect across southwest Oklahoma, it was clear from the westerly 

winds that the dewpoint maximum across north-central Oklahoma did not result 

from positive moisture advection from the south.

Dew points ranged from 9 to 12°C by 1730 CST across the northern third of 

the wheat belt (Fig. 5.14/), including 11 °C at Lamont. At this time, the mixed 

layer over the ARM Central Facility extended to about 700 hPa. A surface-based 

source of moisture still was evident at Lamont (not shown), as the surface dew 

point of 10.7°C was about 3.5°C higher than the dew point just 5 hPa aloft.

One-half hour after sunset (5.14^), dew points across the northern half of 

Oklahoma ranged from 2 to 7°C greater than those measured 30 minutes before 

sunrise. Notably, the winter wheat belt not only altered its local area, but 

moisture advected downwind from the crop and greatly enhanced the dew 

points across several counties to the east.

On a much smaller scale, a microscale impact of moisture advection was 

evident in observations from the Freedom Mesonet site. Relative to FREE, wheat 

was grown to the immediate southwest of the site (Fig. 5.15). Hence, advection 

by winds from these highly localized wheat fields probably influenced 

Freedom's observations. Five-minute dew point and wind direction 

observations from the Freedom Mesonet site (Fig. 5.16) capably illustrated the 

advection of moisture from these local wheat fields. Aside from the evaporation 

associated with sunrise, when winds were from north of west (between 270° and 

360°), dewpoint temperatures tended to decrease or remain steady. In contrast, 

winds between 180° and 270° were associated with rapid increases in dew point.
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The impact was most evident between 1200 and 1630 CST, when the wind 

direction repeatedly shifted from just north of due west (>270°) to just south of 

due west (<270°). Interestingly, the dewpoint temperatures repeatedly decreased 

and increased by 1-3°C in association with these minor changes in the wind 

direction.
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F ig u r e  5 .15 . Zoomed maps of visual greenness for the week ending 30  March 
2000  (left) and 6 April 2000  (right). The Freedom Mesonet site (FREE) is 
represented by the black dot in the center of each image. Note the region of 
growing vegetation southwest of Freedom.
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F ig u r e  5.16. Graph of 5-minute measurements of dew point (green line, TDEW) 
and wind direction (blue dots, WDIR) at the Freedom Mesonet site between 0600 
and 1800 CST on 27 March 2000.
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5.4.2 4 April 2000

Throughout the day of 4 April 2000, winds across the main body of 

Oklahoma were light and southerly or southeasterly, with wind speeds 

strengthening slightly during the afternoon. Winds across the Panhandle were 

westerly until about 1700 Central Daylight Time (GOT; COT = UTC -  5 h), when 

they began to veer to the north. Statewide-averaged wind speeds were 3.6 m s ’. 

Rainfall events associated with frontal passages occurred on 28 March, 29 March, 

31 March, and 1 April, with the most significant rainfall occurring across 

southwestern Oklahoma. Rain totals for the week prior to 4 April were 

significantly less than those prior to 27 March. Statewide, dew points were about 

5°C lower on 4 April than on 27 March. Hence, this case study day illustrated 

how the wheat belt could modify a relatively dry air mass.

Patterns in the DMAX field were similar between 27 March (Fig. 5.8) and 

4 April (Fig. 5.9); both mimicked the pattern in the visual greenness maps 

(Figs. 5.11 and 5.12) moreso than they did the rainfall pattern of the previous 

week. Similar to 27 March, May Ranch received 3.5 cm of rain from 27 March to 

4 April and observed a maximum dew point of 5.5°C on 4 April; Cherokee, 

which recorded 0.8 cm of rain during the same week, observed a maximum dew 

point of 10.7°C on the same day. On the east side of the wheat belt, Newkirk (in 

northeastern Kay County) received 3.1 cm of rain during the previous week and 

measured a maximum dew point of 5.2°C on 4 April. In contrast, Medford (in 

central Grant County) recorded 1.7 cm of weekly rainfall and a DMAX of 9.7°C.

The diurnal cycle of dew points on 4 April 2000 (Fig. 5.17) was similar to that 

detailed for 27 March 2000. An increase in dew points occurred immediately after 

sunrise and was followed by a decrease at all sites during midmoming. As with 

the 27 March case, the midmoming decline in surface moisture was greater for
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"East" than for "Wheat" -  in this case, by 2.5°C. In contrast to 27 March, the 

magnitude of the post-sunrise moisture influx was 1.3°C greater for "Wheat" 

than for "East". One explanation for this difference between the two study days 

could be explained by a greater vapor deficit after sunrise on 4 April than on 

27 March. Because unstressed wheat plants respond to a greater vapor deficit by 

increasing their transpiration, the wheat canopy could have injected more 

moisture on 4 April in response to drier synoptic conditions.
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F ig u r e  5.17. Graph of composite 5-minute observations of dew point for regions 
"West", "Wheat", and "East" between 0100 CDT on 4 April 2000 and 0100 CDT 
on 5 April. The green, red, and blue lines denote the composite dew point for 
"Wheat", "West", and "East", respectively (see Table 5.1). The composite data 
were constructed from the average of all observed values at a given time for the 
sites located with each region. The time series plot extends from midnight to 
midnight CST -  the interval for computing DMAX.

As on 27 March, an overall increase in dew points occurred on 4 April 

between 1100 CDT and 2000 CDT over "Wheat" and "East" (Fig. 5.17). In 

contrast to 27 March, however, the magnitude of the increase on 4 April was 

about 1.5°C greater for "Wheat" than for "East". The different rate at which the 

dew point increased could have resulted from different wind directions between 

these two days. Figure 5.18 displays maps of dew point and wind direction for
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1500 CST on 27 March and 1600 CDT on 4 April. On 27 March, surface winds 

across "Wheat" and "East" advected moisture directly from "Wheat" to "East". 

On 4 April, however, only a component of the winds across these regions 

advected moisture from the wheat belt toward the east.

27  M a r

Figure 5.18a. Map of near-surface dew points at 1500 CST on 27 March 2000. A  
one-pass Bames technique was used for the objective analysis. The white outline 
depicts the boundary of Oklahoma's wheat belt.

2000

I
F ig u r e  5.18b. Same as Fig. 5.18a except for 1600 CDT on 4 April 2000.
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Although the composite graphs provided information regarding the 

different evolutions of the dewpoint field across "West", "Wheat", and "East", a 

synoptic map better illustrated the spatial relationship between the wheat belt 

and the daily moisture maximum. Figure 5.19 depicts the daily maximum dew 

point (DMAX) measured at Mesonet sites on 4 April. Values of DMAX overlay a 

visual greenness map for the week ending 6 April 2000. With the exception of 

Freedom, where moisture advection from its nearby wheat fields (see Section 

5.3.1) increased DMAX to a value of 10.7°C, the values for DMAX on the wheat 

side of the wheat belt boundaries were greater than those adjacent to the wheat 

belt. In most cases, DMAX was about 2°C higher for sites within the wheat belt 

than for their neighbors outside of the belt. Skin temperature imagery from 

NOAA's GOES-8 satellite (Fig. 5.20) confirmed the existence of a corresponding 

region of cooler temperatures across the wheat belt.

3 ; 2.2.
2.8^0

Figure 5.19. Zoomed map of visual greenness for the week ending 6 April 2000 
with plotted observations of the daily maximum dew point (DMAX) in degrees 
Celsius for 4 April 2000. Wet or densely vegetated areas appear green, and dry 
or sparsely vegetated areas appear red to tan. The solid black line represents the 
boundary of Oklahoma's winter wheat belt, as defined for this study.
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F ig u r e  5.20. Surface temperature image (10.7 |xm) at 1402 CDT on 4 April 2000 
from the GOES-8 geostationary satellite. Note the relative minimum in skin 
temperature over the vv^heat belt of western Oklahoma. Data courtesy of the 
Space Science and Engineering Center at the University of Wisconsin.

With weak winds and a substantial moisture gradient across the boundary of 

the wheat belt on 4 April, conditions appeared favorable for detecting a 

landscape-induced mesoscale circulation (e.g., Chen and Avissar 1994). At 

1700 CDT, a 4°C dew point difference existed between the Cherokee and Alva 

Mesonet sites (31 km apart), and a 9°C difference was observed between 

Cherokee and May Ranch (64 km apart). About 1700 CDT, the weather radar at 

Vance Air Force Base (KVNX), located near the border of Alfalfa and Grant 

counties, detected several isolated convective elements within 100 km of the 

radar. Movement of the convection was toward the east or northeast, 

corresponding to the 10-m wind directions (not shown). At 1830 CDT, KVNX 

detected the development of a southwest-to-northeast-oriented thin line in 

southeastern Woods County. Movement of the thin line was toward the 

northwest, perpendicular to the movement of surrounding echoes, including one 

echo that moved within 10 km of the thin line. By 1930 CDT, the thin line was 

undetectable.

The location of the thin line over time was coincident with changes in near­

surface winds and dew points at the Alva Mesonet site in eastern Woods County 

(Fig. 5.21). Between 1700 and 1830 CDT, winds at the Alva site backed from 220°
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to 165°, reflecting the passage of a surface boundary. During this 90-minute 

period, dew points increased by 3.3°C at Alva. The wind shift and subsequent 

moisture increase were not measured at surrounding Mesonet sites. Hence, it is 

possible that the thin line represented the boundary of a local vegetation breeze.
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F ig u r e  5.21. Graph of 5-minute measurements of dew point (green line, TDEW) 
and wind direction (blue dots, WDIR) at the Alva Mesonet site between 1500 and 
2100 CDT on 4 April 2000.

5.4.3 5 April 2000

No rain fell during the clear days of 4 April and 5 April; however, wind 

speeds significantly increased from one day to the next in response to an 

approaching low pressure system. Winds were southerly or southwesterly 

across the state for most of the day on 5 April, with speeds averaging 6.4 m s ’ 

statewide and gusting to about 15 m s ’. Wind speeds across western Oklahoma 

were slightly higher than those across the eastern half of the state. Skies on 

5 April were clear statewide.
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A comparison of the DMAX fields on 4 April (Fig. 5.9) with those on 5 April 

(Fig. 5.10) demonstrated a considerable increase in near-surface moisture from 

one day to the next. The primary features evident on 5 April were: (1) a region 

of significantly elevated DMAX values over the wheat belt and (2) an associated 

intensification (as compared to 4 April) of the DMAX gradient across far western 

Oklahoma (Fig. 5.10). Daily maximum dew points within the wheat belt ranged 

from 11-17°C, whereas those just east of the wheat belt ranged from 9-ll°C. 

DMAX values just west of the wheat belt ranged from 4-10°C, with two notable 

exceptions: 12.4°C at Buffalo and 12.0°C at Freedom. As noted earlier, dew 

points at FREE were enhanced by moisture advection from local wheat fields. By 

the same physical processes local wheat farms near Buffalo influenced dewpoint 

measurements given favorable wind directions.

Southwest winds at 1530 CDT on 5 April averaged 10 m s ’ across the main 

body of Oklahoma; westerly surface winds prevailed across far northwest 

Oklahoma and the Panhandle (Fig. 5.22). Two regions of enhanced moisture 

were evident: (1) an area across south-central Oklahoma where dew points 

ranged from 9 to 12 °C and (2) an extended region across the wheat belt where 

dew points ranged from 10 to 15°C (Fig. 5.22). An animation of the dew point 

field (not shown) revealed that the former area increased its low-level moisture 

as a result of positive moisture advection from North Texas and the Gulf of 

Mexico. Over the latter region, however, surface fluxes generated a local 

moisture maximum.

The daytime evolution of near-surface dew points during 5 April 2000 

(Fig. 5.23) differed from those of the previous two cases (Figs. 5.13 and 5.17). 

From sunrise to about 1600 CDT, dew points for "Wheat" and "East" increased 

steadily. After 1600 CDT, dew points for both regions decreased into the

111



nighttime hours as dew began to form. The observations on 5 April did not 

reflect a late morning maximum of low-level moisture over either "Wheat" or 

"East", as was apparent during both 27 March and 4 April. Composite data for 

"West" indicated that substantial drying of near-surface air occurred from 

~1200 CDT to sunset. Unlike the previous two case-study days, a dewpoint 

maximum was not evident during the late morning.

1

2000

Figure 5.22. Map of near-surface dew points at 1530 CDT on 5 April 2000. A one- 
pass Barnes technique was used for the objective analysis. The black outline 
depicts the boundary of Oklahoma's wheat belt.

The thermodynamic profile from Lamont, OK (not shown) provided a vital 

clue as to why dew points for "Wheat" did not decrease during the late morning 

and exceeded 14°C by late afternoon at eight Mesonet sites within the wheat 

belt. At 0635 CDT, 40 minutes prior to sunrise, a substantial inversion, with a 

temperature increase of 10.7°C between the surface (970 hPa) and 860 hPa, was 

measured at the ARM Central Facility. Soundings at 1530 CDT and 1830 CDT 

indicated that the inversion never eroded fully over Lamont on 5 April. Hence, 

moisture added to the mixed layer by transpiration was confined to a layer 

about 100 hPa deep, and dry air above the inversion was not entrained 

significantly into the mixed layer. Surface dew points measured at the 

radiosonde site at 0635 CDT, 1530 CDT, and 1830 CDT were 2.9,14.4, and 13.2°C,
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respectively. Presumably, the stronger winds on 5 April (as compared to the two 

previous cases) also enhanced transpiration from the wheat (Doran et al. 1995), 

with the resulting atmospheric moisture confined to the mixed layer.

15 —  "Wheat' composite
—  "West ~ composite
—  'East'  composite10

5

0

5
1 am 3 am 5 am 7 am 9 am 11 am 1 pm 3 pm 5 pm 7 pm 9  pm 11 pm 1 am
4 /5 4 /6

F ig u r e  5.23. Graph of composite 5-minute observations of dew point for regions 
"West", "Wheat", and "East" between 0100 CDT on 5 April 2000 and 0100 CDT 
on 6 April. The green, red, and blue lines denote the composite dew point for 
"Wheat", "West", and "East", respectively (see Table 5.1). The composite data 
were constructed from the average of all observed values at a given time for the 
sites located with each region. The time series plot extends from midnight to 
midnight CST -  the interval for computing DMAX.

In addition to the moist anomaly, a cool anomaly was evident in the near­

surface temperature field across a portion of the wheat belt. Mesonet sites 

measured air temperatures between 27 and 30°C within the northern half of the 

wheat belt at 1530 CDT (Fig. 5.24). To the west of the wheat belt, temperatures 

ranged from 31 to 34°C. Along the eastern boundary of the wheat belt, the 

temperature gradient was less evident. On average, however, temperatures just 

east of the wheat belt were 1°C warmer than those measured at their closest 

neighbor sites within the wheat belt.
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2000

F ig u r e  5.24. Same as Fig. 5.22 except for air temperatures (color contours).

As in the 4 April 2000 case, KVNX detected the development of a thin line 

that was oriented from southwest to northeast and was located in eastern 

Woods County (Fig. 5.25). At 1630 CDT on 5 April, the thin line was evident in 

an image acquired via the radar's precipitation mode. While other nearby echoes 

progressed toward the east, the thin line remained quasi-stationary until 

1830 CDT, when it began to move northwest. As before, the thin line became 

undetectable by 1930 CDT. Winds at the Alva Mesonet site backed from 253° at 

1620 CDT to 192° at 1625 CDT; a corresponding dewpoint increase of 7.7°C was 

measured during this 5-minute period (Fig. 5.26). Between 1630 and 1730 CDT, the 

wind direction at Alva varied between 178° and 216° and dew points remained 

greater than 10°C. From 1735 to 1800 CDT, winds shifted to westerly and the 

dewpoint values plunged to 1.6°C. After 1800 CDT, winds returned to southerly 

or south-southeasterly. The wind direction and dew point changes appeared to 

coincide with the movement of the thin line. The observations are consistent 

with the documented attributes of a vegetation breeze (e.g., Doran et al. 1995; 

Smith et al. 1994).
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F ig u r e  5.25. Base reflectivity at 1728 CDT on 5 April 2000 from the Vance Air 
Force radar (KVNX) in north-central Oklahoma. The red horseshoes depict the 
location of the ends of the thin line. Mesonet winds and dew points at 1725 CDT 
are identified by barbs and numbers, respectively. A full barb represents 5 m s ’. 
The black outline portrays the boundary of Oklahoma's wheat belt. Radar data 
are courtesy of the Oklahoma Climatological Survey.
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F ig u r e  5.26. Graph of 5-minute measurements of dew point (green line, TDEW) 
and wind direction (blue dots, WDIR) at the Alva Mesonet site between 1500 and 
2100 CDT on 5 April 2000.
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5.5 Daily Impact of the Wheat Belt Post-Harvest

As noted in Section 5.3, a warm anomaly commenced during June (Fig. 5.2h) 

as wheat growers completed the harvest. The warmer temperatures persisted 

through July (Fig. 5.2/) and August (Fig. 5.2/). In fact, for 92 (out of 183) days 

from June and July of 1999, 2000, and 2001, a distinct warm anomaly existed in 

the daily maximum temperature field over the wheat belt, particularly across 

north-central Oklahoma. It was possible that, during a number of these days, 

warm air advection from the Mexican Plateau into southwestern Oklahoma 

masked the TMAX signature from the wheat fields. By two-week periods, the 

number of days classified as showing evidence of warm anomalies was 19 days 

between 1 June and 15 June, 13 days between 16 June and 30 June, 30 days 

between 1 July and 15 July, and 30 days between 16 July and 31 July.

Strong solar forcing appeared to be the most evident factor related to the 

existence of a warm anomaly over the wheat belt. Using the same grouping of 

stations noted in Table 5.2, the average of the total daily solar radiation was 

computed for regions "West", "Wheat", and "East". The computed average for 

each of the three regions was greater than 26 MJ/m^ on 72 days during June and 

July of 1999-2001. On 62 of those days, warm anomalies were evident over 

north-central Oklahoma. Of the 10 remaining days, four were marked by 

significant cloud cover elsewhere in the state, one was influenced by the passage 

of a weak cold front, and three exhibited a slight warm anomaly over the wheat 

belt.

Figures 5.27 and 5.28 display TMAX for 10 July 2000 and 14 July 2000, 

respectively. These two days typified those summer days when Oklahoma's 

harvested wheat belt most influenced its environment. The associated visual 

greenness map for the week ending 13 July 2000 is displayed in Fig. 5.29.
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To better interpret the observations for 10 and 14 July 2000, three caveats are 

noted. First, because cattle ranching was a substantial industry across western 

and northwestern Oklahoma, grazing by livestock reduced the foliage of 

western grasslands from June to August. Hence, the vegetation gradient across 

the western boundary of the wheat belt was not as distinct during the summer 

of 2000 as during the early spring. Second, summer crops were grown across 

some of the farmland within Oklahoma's winter wheat belt. In particular, Caddo 

County produced 63 million pounds of peanuts on 25,500 acres during Summer 

2000. In addition, hay grew across substantial acreages within Comanche, 

Caddo, and Grady counties. Third, the El Reno Mesonet site was situated on the 

Grazinglands Research Laboratory for the U.S. Department of Agriculture. The 

vegetation in this area was atypical of the wheat belt during the summer. On 

Fig. 5.30, the small region of dark green pixels in central Canadian County 

denotes where the El Reno site was located. Because of the dense vegetation in 

this region, TMAX values from El Reno were not representative of maximum 

temperatures above wheat stubble across other regions of Canadian County.

I
lOJul
2000

I
Figure 5.27. Map of the maximum air temperatures for 10 July 2000. A  one-pass 
Barnes technique was used for the objective analysis. The white outline 
represents the boundary of Oklahoma's winter wheat belt.
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F ig u r e  5.28. Map of the maximum air temperatures for 14 July 2000. A one-pass 
Bames technique was used for the objective analysis. The white outline 
represents the boundary of Oklahoma's winter wheat belt.

Week ending 13 Jul 2000
Visual Greenness
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F ig u r e  5.29. Visual greermess map for the week ending 13 July 2000. The black 
outline represents the boundary of Oklahoma's winter wheat belt.

5.5.1 10 July 2000

A  high pressure system dominated Oklahoma's weather from 4 July to 

10 July 2000. Consequently, no rainfall was measured during this period and 

skies were predominantly clear. Statewide, winds were from the south- 

southeast, south, or south-southwest at an average speed of 4.8 m s '. Values of 

TMAX (Fig. 5.21) across the northern third of Oklahoma's wheat belt ranged 

from 36.9°C at Marshall (MARS) to 39.4°C at Medford (MEDF). Directly east of 

and adjacent to this region, maximum temperatures varied from 34.9°C at
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Marena (MARE) to 36.3°C at Red Rock (REDR). Across southwest Oklahoma, 

southerly winds advected air warmer than 38°C northward from north-central 

Texas. Despite the warm air advection, daytime temperatures were ~1°C 

warmer across north-central Oklahoma than across southwest Oklahoma.

The relative maximum in air temperatures across north-central Oklahoma 

extended southwest (Fig. 5.27) across the central third of Oklahoma's wheat belt 

(divided north to south). Within the harvested wheat belt, the value of TMAX at 

Weatherford (WEAT) was 36.1°C and at Hinton (HINT) was 36.3°C. In contrast, 

at the same latitude but outside of the wheat belt, the Cheyenne Mesonet site 

(CHEY) measured 34.7°C as the maximum air temperature. The value of TMAX 

was 37.3°C at Watonga (WATO), a site that was centrally located within the 

wheat belt. In comparison, at the western boundary of the wheat belt, the TMAX 

value at Camargo (GAMA) was 35.7°C . West of the wheat belt, the TMAX value 

at Arnett (ARNE) was 35.6°C.

The eastern side of the center portion of the wheat belt did not exhibit a 

distinct warm anomaly (Fig. 5.27), as was measured directly to the west. Cooler 

temperatures at several of the Mesonet sites across this swath influenced the 

one-pass Bames analysis used to create the contour map. The local influence of 

vegetation on the maximum daily temperatures for 10 July became evident from 

a close inspection of Fig. 5.30. Although TMAX values ranged from 36.0°C to 

36.9°C across the western side of the harvested wheat, maximum daily 

temperatures of only 34.5°C, 34.8°C, 35.4°C, and 34.9°C were measured at the El 

Reno (Canadian County), Minco (northern Grady County), Apache (southern 

Caddo County), and Medicine Park (Comanche County) Mesonet sites, 

respectively. By comparing these observations with a concurrent visual 

greermess map, one notes that these sites were characterized by growing 

vegetation. Recall that Medicine Park was situated in the grasslands of a wildlife
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refuge and El Reno resided on a grasslands research area. Furthermore, summer 

crops of peanuts, hay, watermelon, and corn were grown across portions of 

Grady and Caddo counties.

F ig u r e  5.30. Zoomed map of visual greenness for the week ending 13 July 2000 
with plotted observations of the daily maximum air temperature (TMAX) in 
degrees Celsius for 10 July 2000. The solid black line represents the boundary of 
Oklahoma's winter wheat belt.

A colorized animation of wind vectors and isotherms (not shown) provided 

evidence that the warm anomaly across the harvested wheat belt did not result 

from warm air advection. Instead, the temperatures increased locally across the 

wheat belt. The cause of the warming was an increase in the flux of sensible heat. 

Shortly before sunrise, an extremely weak gradient of air temperature existed 

across the wheat belt and adjacent lands. Within 75 minutes after sunrise, a 

warm anomaly became evident across portions of northern Oklahoma within 

the harvested wheat belt. Throughout the morning, the temperature maximum 

intensified and expanded in size outward from the wheat belt. Along an east- 

west line through central Oklahoma, the temperature gradient remained 

minimal until about 1315 CDT. By 1500 CDT, a warm anomaly was well-defined 

across north-central Oklahoma (Fig. 5.31). By 1700 CDT, temperatures began to 

decrease statewide. Shortly after 0100 CDT on 11 July, the temperature pattern 

ceased to resemble the vegetation pattern across the state.
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F ig u r e  5.31. Map of near-surface air temperatures at 1500 CDT on 10 July 2000. 
A one-pass Barnes technique was used for the objective analysis. The white 
outline depicts the boundary of Oklahoma's wheat belt.

5.5.2 14 July 2000

A  weak low pressure system crossed the Central Plains into the Ohio Valley 

between 11 July and 13 July 2000. The low pressure brought bands of cloud 

cover across portions of Oklahoma during those three days. By 14 July, high 

pressure again dominated Oklahoma's near-surface atmosphere, and the skies 

were clear except for sporadic cumulus clouds. Winds were calm statewide prior 

to sunrise on the 14th and remained so until 1200 CDT, with the exception of the 

Panhandle, where light south-southwest winds prevailed. Light easterly winds 

blew across the main body of Oklahoma during early afternoon. By 1600 CDT, 

the southerly winds across the Panhandle extended eastward across the 

harvested wheat in north-central Oklahoma. At sunset, winds became calm 

across the eastern third of Oklahoma, were light southeasterly across the 

Panhandle and northwestern quarter of Oklahoma, and were light easterly 

throughout the remainder of the state. Statewide, winds averaged 1.8 m s’’ on 

14 July.

Patterns in the TMAX field were similar between 10 July (Fig. 5.27) and 

14 July (Fig. 5.28); both mimicked the pattern in the visual greenness map
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(Fig. 5.29). The northern third of Oklahoma's wheat belt exhibited the largest 

TMAX values, which ranged from 36.7°C at Marshall to 39.3°C at Cherokee. 

Directly east of this region, maximum temperatures varied from 35.1 °C at 

Marena to 36.1 °C at Red Rock. To the west. Woodward (in western Woodward 

County) measured 35.6°C as its daily high temperature.

Stations within the central third of Oklahoma's harvested wheat belt (divided 

north to south), where the landscape included grassland and summer crops, 

observed maximum temperatures 1°-2°C cooler than those across the northern 

third of the wheat belt. Similar to 10 July, TMAX values across southwestern 

Oklahoma were larger than those across the central third of the wheat belt; yet, 

the maximum temperatures across southwestern Oklahoma were cooler than 

those across the northern third of the wheat belt.

Just before sunrise, temperatures across "Wheat" and "West" were about 

1.5°C cooler than those across "East" (Fig. 5.32). By 1700 CDT, when 

temperatures attained their daily maximum, "Wheat" was 2.5°C warmer than 

"East" and 1.3°C warmer than "West". Hence, the diurnal temperature range on 

14 July was larger across the harvested wheat than across adjacent lands with 

growing vegetation.
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F i g u r e  5.32. Graph of composite 5-minute observations of air temperature for 
regions "West", "Wheat", and "East" between 0100 CDT on 14 July 2000 and 
0100 CDT on 15 July. The green, red, and blue lines denote the composite 
tem perature for "Wheat", "West", and "East", respectively (see Table 5.1). The 
composite data were constructed from the average of all observed values at a 
given time for the sites located with each region. The time series plot extends 
from midnight to midnight CST -  the interval for computing DMAX.

5.6 Overview of Observational Analyses

Analyses of many related observations demonstrated that Oklahoma's 

winter wheat belt had a significant impact on the near-surface temperature and 

moisture fields, both during the period when winter wheat was growing and 

during the period after harvest. In particular, the following results are 

noteworthy from this study:

1. As vegetation grew across the wheat belt, maximum daily temperatures 

were cooler than those measured over adjacent regions of dormant 

grasslands. Monthly averaged values of TMAX (maximum daily air 

temperature) for Crop Year 2000 displayed a cool anomaly over the 

growing wheat from November 1999 through April 2000. Using Mesonet 

data from 1994 through 2001, the cooler temperatures over the wheat belt
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were shown to be statistically significant at the 95% confidence level for 

November, December, January, February, and April.

2. As green-up of grasslands occurred during May, the cool anomaly over 

the wheat belt disappeared. After the wheat was harvested, maximum 

and minimum daily temperature data revealed a warm anomaly across 

the wheat belt during June, July, and August. The warmer temperatures 

also were shown to be statistically significant for all three months.

3. Monthly averaged values of DMAX and DMIN (maximum and minimum 

daily dew points) indicated a slight moist bias during the early spring 

across the wheat belt, particularly during March. DMAX for Crop Year 

2000 indicated a slight moist anomaly over the growing wheat from 

November 1999 through April 2000. Based upon 21,000 daily statistics 

over eight unique years, statistical computations indicated less than a 0.1% 

chance that the moist anomaly during March resulted from random 

chance.

4. During the period from 1999 to 2001, about 50 days between 15 March 

and 1 June showed evidence of heightened DMAX values over 

Oklahoma's winter wheat belt as compared to adjacent grasslands. On 

more than half of these days, the dew points were enhanced across only 

five or six counties in north-central Oklahoma, where the winter wheat 

production was the highest.

5. Case studies from the spring of 2000 indicated that the presence of 

growing wheat impacted the maximum daily dew points and the diurnal 

cycles of dew point on days with both weak and moderate winds, and in
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both moist and dry air masses. Days with clear skies were examined so 

that uneven solar forcing across the state did not mask the results.

6. Examination of wind and dew point data from the Freedom Mesonet site 

demonstrated the impact that moisture advection from local wheat fields 

had on dew point measurements. On the mesoscale, moisture advection 

from the wheat belt enhanced both downstream dew points and the rate 

of increase of dew point during midday over lands adjacent to the wheat 

belt.

7. For the spring case studies, a comparison of the prior week's rainfall with 

values of dew point demonstrated that the growing wheat was more 

efficient at recirculating water back to the atmosphere than was dormant 

grassland in adjacent lands.

8. On two of the case study days (4 April and 5 April), evidence supported 

the existence of a vegetation breeze in Woods County.

9. During the period from 1999 to 2001, about 90 days between 1 June and 

31 July revealed a distinct warm anomaly in daily maximum air 

temperatures over the wheat belt, particularly across north-central 

Oklahoma. Case studies from the summer of 2000 indicated that the 

warmer temperatures over the harvested wheat resulted from local 

heating rather than from warm air advection.
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CHAPTER 6: RESULTS FROM MODEL SIMULATIONS 

6.1 Motivation

Observational evidence for the impact of the Oklahoma winter wheat belt on 

the mesoscale environment was discussed in Chapter 5. The observations, 

however, did not document fully the land surface's influence on the structure 

and evolution of the planetary boundary layer; nor did the observations reveal 

the physical processes that caused the reported surface anomalies of 

temperature and moisture. To better understand the observational results, a 

numerical modeling study was conducted.

Numerical model simulations also afforded the unique opportunity to 

examine how the natural environment might evolve from identical initial 

conditions in the absence of a wheat belt. Thus, the motivation for conducting 

numerical simulations was to provide additional insight into the physical 

mechanisms by which the regional wheat belt impacted the mesoscale 

atmosphere.

6.2 Simulation Design

Simplicity and realism were the guiding characteristics of the design of the 

numerical model studies. Previous authors had examined a variety of parameter 

spaces related to the impact of vegetation on the atmosphere. Rather than 

conduct an exhaustive set of simulations, this study simply compared numerical 

runs both with and without a simulated wheat belt. In this manner, the impact of 

the vegetation region could be identified directly and analyzed through 

difference fields. To link the simulations to reality, observations and Eta analyses 

were input into the model from three of the case study days discussed in 

Chapter 5. Modeled surface fields were compared to observed fields from the
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Oklahoma Mesonet to verify that the model was simulating the near-surface 

atmosphere adequately.

Three case study days were selected: 27 March 2000, 5 April 2000, and 

14 July 2000. For each case, two simulations were conducted: one with a

simulated wheat belt -  hereafter called a wheat run -  and one with simulated 

natural grassland that substituted for the wheat belt -  hereafter called a natural 

vegetation run. Hence, the numerical modeling study involved six simulations 

(Table 6.1). The spring cases -  27 March and 5 April -  were selected as those that 

represented clear days with weak to moderate winds, respectively. Results in 

Chapter 5 already revealed a demonstrable impact on the surface environment 

by growing wheat. The July case represented a clear day during the summer 

when the harvested wheat belt influenced the lower atmosphere. Initial 

atmospheric and soil conditions were identical for both the wheat and natural 

vegetation runs on any given day.

T a b l e  6.1. Overview of numerical model simulations conducted.

27 Mar 2000 5 Apr 2000 14Ju l2000

Wheat Run
Wheat belt 

represented as 
growing crop

Wheat belt 
represented as 
growing crop

Wheat belt represented 
as bare soil or 

sparse vegetation

Natural
Vegetation

Run

Wheat belt 
represented as 

dormant grassland

Wheat belt 
represented as 

dormant grassland

Wheat belt represented 
as growing grassland
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The model was initiated at 1200 UTC for every simulation, and its equations 

were computed at time steps of 36 s and 12 s for the mother and nested 

domains, respectively. Although every model run extended through 12 hours of 

simulated time, the investigation focused on model hours 3, 6, and 9. At model 

hour 3, representing 1500 UTC, small differences between the wheat and natural 

vegetation runs became apparent. At model hour 6, representing 1800 UTC, 

incoming solar energy was near its daily maximum. By model hour 9, 

representing 2100 UTC, the maximum differences between the two runs were 

occurring.

A comparison of Figs. 3.1 and 4.5 highlights the limited capability of the 25- 

category u s e s  land use dataset (used in MM5) to delineate the wheat belt's 

region of mixed winter wheat and grassland (represented in Fig. 3.1 by light 

orange pixels). In addition, the physical parameters defined by the 25-category 

dataset (e.g., albedo, roughness length) were identical for winter wheat and 

corn, for example. Tsvetsinskaya et al. (2001), Xue et al. (1996), and others 

demonstrated the need to distinguish physical parameters adequately between 

substantially different crops to obtain representative simulation results in the 

lower atmosphere. Equally as restrictive for MM5, these parameters were not 

permitted to change throughout the growing season. As discussed in Chapter 2, 

physical characteristics of plants vary by vegetation type and stage of growth. 

Hence, for this study, the default vegetation parameters were deemed 

inadequate and were modified to obtain more representative results. Table 6.2 

lists some of the parameters used to define the four most significant land use 

types in this study: mixed dryland/irrigated cropland/pasture (representing the 

wheat belt), grassland, savanna, and bare/sparse vegetation.
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Table 6.2. Selected parameters used to define the vegetative state
within the model.

Albedo (7o)
Minimum Canopy 
Resistance (s m ') Roughness 

Length (m)
Spring Summer

Mixed 
Dryland/Irrigated 

Cropland and Pasture
17 40 N/A .07

Grassland 19 300 40 .08

Barren or Sparsely 
Vegetated 12 N/A 999 .01

Savanna 20 300 300 .86

Model results were sensitive to values of both soil moisture within the root 

zone and minimum stomatal conductance; these sensitivities were consistent 

with other modeling studies (e.g., Crawford et al. 2001; Chen and Dudhia 2001a; 

Collins and Avissar 1994). In most cases, these values were altered until the 

simulated near-surface temperatures and dew points aligned well with Mesonet 

observations. At that point, the author deemed that the chosen values were 

appropriate for the resulting simulations to be used to better understand the 

physical processes.

In addition to updating some of the default vegetation parameters, the extent 

of the winter wheat belt across Oklahoma, southern Kansas, and north-central 

Texas was redefined (Fig. 6.1a). The extensive but realistic expansion of the 

wheat region, originally limited to north-central Oklahoma and south-central 

Kansas, is evident from a comparison of Fig. 6.1a with Fig. 4.5. To obtain this 

expanded region, grid points that represented a mixture of winter wheat and 

grassland (light orange pixels on Fig. 3.1) were shifted from the "grassland" 

category in the model to the "mixed dry/irrigated cropland/pasture" category.
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The reassignment of grid points to a different vegetation category was justified 

by the observational evidence presented in Chapter 5. More precisely, the 

Mesonet observations indicated that the atmosphere across the region of mixed 

winter wheat and grassland responded more like the winter wheat region than it 

did the grassland region. Hence, the USGS data set was modified to be more 

representative of the actual land use.

Because the simulated wheat belt was defined by 2438 selected grid points 

(on the nested domain), it was straightforward to swap those points to become 

bare/sparse vegetation for the summer wheat run (Fig. 6.1b) and grassland for 

all natural vegetation runs (Fig. 6.1c).

Land Use Category- Spring, Wheat Runs Land Use Category - Summer, Wheat Runs

320 400 430 SM 640 7201ml

F ig u r e  6 .1 . Redefined land use extent and categories employed in this study. The 
wheat belt was comprised of 2438 grid points de&red as MM5 category 
(fl) "mixed dry/irrigated cropland/pasture" (dark green) to represent growing 
wheat, (b) "bare/sparse vegetation" (dark orange) to represent harvested 
wheat, and (c) "grassland" (light green) to represent natural vegetation. Light 
yellow represents MM5 category "savanna". The white outline depicts the 
boundary of the wheat belt.
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Figure 6.1. (Continued)

For the natural vegetation runs, the vegetation fraction was altered to better 

represent the lack of a wheat belt. In particular, for the spring simulations, the 

high values of vegetation fraction across north-central Oklahoma, where there 

was growing wheat in the wheat run, were reduced to values similar to those of 

the surrounding grassland or savannah. Similarly, for the summer simulation, 

the low values of vegetation fraction over this same region, where wheat was 

stubble in the wheat run, were increased to values more representative of 

growing grassland. Figures 6.2a and 6.2b display the spring vegetation fractions 

for the wheat and natural vegetation runs; Figs. 6.3fl and 6.3b display the 

summer vegetation fractions for the wheat and natural vegetation runs.

Difference fields were computed for many of the simulation variables. For 

this study, a difference field was defined as a variable field from the natural 

vegetation run subtracted from that of the wheat run.
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Vegetation Fraction -  27 Mar, 5 Apr 2000 
Wheat Run
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F ig u r e  6.2. Vegetation fraction used for {a) the wheat run and (b) the natural 
vegetation run for both spring cases (27 March and 5 April 2000). Values shown 
for the wheat run were defined by the Oregon State University/ NCEP Eta 
Land-Surface Model as the monthly climatological vegetation fraction for April. 
Note the high percentage of vegetation (80-90%) through the heart of 
Oklahoma's winter wheat belt (across north-central and west-central Oklahoma) 
for the wheat run.

Vegetation Fraction -14 Jul 2000 
Wheat Run

Vegetation Fraction -14 Jul2000 
NaturalVegetatlon Run
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b
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F ig u r e  6 .3 . Same as Fig. 6 .2  except for July. Note the low percentage of 
vegetation through Oklahoma's winter wheat belt for the wheat run.
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6.3 Ability of the Model to Simulate Reality

To justify confidence in the model results, several fields from the wheat run 

were compared to observations at selected times. Recall that the modeled wheat 

belt did not distinguish cropland from a cropland/grassland mixture -  the 

pervasive land use across the southern half of Oklahoma's wheat belt. As a 

result, the model was not expected to simulate the observations perfectly, rather 

to simulate overall patterns and relative amplitudes in near-surface atmospheric 

fields.

Figures 6.4 -  6.9 present the surface temperature and dew point fields for the 

27 March, 5 April, and 14 July case studies at 1200,1500,1800 and 2100 UTC. The 

model evolution of the patterns and amplitudes of air temperature and dew point 

reflected those detected by observations during all three days (see Sections 5.4 

and 5.5). Simulations of 27 March and 5 April demonstrated cooler temperatures 

and higher dew points over the wheat belt than over adjacent lands, most 

notably during midday through late afternoon. The 14 July simulation 

demonstrated warmer temperatures over the wheat belt than over adjacent 

lands during this same period of the day.
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F i g u r e  6.4. Air temperature (°C) and wind (m s ’) fields at the lowest sigma level 
(o = 0.995) for the wheat run representing 27 March 2000 at (a) 1200 UTC 
(0600 CST), (b) 1500 UTC (0900 CST), (c) 1800 UTC (1200 CST), and (d) 2100 UTC 
(1500 CST). The white outline depicts the boundary of the wheat belt.
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Figure 6.5. Dewpoint fields (°C) at the lowest sigma level (a = 0.995) for the 
wheat run representing 27 March 2000 at (a) 1200 UTC (0600 CST), (b) 1500 UTC 
(0900 CST), (c) 1800 UTC (1200 CST), and (d) 2100 UTC (1500 CST). The white 
outline depicts the boundary of the wheat belt.
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F ig u r e  6.6. Air temperature (°C ) and wind (m s ’) fields at the lowest sigma level 
(a = 0.995) for the wheat run representing 5 April 2000 at {a) 1200 UTC 
(0700 CDT), (b) 1500 UTC (1000 CDT), (c) 1800 UTC (1300 CDT), and 
{d) 2100 UTC (1600 CDT). The white outline depicts the boundary of the wheat 
belt.
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Figure 6.7. Dewpoint fields (°C) at the lowest sigma level (a = 0.995) for the 
wheat run representing 5 April 2000 at (a) 1200 UTC (0700 CDT), (b) 1500 UTC 
(1000 CDT), (c) 1800 UTC (1300 GOT), and (d) 2100 UTC (1600 CDT). The white 
outline depicts the boundary of the wheat belt.
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F ig u r e  6.9. Same as Fig. 6.7 except for 14 July 2000.

6.4 Spring Cases: 27 March 2000 and 5 April 2000

Model simulations of 27 March 2000 and 5 April 2000 provided the basis for 

examining the impact of the wheat crop on the mesoscale environment during 

the growing season. The atmospheric conditions during 27 March and 5 April 

were typical of clear days during March or April. Recall that the primary
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differences between the near-surface synoptic conditions on 27 March versus 

5 April were higher wind speeds and a stronger inversion on 5 April.

6.4.1 Simulation of 27 March 2000 conditions

The near-surface field of atmospheric moisture for the 27 March simulation 

was initialized with the remnants of a moisture plume over the wheat belt. Near­

surface dew points at 1200 UTC were 1 -  2°C higher over the wheat belt than 

about 30 km beyond the boundary of the wheat belt. Higher dew points also 

were evident across southeast Oklahoma, where moisture advection from the 

Gulf of Mexico during 26 March might have impacted the region.

Figure 6.10 displays examples of the initial thermodynamic profile over sites 

within, to the west of, and to the east of the wheat belt. At May Ranch (MAYR), 

west of the wheat belt, an inversion existed between the surface and 900 hPa 

(Fig. 6.10a). Within the wheat belt, the inversion was similarly deep at Cherokee 

(CHER) on the west side of the wheat belt (Fig. 6.10b). At Breckinridge (BREC), 

also within the wheat belt but on its east side, the inversion was about 50 hPa 

shallower (Fig. 6.10c). East of the wheat belt, over Pawnee (PAWN), the 

inversion depth was similar to that of BREC (Fig. 6.10rf).

By 1500 UTC, winds had veered at all four sites (not shown) from westerly 

near the surface to northwesterly between 875 and 900 hPa. In addition, speed 

shear was evident between the surface (-2.5 m s ’) and 700 hPa (20 -  25 m s ’). 

This low-level shear became important to differences in vertical circulations 

between the wheat and natural vegetation runs (discussed later).

140



May Ranch (MAYR) -Wheat Run

1200 UTC, 27 Mar 2000 t«Oh

Cherokee (CHER) -Wheat Run

1200 UTC, 27 Mar 2000 t«Oh
.ra .Hw.iso À90 no ùp. 'm, *co. no 4% am é̂jy

-30 ■30

-2 0 -2 0

- 1 0 - 1 0

10

30 30

40 J40
9 0 0  To -  26 .4  BHDVt- 44.

9 D 1  ■ 0  LDTtf- b .I
1 0 0 0  Œ U . -  316/43

ba

Breckinridge (BREC) -  Wheat Run 

1200liTC,27Mar2000 t-Oh

Pawnee (PAWN) -  Wheat Run 

1200 UTC, 27 Mar2000 t - 0 h

-30 -30

-2 0 -2 0

- 1 0 10

10

30 30
40 40

dc

Figure 6.10. Initial thermodynamic profiles for model simulation of 27 March 
2000. The profiles correspond to the locations of the following Mesonet sites: 
(a) May Ranch (MAYR), (b) Cherokee (CHER), (c) Breckinridge (BREC), and 
(d) Pawnee (PAWN).

Subsurface moisture measured by the Oklahoma Mesonet was abundant 

statewide from 5 to 75 cm below ground on 27 March. As a result of these 

measurements, soil moisture was set to field capacity in the deepest three (out of 

four) MM5 soil layers. Consequently, the simulated vegetation would have
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adequate water for transpiration; yet direct evaporation from the surface would 

not add unrealistic moisture to the model results.

Figure 6.11 displays the dewpoint field at the lowest sigma level at 1200, 1500, 

1800, and 2100 UTC for both the wheat run (left side of Fig. 6.11) and the natural 

vegetation run (right side of Fig. 6.11). Dew points beyond the wheat belt were 

identical between the two runs. Within the wheat belt, however, dewpoint 

temperatures were 1-3°C higher for the wheat run than its natural vegetation 

counterpart. Indeed, by 2100 UTC, a swath of higher dew points appeared on 

the wheat run as a distorted image of the wheat belt itself (compare to Fig. 6.1a).

In agreement with observations, after an initial increase of near-surface dew 

points, substantial drying of the near-surface air occurred between 1300 and 

1500 UTC for both runs, particularly across the eastern third of the nested 

domain. The only exception to this trend was a slight moistening near the 

surface over the wheat belt in the wheat run. Consequently, the moisture 

gradient between the wheat belt and its surrounding area increased. Values of 

near-surface dew points from the wheat run were approximately 1°C greater 

over central and southern sections of the wheat belt as compared to the same 

region for the natural vegetation run.

The results from the wheat run were consistent in patterns and amplitudes 

with measured changes in surface dew points from the Oklahoma Mesonet. 

Hence, the model adequately simulated the post-sunrise evaporation of dew 

followed by the drying of the mixed layer as a result of entrainment (Willis and 

Deardorff 1974; Tennekes 1973; Lilly 1968).
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F ig u r e  6.11. Dewpoint fields at the lowest sigma level for the wheat run (left) 
and the natural vegetation run (right) for 27 March 2000. The times displayed are 
{a) 1200 UTC on 27 March, (b) 1500 UTC, (c) 1800 UTC, (d) 2100 UTC, and 
(g) 0000 UTC on 28 March. The white outline depicts the boundary of the wheat 
belt.
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Figure 6.11. (Continued)
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Figure 6.11. (Continued)

From 1500 to 1800 UTC, the surface continued to dry across the entire 

domain for the natural vegetation run. The trend was similar for the wheat run 

except across the wheat belt. Although the northern half of the wheat belt was 

less moist at 1800 UTC than at 1500 UTC for the wheat run, dewpoint values 

ranged 2 -  3°C higher across this region than those for the natural vegetation 

run. Moistening of the surface layer was most evident across the southern half of 

the wheat belt.

Between 1800 and 2100 UTC, dew points across all but the northern edge of 

the wheat belt increased a few degrees Celsius for the wheat run. At this time, 

the most significant difference between the wheat and the natural vegetation 

runs occurred across the wheat belt in both north-central and south-central 

Oklahoma. Over these two areas, dew points ranged from 4 -  5°C higher for the 

wheat run than for the natural vegetation run (Fig. 6.12a). Across the far western 

and far northern edges of the wheat belt, differences between the wheat and 

natural vegetation runs were minimal. This lack of appreciable dewpoint 

differences was attributed to dry-air advection by the low-level winds 

(Fig. 6.12b).

145



Dew Point -  Difference Field

2100 UTC, 27 Mar2000 t - 9 h

Wind-Wheat Run

2100 UTC, 27 Mar 2000 t "9h
km km
560 560 s < IL. < < k

480

400 400

320 320 -  ✓

240 240

160 160

160 240 320 400 560 640 720km 640 720km160 240 320 400 480 560

FuUBorfo-Sms*’

F ig u r e  6.12. Model results for (a) the difference field of near-surface dew points 
and (b) the near-surface winds for the wheat run at 2100 UTC on 27 March 2000. 
The black outline depicts the boundary of the wheat belt. Positive values of the 
dewpoint difference field (shaded in gold) indicate locations where the wheat run 
was more moist than the natural vegetation run.

By 2300 UTC, surface sensible heat flux was minimal and the convective 

boundary layer collapsed. As a result, near-surface moisture was confined within 

a shallow layer (20 -  30 hPa in depth), causing surface dew points to increase 

domain-wide by 1°C over an hour. Between 2300 UTC on 27 March and 

0000 UTC on 28 March, surface dew points continued to increase by about 2°C 

domain-wide. Similar to 2100 UTC, the largest differences between the wheat 

and natural vegetation runs occurred across the wheat belt, where dew points 

ranged to 5°C higher than in the natural vegetation run.

Higher dew points over the wheat belt for the wheat run resulted from the 

simulated transpiration of growing plants. Surface latent heat values, shown in 

Fig. 6.13, were larger across the wheat belt for the wheat run than for the natural 

vegetation run. By 2100 UTC, latent heat fluxes across the wheat belt ranged 

from 300 to 400 W m ̂  for the wheat run as compared to 200 to 275 W m^ for the
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natural vegetation run. Values of sensible heat flux ranged from 25 to 125 W 

for the wheat run and from 100 to 200 W m^ for the natural vegetation run 

(Fig. 6.14). These results were consistent with values from observations during 

CASES/ABLE (LeMone 2000). During that May experiment, latent and sensible 

heat fluxes over winter wheat were approximately 400 W m ̂  and 150 W m^, 

respectively. Over grassland, latent and sensible heat fluxes both were measured 

to be about 200 W m^.
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Figure 6.13. Fields of latent heat flux (W m )̂ for the wheat run (left) and the 
natural vegetation run (right) for 27 March 2000. The times displayed are 
{a) 1500 UTC, (b) 1800 UTC, and (c) 2100 UTC. The black outline depicts the 
boundary of the wheat belt.
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Figure 6.13. (Continued)
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Figure 6.14. Fields of sensible heat flux (W m ̂ ) for the wheat run (left) and the 
natural vegetation run (right) for 2100 UTC on 27 March 2000. The black outline 
depicts the boundary of the wheat belt.

Simulated soundings at 2100 UTC (Fig. 6.15) were compared to the initial 

soundings over May Ranch, Cherokee, Breckinridge, and Pawnee (Fig. 6.10). As 

expected for an upwind location, the May Ranch sounding showed no detectable 

difference between the wheat and natural vegetation runs. In fact, the lifted 

condensation level (LCL) was identical between the two runs over MAYR. In 

contrast, the depth of the mixed layer was shallower over CHER by 21 hPa, over 

BREC by 45 hPa, and over PAWN by 20 hPa for the wheat run in comparison to 

the natural vegetation run. Over Cherokee and Breckinridge, the differences in 

LCL values between the two runs were consistent with the associated differences 

in the values of surface sensible heat flux. Over Pawnee, the shallower PBL was 

attributed to advection by westerlies within the mixed layer from the wheat belt 

toward the east. Doran et al. (1995) observed that the growth of the mixed layer 

could be modified significantly by upwind surface fluxes.
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The model-calculated heights of the planetary boundary layer for both the 

wheat and natural vegetation simulations were between 1250 and 3000 m across 

the nested domain. Although the height patterns did not appear substantially 

different (not shown), the impact of the wheat belt was evident in the difference 

field of PBL heights (Fig. 6.16). Height differences ranged predominantly from 

100 to 400 m, with a maximum difference of 600 m located above portions of 

north-central Oklahoma near the eastern boundary of the wheat belt.

As a result of both a shallower mixed layer over the wheat and advection 

from the wheat belt eastward, the convective boundary layer above Pawnee 

was about 0.5 g kg ' more moist for the wheat run than the natural vegetation 

run. Similarly, because of a shallower mixed layer and the increased latent heat 

flux for the wheat run, the atmosphere above Breckinridge was almost 1 g kg ' 

more moist throughout the convective boundary layer, as compared to the 

natural vegetation run. In addition, temperatures were about 2°C cooler within 

the mixed layer over Breckinridge for the wheat run than for the natural 

vegetation run. Over Cherokee, where the boundary layer could have been 

influenced by less évapotranspiration upstream, mixing ratios were about 0.5 g 

kg ' more moist for the wheat run than for the natural vegetation run.

Thus, according to the model simulations, the winter wheat belt significantly 

modified the characteristics of the convective boundary layer. The modification 

was not limited to the atmosphere directly over the wheat belt; it also extended 

up to 150 km downstream (Fig. 6.16).
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F ig u r e  6.15. Simulated thermodynamic profiles at 2100 UTC on 27 March 2000 
for the wheat run (left) and the natural vegetation run (right). The profiles 
correspond to the location of the following Mesonet sites: (a) May Ranch
(MAYR), {b) Cherokee (CHER), (c) Breckinridge (BREC), and (d) Pawnee 
(PAWN).
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Figure 6.15. (Continued)
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F ig u r e  6.16. Difference field of the model-calculated PBL heights at 2100 UTC on 
27 March 2000. Negative values (in blue) indicate PBL heights were lower for the 
wheat run than the natural vegetation run. The black outline depicts the 
boundary of the winter wheat belt.

The PBL height differences above and downstream from the wheat belt 

(Fig. 6.16) not only affected thermodynamic variables, but they directly 

influenced the transfer of momentum into the mixed layer. Recall that the initial 

wind profiles displayed low-level speed shear (Fig. 6.10). For the wheat run, a 

shallower mixed layer resulted in less entrainment of higher-momentum air into 

the mixed layer. It is important to note that because previous modeling studies 

of vegetation breeze circulations focused on environments without vertical wind 

shear, the results from the current study, with its sheared environment, 

appeared different than those discussed in the scientific literature.

Based on PBL height values across the wheat belt over north-central 

Oklahoma, winds at 1 km above sea level were selected to be representative of 

those throughout the mixed layer above this region. At 2100 UTC, across north- 

central Oklahoma, westerly winds dominated at 1 km (Fig. 6.17). Hence, east- 

west and north-south cross-sections (locations shown in Fig. 6.17) through the
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core of Oklahoma's wheat belt were selected to provide insight to the 

circulations parallel and perpendicular to the prevailing flow.

A shallower PBL for the wheat run as compared to the natural vegetation run 

was evident for both cross-sections (Figs. 6.18 and 6.19). Both runs exhibited a 

cooling of the PBL from west to east (Fig. 6.18), as expected. In addition, the 

height of the PBL, characterized by a tight vertical gradient of potential 

temperature, was lower to the south than to the north for both runs (Fig. 6.19). 

Circulation vectors displayed a predominantly west-to-east motion from the 

surface to 3 km above sea level.

Wlndatl km -Wheal Run
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F ig u r e  6.17. Wind field (barbs) from the wheat run at 1 km above sea level for 
2100 UTC on 27 March 2000. The black outline depicts the boundary of the 
winter wheat belt. Note that winds across the wheat belt over north-central 
Oklahoma were westerly. The east-west and north-south lines mark the location 
of the axes of vertical cross-sections in Figs. 6.18 and 6.19, respectively. The east- 
west cross-section is parallel to the prevailing flow; the north-south cross-section 
is perpendicular to the prevailing flow.
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F i g u r e  6.18. East-west vertical cross-sections of potential temperature (K) at 
2100 UTC on 27 March 2000 for (a) the wheat run and (b) the natural vegetation 
run. The location of the cross-sections is shown in Fig. 6.17. Arrows represent 
circulation vectors parallel to the cross-section.
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F i g u r e  6.19. North-south vertical cross-sections of potential temperature (K) at 
2100 UTC on .27 March 2000 for (a) the wheat run and (b) the natural vegetation 
run. The location of the cross-sections is shown in Fig. 6.17. Arrows represent 
circulation vectors parallel to the cross-section.
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The difference fields of potential temperature and circulation vectors for 

these cross-sections are displayed in Fig. 6.20. Across north-central Oklahoma, 

potential temperatures ranged from 1.0 to 1.6°C cooler throughout the PBL for 

the wheat run across the eastern half of the wheat belt (Fig. 6.20a). These results 

were consistent with observations detailed in Segal et al. (1989). Although 

potential temperature differences between the two runs did not exist to the west 

of the wheat belt boundary, the boundary layer to the east of the wheat belt was 

modified by upwind conditions. The eastward advection of a shallower PBL also 

was evident on the north-south cross-section of the potential temperature 

difference field (Fig. 6.20b). The southernmost 40 to 50 km of this cross-section 

resided east of the wheat belt (Fig. 6.17). Yet the difference field clearly indicated 

that potential temperatures were as much as 0.8°C cooler across this region for 

the wheat run than the natural vegetation run. Apparently, the cooler boundary 

layer upwind (and over the southern leg of the wheat belt) was advected over 

this area just east of the wheat belt.

Of particular interest were the circulation vectors depicted on the east-west 

cross-section of Fig. 6.20a. Based on previous studies (discussed in Section 2.3.6), 

one would expect descending motion over the wheat belt, ascending motion to 

the west of and adjacent to the wheat belt, and, to a lesser intensity, rising 

motion to the east of and adjacent to the wheat belt. In this manner, two 

circulation cells would be established, with the descending branch of both cells 

occurring over the wheat belt. As a result, vegetation breezes near the surface 

would expand outward from the crop belt.

The model results, however, indicated that a single-cell circulation was 

established within the mixed layer (Fig. 6.20a), whereby the difference circulation 

was defined as a circulation that was evident in the difference field of the
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circulation vectors. The ascending branch of this circulation was along the 

western boundary of the wheat belt and the descending branch was along its 

eastern boundary. Although solenoidal circulations could exist across west and 

east boundaries of the wheat belt, another physical process apparently was 

dominating the difference circulation on the meso-p scale.

PotentlalTemperature & Circulation Vectorsiperature& Circuit 
DifFerence Fields

PolentialTemperature & Circulation Vectors

km 2100 UTC, 27 Mar 2000
9.0

t - 9 h  km 2100UTC,27Mar2000 t = 9h
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F ig u r e  6 .20 . Vertical cross-sections of the potential temperature (K) and 
circulation vector (m s ') difference fields at 2100  UTC on 2 7  March 2000 . The 
locations of the (a) east-west and {b) north-south cross-sections are displayed in 
Fig. 6.17 . Negative values of potential temperature difference (shaded blue) 
indicate locations where the wheat run was cooler than the natural vegetation 
run. Positive values of potential temperature difference (shaded gold) indicate 
locations where the wheat run was warmer than its counterpart. Vectors display 
the circulation difference field resulting from velocities from the natural 
vegetation run subtracted from those from the wheat run.

The velocity and velocity difference fields at a height of 1 km above sea level 

(Fig. 6 .21 ) provided insight into the difference circulation. Vertical velocities at 

2 1 0 0  UTC for the wheat run were weak on 2 7  March 2 00 0 , as expected on a 

synoptically benign day (Fig. 6 .21a). It was evident that no intense circulation 

was generated by the wheat belt. However, examination of the vertical velocity 

difference field (Fig. 6.21b) revealed several weak velocity differences between
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the two runs. First, along the western boundary of the wheat belt, localized 

areas of ascending motion were evident as compared to the natural vegetation 

run. Second, along the eastern boundary, localized areas of descending motion 

were apparent as compared to the natural vegetation run. Finally, horizontal 

velocity differences extended 150 km downstream of the northern half of the 

wheat belt (Fig. 6.21b).

VerticalVelodty-Whecit Run 
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F ig u r e  6.21. Horizontal plot of (a) the velocity field as simulated for the wheat 
run and (b) the velocity difference field at 2100 UTC. In the left figure (Fig. 6.21a), 
color-filled contours represent vertical velocities at 1 km above sea level; yellow 
represents upward motion and green represents downward motion. Horizontal 
velocities at a height of 1 km above sea level are plotted as barbs. In the right 
figure (Fig. 6.211?), color-filled contours represent vertical velocity differences at 
1 km above sea level; orange represents positive differences and purple 
represents negative differences. Horizontal velocity differences at a height of 
1 km above sea level are plotted as barbs. Horizontal speed differences less than 
1.25 m s ’ are displayed as open circles in the right figure (Fig. 6.211?). The black 
outline depicts the boundary of the winter wheat belt.

To examine the differences in horizontal velocities between the runs, the 

horizontal wind fields for the wheat run at heights of 1.8 and 2.2 km were 

compared (Fig. 6.22). Over north-central Oklahoma, winds at 1.8 km above sea 

level were within the mixed layer (see Fig. 6.18a); winds at 2.2 km were above the

158



top of the convective boundary layer (see Fig. 6.18a). In the natural vegetation 

run, however, winds at 2.2 km were entrained into the mixed layer (see 

Fig. 6.18b). Hence, higher speed winds were entrained into the mixed layer of 

the natural vegetation run than into that of the wheat run. As a result, vectors 

representing the horizontal wind differences at 1 km (Fig. 6.21b) generally were 

oriented opposite to the flow at 2.2 km (Fig. 6.22b).

The locations of horizontal wind differences greater than 1.25 m s ’between 

the wheat and natural vegetation runs were well aligned with the locations of 

lower PBL heights for the wheat run (Fig. 6.23). These wind differences, 

however, were not as aligned with differences in either the surface fluxes of 

latent or sensible heat (Figs. 6.13 and 6.14) or differences in the near-surface dew 

points (Fig. 6.12). The largest differences m the vertical velocity fields for the 

wheat and natural vegetation runs (Fig. 6.21b) coincided with the tightest 

gradients in the PBL height difference field (Fig. 6.23). Hence, in this 

environment with low-level shear, the first-order difference of the mixed-layer 

winds between the wheat and natural vegetation runs resulted from the change 

in the PBL height and, consequently, the entrainment of different wind velocities 

within the mixed layer.

Differences in the vertical wind field within the mixed layer between the 

wheat and natural vegetation runs were attributed to mass continuity. The 

differences in horizontal wind velocity across the wheat belt (e.g.. Figs. 6.20a and 

6.21b) caused rising motion along the upstream boundary of the wheat belt and 

similarly caused sinking motion along or downwind from the downstream 

boundary of the wheat belt (Fig. 6.20a).
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wind at 1 .ft km -  Wheal Run

2100UTC.27Mar2000 t >9 h

Wind at 2.2 km -Wheat Run

2100UTC,27 Mar2000 t - 9 h

720 km

FuUBarb»5ms ' FuUBorb*5ms~'

F ig u r e  6 .22 . Plot of the horizontal velocity field at 210 0  UTC on 2 7  March 2000  
for the wheat run. The plots represent heights of (a) 1.8  km above sea level and 
(b) 2.2 km above sea level. The black outline depicts the boundary of the winter 
wheat belt.
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F ig u r e  6 .23 . Plot of the horizontal difference fields of PBL heights (contours) and 
horizontal winds at 1 km (barbs) between the wheat run and the natural 
vegetation run at 2100  UTC on 2 7  March 2000. Horizontal speed differences less 
than 1.25  m s ' are displayed as open circles. The black outline depicts the 
boundary of the wheat belt.
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6.4.2 Simulation of 5 April 2000 conditions

Initial dew points at 1200 UTC on 5 April 2000 were higher across the winter 

wheat belt than adjoining lands (Fig. 6.24a). Initial thermodynamic profiles 

identified a strong inversion over the region, as temperatures at 850 hPa ranged 

from 11 to 14°C warmer than those at the lowest model level (Fig. 6.25). Low- 

level winds veered from southwesterly to westerly between the surface and 

900 hPa at CHER, between the surface and 850 hPa at BREC, and between the 

surface and 800 hPa at PAWN. Wind speeds increased from about 5 m s ’ at the 

surface for these three sites to about 20 m s'' at 850 hPa.

By 1500 UTC, dew points were distinctly different over the wheat belt 

between the wheat and natural vegetation runs (Fig. 6.24b). By 1800 UTC, for the 

natural vegetation run, moderate southeast winds (not shown) advected drier 

air (dew points less than 3°C) over most of the wheat belt except for the section 

across southern Kansas (Fig. 6.24c). For the wheat run, dry air advection also 

occurred by 1800 UTC, but the eastern half of the wheat belt experienced dew 

points in excess of 4°C. Similar to the 27 March simulation, added moisture for 

the wheat run resulted from increased transpiration from the simulated winter 

wheat as compared to the grassland.

From 1800 to 2100 UTC, latent heat flux values across the wheat belt (not 

shown) ranged from about 100 to 200 W m^ higher for the wheat run than for 

the natural vegetation run. As a result, near-surface dew points were 2-3°C 

higher at 1800 UTC and 2-5°C higher at 2100 UTC over about half of the wheat 

belt in the wheat run as compared to the natural vegetation run. Values of 

sensible heat flux over the wheat belt were negligible for the wheat run and 

ranged from 50 to 125 W m ̂  for the natural vegetation run. Latent heat values 

over the wheat ranged from 350 to 425 W m ̂  for the wheat run, about 25 W m ̂
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higher than those for the 27 March simulation. These results were consistent 

with observational findings of Doran et al. (1995) whereby latent heat fluxes 

over wheat and steppe increased with increased surface winds.

DewPoint -Wheat Run 
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Dew Point - Natural Vegetation Run 
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F ig u r e  6 .24 . Dewpoint fields at the lowest sigma level for the wheat run (left) 
and the natural vegetation run (right) for 5 April 2 00 0 . The times displayed are 
(a) 1200  UTC on 5 April, (b) 1500  UTC, (c) 1800  UTC, (d) 2 1 0 0  UTC, and 
(e) 0 00 0  UTC on 6  April. TTie white outline depicts the boundary of the wheat 
belt.
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F ig u r e  6 .24 . (C o n t in u e d )

The boundary layer over the wheat field did not deepen as quickly during 

the wheat run for 5 April as it did for 2 7  March. By 2 1 0 0  UTC, the mixed layer 

was about 1 km shallower for 5 April than it was on 2 7  March. However, similar 

to the 2 7  March case, boundary layer heights above and downwind of the wheat 

belt (not shown) were lower for the wheat run than they were for the natural 

vegetation run. Height differences of the PBL for 5 April ranged from 50 to 

150 m over the wheat belt at 1800  UTC (Fig. 6 .26a) and from 100 to 350  m at
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2100 UTC (Fig. 6.26b). In comparison, height differences over the wheat belt on 

27 March generally ranged from 75 to 250 m at 1800 UTC and from 100 to 600 m 

at 2100 UTC (Fig. 6.16). Although the low-level wind shear was greater on 

5 April than on 27 March, the stronger inversion on 5 April suppressed the 

vertical development of the PBL.
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F ig u r e  6 .25 . Initial thermodynamic profiles for simulation of 5  April at (a) May 
Ranch (MAYR), (b) Cherokee (CHER), (c) Breckinridge (BREC), and (d) Pawnee 
(PAWN).
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PBL Height -  Difference Field 
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F ig u r e  6 .26. Difference fields of the model-calculated PBL heights at 
{a) 1800 UTC and (b) 21 0 0  UTC on 5 April 2000. Negative values (in blue) indicate 
PBL heights were lower for the wheat run than the natural vegetation run. The 
black outline depicts the boundary of the winter wheat belt.

Because PBL height differences were substantially less at 2 1 0 0  UTC on 5 April 

than on 2 7  March, the entrainment of air above the PBL was more uniform 

between the wheat and natural vegetation runs on 5 April, as demonstrated by 

the difference field of the circulation vectors (Fig. 6 .27 ). Unlike 2 7  March, a 

difference circulation on the meso-p scale was not evident. In addition, 

differences in the horizontal wind field between the two runs were weak. 

Nevertheless, in the wheat run, vertical velocities on the western boundary of 

the wheat belt suggested that a solenoidal circulation was imposed on the 

background wind field (Figs. 6 .2 7  and 6 .28 ). For the natural vegetation run, two 

relative maxima of vertical velocities were apparent between 1 and 2 km above 

sea level on the western half of the cross section (Fig. 6.28b). Upward motion 

generally was 6 -  9 cm s ’ within these maxima. For the wheat run, vertical 

velocities were stronger (in comparison to the natural vegetation run) for the 

western maximum (9 -  12 cm s ’) but weaker for the eastern maximum (3  -  

6 cm s ’). These differences were accentuated in the difference field of the
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circulation vectors along this same cross-section (Fig. 6.27); a narrow (10 -  20 km 

wide) difference circulation was evident near the western boundary of the wheat 

belt. Thus, the simulations suggested that, at 2100 UTC on 5 April 2000, a 

solenoidal circulation could have been embedded within the background wind 

field. This result coincided with Mesonet and radar observations around this 

same time that indicated the possibility of a vegetation breeze (Figs. 5.25 and 

5.26).

PotentiolTemperature & Circulation VectorsMrature& Circuit 
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F ig u r e  6.27. Vertical cross-sections of the difference fields for potential 
temperature (K) and circulation vector (m s ') at 2100 UTC on 5 April 2000. The 
location of the east-west cross-section for the left figure is displayed in Fig. 6.26. 
The right figure is identical to the left figure except that it is zoomed into the 
region of interest. Negative values of potential temperature difference (shaded 
purple) indicate locations where the wheat run was cooler than the natural 
vegetation run. Positive values of potential temperature difference (shaded 
orange) indicate locations where the wheat run was warmer than its 
counterpart. Vectors display the circulation difference field that resulted from 
velocities from the natural vegetation run subtracted from those from the wheat 
run.
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F ig u r e  6.28. East-west vertical cross-sections of potential temperature (K) at 
2100 UTC on 5 April 2000 for (a) the wheat run and (b) the natural vegetation 
run. The location of the cross-sections is shown in Fig. 6.26. Arrows represent 
circulation vectors parallel to the cross-section. Red contours represent positive 
vertical velocities (m s"'; ascent); blue contours represent negative vertical 
velocities (m s’’; descent).

6.5 Summer Cose: 14 July 2000

In contrast to the previous two case-study days, 14 July 2000 represented a 

day with harvested wheat adjacent to a growing prairie (to the west) or mixed 

prairie and forest (to the east). Although non-wheat crops influenced the 

Mesonet observations across a portion of the wheat belt (predominantly in the 

central third and southern third), the model run did not attempt to simulate 

growing summer crops. As a result, the wheat run represented a harvested 

wheat belt, with sparse vegetation or bare soil (Fig. 6.1b), surrounded by 

growing grassland; the natural vegetation run represented natural grassland, with 

growing vegetation (Fig. 6.1c).

The thermodynamic profiles across northern Oklahoma at 1200 UTC 

revealed conditions typical of summer days when the atmosphere was
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dominated by high pressure. A nocturnal inversion between the surface and 

850 hPa was evident at both CHER and PAWN (Fig. 6.29), as well as at MAYR 

and BREC (not shown). Winds above the inversion to about 600 hPa were light 

(2.5 to 10 m s ’) and east to northeast. At CHER, winds below the inversion were 

westerly and less than 2.5 m s ’; at PAWN, winds below the inversion were light 

and variable.

Air temperatures across Oklahoma at 1200 UTC ranged from about 18 to 

24°C. No impact of the wheat belt was evident in the temperature field at model 

initialization (Fig 6.30). Near-surface winds across the Oklahoma Panhandle and 

far northwestern Oklahoma were weak and westerly or northwesterly; winds 

across the remainder of Oklahoma were light northerly.
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Figure 6.29. Initial thermodynamic profiles for model simulation of 14 July 2000 
above (a) Cherokee (CHER) and (b) Pawnee (PAWN).
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On 14 July, Mesonet observations indicated that subsurface moisture at 5 cm 

was limited statewide for vegetation growth; subsurface moisture from 25 to 

75 cm was adequate or limited. Despite these measurements, MM5 soil moisture 

values were initialized with estimated values from the Eta analysis input to 

demonstrate the importance of accurate soil moisture content to PBL 

development over the harvested wheat belt. As a result, adequate moisture was 

available within the model's top soil layer for direct evaporation across the 

northern and southern portions of the wheat belt (Fig. 6.31). Soil moisture was 

limited across the central half of the wheat belt; minimal moisture was available 

across the western half of the wheat belt in northern Oklahoma. This gradient of 

near-surface soil moisture in the model's initialization was shown to contribute 

greatly to surface temperature differences across the harvested wheat belt 

between the wheat and natural vegetation runs.

Air Temperature-Wheat Run

1200 UTC, 14 jut 2000 t"Oh
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F ig u r e  6.30. Initial air temperature (°C) for the wheat run at 1200 UTC on 
14 July 2000. The black outline depicts the boundary of the wheat belt.
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For the wheat run, values of latent and sensible heat flux at 2100 UTC 

(Fig. 6.32) demonstrated that more incoming energy was used for latent heating 

across far northern and far southern sections of the wheat belt than across the 

region between. Soils were more moist at the northern and southern extremities 

of the wheat belt, allowing energy to be directed into evaporation from the 

barren surface. In contrast, a relative maximum of sensible heat flux occurred 

over the region of the wheat belt with the driest soil. The difference fields for 

latent and sensible heat flux (Fig. 6.33) indicated that the amplitudes of these 

relative maxima of latent and sensible heat fluxes in the wheat run were 

decreased in the natural vegetation run. Hence, in agreement with Clark and 

Arritt (1995), the grassland of the natural vegetation run moderated the impact 

of the gradients in soil moisture.
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F ig u r e  6.31. Initial soil moisture within the top soil layer for the wheat run on 
14 July 2000. The black outline depicts the boundary of the wheat belt.
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Figure 6.32. Fields of (a) latent heat flux and (b) sensible heat flux (W m'̂ ) for the 
wheat run at 2100 UTC on 14 July 2000. The black outline depicts the boundary 
of the wheat belt.
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Figure 6.33. Difference fields of (a) latent heat flux and (b) sensible heat flux 
(W m’̂ ) between the wheat and natural vegetation runs at 2100 UTC on 14 July. 
The black outline depicts the boundary of the wheat belt. Negative values of 
heat flux difference indicate locations where heat fluxes were less for the wheat 
run than for the natural vegetation run. Positive values of heat flux difference 
indicate locations where heat fluxes were greater for the wheat run than for its 
counterpart.
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At 2100 UTC, the warmest temperatures across the wheat belt were located 

over north-central Oklahoma (Fig. 6.34a), particularly over the area marked by 

the driest near-surface soil (Fig. 6.31). The difference field of air temperatures 

(Fig. 6.34b) mirrored the difference field of sensible heat flux (Fig. 6.33b) such 

that areas with increased (decreased) sensible heat flux in the wheat run (as 

compared to the natural vegetation run) corresponded to areas with increased 

(decreased) near-surface temperatures in the wheat run. As expected from these 

results, the depth of the PBL for the wheat run (Fig. 6.35a) was greater than that 

of the natural vegetation run above and downstream of the relative maximum 

in surface sensible heating (Fig. 6.33b). (Recall that near-surface winds (Fig. 6.8) 

had shifted from the north at 1200 UTC to the east or southeast at 2100 UTC.) 

Similarly, the PBL was shallower for the wheat run than the natural vegetation 

run above and downstream from the relative maxima in latent heat flux 

(Fig. 6.34a).
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F i g u r e  6.34. Air temperature fields (°C) at the lowest sigma level (a = 0.995) for 
the wheat run representing 14 July 2000 at 2100 UTC (left) and the 
corresponding difference field between the wheat and the natural vegetation 
runs (right). Positive values of temperature difference (in orange) indicate 
locations where near-surface temperatures were warmer for the wheat run than 
for its counterpart. Negative values of temperature difference (in purple) 
indicate locations where near-surface temperatures were cooler for the wheat 
run than for the natural vegetation run.
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F i g u r e  6 .35 . Model-calculated heights of the planetary boundary layer for the 
wheat run (left) and horizontal difference fields of PBL heights between the 
wheat run and the natural vegetation run (right). The fields represent 2100 UTC 
on 14 July 2000. Negative values (in blue) indicate that the PBL was shallower for 
the wheat run than the natural vegetation run. Positive values (in red) indicate 
that the PBL was deeper for the wheat run than the natural vegetation run. The 
black outline denotes the boundary of the winter wheat belt.

The case study of 14 July 2000 demonstrated that unrealistic gradients of soil 

moisture over sparse vegetation could cause an inadequate representation of the 

near-surface field of air temperature, a point of concern that should be critically 

important to the modeling community. In this case, the model was initialized 

with an Eta analysis that depicted moister soils across portions of the wheat belt 

than were verified by the Oklahoma Mesonet. The increased soil moisture in 

these regions resulted in a gradient of latent heat flux across the wheat belt that, 

in turn, altered the near-surface temperature field. Many previous studies have 

discussed the need for correct initialization of soil moisture (e.g., Crawford et al. 

2001; Basara 2001). This case study provided a further accent on this 

requirement, particularly when land usage was included accurately as a 

substantial region of bare soil or sparse vegetation.
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6.6 Overview of Numerical Model Analyses

The numerical model results generally confirmed observations for the case 

studies of 27 March 2000, 5 April 2000, and 14 July 2000. Moreover, the 

simulations provided additional insight into the physical processes involved and, 

in particular, into the changes that occurred throughout the depth of the 

planetary boundary layer. The study was strengthened by the comparisons of 

model runs that were initiated identically but incorporated different land uses 

(i.e., anthropogenically modified or natural coverage) over the defined wheat 

belt. The key results from the modeling study are as follows:

1. With proper adjustment of vegetation parameters, land use type, and 

fractional vegetation coverage, numerical simulations were able to 

capture the overall patterns measured near the surface across a growing 

wheat belt during benign springtime conditions in Oklahoma.

2. The impacts of the mesoscale belt of growing wheat included increased 

values of latent heat flux and decreased values of sensible heat flux over 

the wheat, increased values of atmospheric moisture near the surface 

above and downstream of the wheat, and a shallower PBL above and 

downstream of the wheat.

3. In the sheared environments that were examined, a shallower PBL that 

resulted from growing wheat (rather than natural vegetation) led to 

reduced entrainment of higher momentum air into the PBL and, thus, 

weaker winds within the PBL over and downwind from the growing 

wheat.
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4. For the cases studied, gradients in sensible heat were insufficient to 

establish an unambiguous vegetation breeze or its corresponding 

mesoscale circulation.

5. The initialization of soil moisture within the root zone aided latent heat 

fluxes from growing vegetation, while the soil moisture near the surface 

altered sensible heat fluxes from bare soil or sparse vegetation.
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Ch a pter  7: Su m m a r y  a n d  c o n c l u s io n

7.1 Summary

During early spring, a mature winter wheat crop forms a swath about 

150 km wide that extends from southwest Oklahoma into north-central 

Oklahoma and southern Kansas. On either side of this band is sparse or dormant 

vegetation, especially across extreme western Oklahoma and the Panhandle. 

During the late spring or early summer, after growers harvest the wheat, 

previously dormant grassland grows. The result is a band of short stubble and 

bare soil surrounded by mature prairie grasses. Thus, Oklahoma is an optimal 

real-world environment for examination of mesoscale vegetative impacts on the 

atmosphere.

The research documented in this dissertation examined the impact of 

Oklahoma's winter wheat belt on the mesoscale environment using a 

combination of observational and numerical analyses. Based on knowledge 

obtained from past studies, three hypotheses were set forth and examined in this 

study:

1. Monthly averaged, daily averaged, and instantaneous surface temperature and 

moisture fields are affected by the evolution (e.g., during growth and after 

harvest) of Oklahoma's winter wheat crop.

2. The impact of Oklahoma's winter wheat belt on monthly climatic patterns is 

statistically significant.

3. Surface fluxes from Oklahoma's winter wheat belt modify the depth of the 

planetary boundary layer.
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The winter wheat belt was defined as the swath of land across Oklahoma and 

Kansas that was characterized by either winter wheat or a winter 

wheat/grassland mix as the land use type designated by the U.S. Geological 

Survey. Most of the land area of the current wheat belt originally was tallgrass 

prairie, as surveyed by Duck and Fletcher (1943) prior to the "dust bowl" years 

of the 1930's. They remarked that "climatic peculiarities do not characterize the 

Tallgrass Prairie Game Type insofar as Oklahoma is concerned." Thus, substantial 

anomalies in the atmospheric measurements across this region were not expected, and 

results to the contrary found in this study were considered significant.

The boundary of Oklahoma's winter wheat belt, as defined for this research, 

was designated using a land cover data base, aerial photographs, and Mesonet 

field technician reports. The primary sources of observational data were the 

Oklahoma Mesonet (Brock et al. 1995) and the Atmospheric Radiation 

Measurement (ARM) Program (Ackerman and Stokes 2003; Stokes and Schwartz 

1994). The extent and maturity of the winter wheat crop was monitored with a 

NDVI-derived product called visual greenness, as defined by the Forest Service 

Intermountain Fire Sciences Lab of the U.S. Department of Agriculture (Burgan 

and Hartford 1993). The evolution of a typical crop year (i.e.. Crop Year 2000) 

was overviewed to provide a basis for understanding the observational and 

numerical results.

Monthly means of several variables were calculated using data from all 

Mesonet sites and were objectively analyzed to a grid for contour maps. A 

statistical analysis based on the Wilcoxon signed-rank test (Wilks 1995) was 

conducted using data from 28 Mesonet sites to determine if anomalous monthly 

means were statistically significant. The following results are noteworthy from 

the observational study:
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1. As vegetation grew across the wheat belt, maximum daily temperatures 

were cooler than those measured over adjacent regions of dormant 

grasslands. Monthly averaged values of TMAX (maximum daily air 

temperature) for Crop Year 2000 displayed a cool anomaly over the 

growing wheat from November 1999 through April 2000. Using Mesonet 

data from 1994 through 2001, the cooler temperatures over the wheat belt 

were shown to be statistically significant at the 95% confidence level for 

November, December, January, February, and April.

2. As green-up of grasslands occurred during May, the cool anomaly over 

the wheat belt disappeared. After the wheat was harvested, maximum 

and minimum daily temperature data revealed a warm anomaly across 

the wheat belt during June, July, and August. The warmer temperatures 

also were shown to be statistically significant for all three months.

3. Monthly averaged values of DMAX and DMIN (maximum and minimum 

daily dew points) indicated a slight moist bias during the early spring 

across the wheat belt, particularly during March. DMAX for Crop Year 

2000 indicated a slight moist anomaly over the growing wheat from 

November 1999 through April 2000. Based upon 21,000 daily statistics 

over eight unique years, statistical computations indicated less than a 0.1% 

chance that the moist anomaly during March resulted from random 

chance.

4. During the period from 1999 to 2001, about 50 days between 15 March 

and 1 June showed evidence of heightened DMAX values over 

Oklahoma's winter wheat belt as compared to adjacent grasslands. On 

more than half of these days, the dew points were enhanced across only
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five or six counties in north-central Oklahoma, where the winter wheat 

production was the highest.

5. Case studies from the spring of 2000 indicated that the presence of 

growing wheat impacted the maximum daily dew points and the diurnal 

cycles of dew point on days with both weak and moderate winds, and in 

both moist and dry air masses. Days with clear skies were examined so 

that uneven solar forcing across the state did not mask the results.

6. Examination of wind and dew point data from the Freedom Mesonet site 

demonstrated the impact that moisture advection from local wheat fields 

had on dew point measurements. On the mesoscale, moisture advection 

from the wheat belt enhanced both downstream dew points and the rate 

of increase of dew point during midday over lands adjacent to the wheat 

belt.

7. For the spring case studies, a comparison of the prior week's rainfall with 

values of dew point demonstrated that the growing wheat was more 

efficient at recirculating water back to the atmosphere than was dormant 

grassland in adjacent lands.

8. On two of the case study days (4 April and 5 April), evidence supported 

the existence of a vegetation breeze in Woods County during the 

afternoon.

9. During the period from 1999 to 2001, about 90 days between 1 June and 

31 July revealed a distinct warm anomaly in daily maximum air 

temperatures over the wheat belt, particularly across north-central
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Oklahoma. Case studies from the summer of 2000 indicated that the 

warmer temperatures over the harvested wheat resulted from local 

heating rather than from warm air advection.

The observational analysis demonstrated that Oklahoma's winter wheat belt 

had a significant impact on the near-surface temperature and moisture fields, 

both during the period when winter wheat was growing and during the period 

after harvest. The first two hypotheses of this study were as follows:

1. Monthly averaged, daily averaged, and instantaneous surface temperature and 

moisture fields are affected by the evolution (e.g., during growth and after 

harvest) of Oklahoma's winter wheat crop.

2. The impact of Oklahoma's winter wheat belt on monthly climatic patterns is 

statistically significant.

Based on the results of the observational analysis, neither of these hypotheses 

could be rejected.

Measurements of the evolution of the planetary boundary layer (PBL), 

however, were inadequate to examine the third hypothesis of this research 

without the aid of a numerical model. The National Center for Atmospheric 

Research (NCAR) -  Pennsylvania State University (PSU) mesoscale model 

(MM5) was used because of its well established history, its incorporation of land 

surface parameterizations, and its documented ability to simulate both 

mesoscale phenomena and land-atmosphere interactions. MM5 is a three- 

dimensional, limited-area, nonhydrostatic model devised to simulate 

atmospheric circulations on the mesoscale and regional-scale.
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The NCEP Eta model analyses were interpolated to model levels to serve as 

initial and boundary conditions for the mother (175 x 250 grid points; 12 km 

resolution) and nested (181 x 151 grid points; 4 km resolution) domains. NWS 

surface and upper air observations and hourly Oklahoma Mesonet data were 

assimilated into the model to enhance the gridded, first-guess field. MM5's 

version of the Eta Land-Surface Model (LSM) (Chen and Dudhia 2001a,b) from 

Oregon State University and NCEP was activated for all simulations. Initial soil 

moisture (at 10 and 200 cm) and soil temperature (at 10, 200, and 400 cm) fields 

from the NCEP Eta model analyses were input into the LSM.

Three case study days were selected: 27 March 2000, 5 April 2000, and 

14 July 2000. For each case, two simulations were conducted: one with a

simulated wheat belt (called a wheat run) and one with simulated natural 

grassland that substituted for the wheat belt (called a natural vegetation run). The 

default vegetation parameters of MM5 were deemed inadequate and were 

modified to obtain more representative results. In addition, the extent of the 

winter wheat belt across Oklahoma, southern Kansas, and north-central Texas 

was redefined. For the natural vegetation runs, the vegetation fraction was 

altered to better represent the lack of a wheat belt.

The numerical model results generally confirmed observations for the case 

studies of 27 March 2000, 5 April 2000, and 14 July 2000. Moreover, the 

simulations provided additional insight into the physical processes involved and, 

in particular, into the changes that occurred throughout the depth of the 

planetary boundary layer. The study was strengthened by the comparisons of 

model runs that were initiated identically but incorporated different land uses 

(i.e., anthropogenically modified or natural coverage) over the defined wheat 

belt. The key results from the numerical model study are as follows:
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1. With proper adjustment of vegetation parameters, land use type, and 

fractional vegetation coverage, numerical simulations were able to 

capture the overall patterns measured near the surface across a growing 

wheat belt during benign springtime conditions in Oklahoma.

2. The impacts of the mesoscale belt of growing wheat included increased 

values of latent heat flux and decreased values of sensible heat flux over 

the wheat, increased values of atmospheric moisture near the surface 

above and downstream of the wheat, and a shallower PBL above and 

downstream of the wheat.

3. In the sheared environments that were examined, a shallower PBL that 

resulted from growing wheat (rather than natural vegetation) led to 

reduced entrainment of higher momentum air into the PBL and, thus, 

weaker winds within the PBL over and downwind from the growing 

wheat.

4. For the cases studied, gradients in sensible heat were insufficient to 

establish an evident vegetation breeze or its corresponding mesoscale 

circulation.

5. The initialization of soil moisture within the root zone aided latent heat 

fluxes from growing vegetation, while the soil moisture near the surface 

altered sensible heat fluxes from bare soil or sparse vegetation.

The third hypothesis for this study was as follows: Surface fluxes from

Oklahoma's winter wheat belt modify the depth of the planetary boundary layer. Based 

on the results of the numerical modeling study, this hypothesis could not be 

rejected.
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7.2 Conclusion

The research documented in this dissertation demonstrated that Oklahoma's 

winter wheat belt had a significant impact on the near-surface, mesoscale 

environment during growth and after harvest. Consequently, it is imperative 

that mesoscale forecasts, whether produced objectively or subjectively, account 

for the vegetation-air interactions that occur across western Oklahoma and, 

presumably, across other crop regions in the U.S. and around the globe.

Differences in near-surface atmospheric variables across the wheat belt and 

its adjacent lands were documented using the following methods: 

(1) observational analyses of monthly averaged daily statistics (e.g., daily 

maximum or minimum) during Crop Year 2000, (2) observational analyses of 

daily averages and instantaneous measurements for several case study days 

during Crop Year 2000, (3) statistical analyses of daily statistics from 1994 

through 2001, and (4) numerical simulations of case study days during Crop 

Year 2000 that applied two different land uses over the wheat belt region for 

comparison. Analysis results from these different methods were consistent and 

established a convincing case that the crop belt modified the mesoscale 

climatology of Oklahoma. In addition, observational results from case studies 

provided evidence that, across the boundary of the wheat belt during the early 

spring, gradients in near-surface moisture could be as large as those expected 

from synoptic-scale discontinuities.

The observational portion of this study differed from previous research 

primarily because of the extensive, quality-assured data set that was employed. 

In particular, the statistical analysis used eight years of Oklahoma Mesonet data 

from 28 sites within or adjacent to the wheat belt. Additionally, the results of this 

analysis coincided with patterns detected in maps that used more than 110
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Mesonet locations statewide during a single crop year. The numerical modeling 

portion of this study differed from previous research by exploring case study 

days when the environment exhibited moderate speed shear within the lowest 2 

km above the surface. As a result, this research represents a substantial 

contribution to the fundamental understanding of vegetation-land-air 

interactions and provides a foundation for future research.
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