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QUASI TWO-DIMENSIONAL ACCUMULATION 

LAYER ON n-TYPE InAs IN 

TIPPED MAGNETIC FIELDS

CHAPTER I

INTRODUCTION

By reducing the dimensionality of a physical system the complexity 

of the system is reduced, which in general, if none of the physical properties 

are lost, leads to a better understanding of the system. Furthermore, 

unique properties of the reduced dimensional system may be revealed. 

For example, a monolayer of helium atoms adsorbed onto the surface of 

a substrate condenses into a two-dimensional solid at low temperatures, 

in contrast to the three-dimensional bulk helium properties.^ In fact, a 

general class of two-dimensional systems realizable for experimental study 

is the adsorption of a monolayer of atoms or molecules, such as Ar, Ne, 

O2  or N2 , onto a substrate such as glass or graphite.^ Another example 

of a two-dimensional system of considerable interest is a two-dimensional 

electron gas (2DEG).® An electron gas can be reduced to a two-dimensional
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system by requiring that it be confined in one direction over a distance less 

than the electron wavelength in that direction. Many other systems behave 

two-dimensionally, including, but certainly not limited to, liquid crystals, 

superconducting thin metal films (if the superconducting coherence length 

is greater than the film thickness), and certain bulk materials such as 

tantalum disulfide, which has an anisotropic conductivity.^

Numerous physical properties of two-dimensional systems are of 

interest, two of which are the electrical transport and the nature of various 

phases and phase transitions. Solid, liquid and gaseous phases have been 

observed in monolayers of atoms and molecules. Di the solid phase, the two- 

dimensional lattice can make a transition between phases commensurate 

and incommensurate with the substrate lattice.^ Another transition of 

interest is the onset of two-dimensional superfiuidity in thin helium films a 

few atoms thick.

Transport properties reveal a variety of information about the 

fundamental nature of a two-dimensional electron gas. Localization, for 

example, pves rise to the minimum metallic conductivity which, in two 

dimensions, is independent of material constants.® Effects that can be 

tested experimentally in a 2DEG include, among others, the predictions of 

many-body theory (for example, the enhancement of the Landé g-factor^) 

and metal-insulator transitions (via percolation theory® for example).

A two-dimensional electron gas of low number density (typically 

rs, 10®/cm^) can be produced by injecting electrons onto the smooth sur-



face of superfluid liquid helium. The electrons are held near the surface 

by their image charges inside the fluid. Novel physics of this system is the 

condensation of the 2DEG into an electron solid (Wigner lattice) at low 

temperatures and low densities.®

A 2DEG with a greater number density can be produced in a semi

conductor by binding the charge carriers in a potential well at the semicon

ductor surface. An example of such a system is the potential well formed by 

an externally applied bias voltage at the semiconductor surface in a metal- 

oxide-semiconductor fleld effect transistor (MOSFET). An accumulation 

or inversion space charge layer forms in this potential well. Another ex

ample is a heterojunction between two dissimilar semiconductors, such as 

Ge and GaAs. Because the band gaps are mismatched, a quantum well 

in which forms a 2DEG is produced at the interface. Heterojunctions are 

used commercially in a variety of applications including use as diodes and 

photodetectors.

A superlattice is the periodic potential produced by multiple quan

tum wells. One kind of superlattice can be made by stacking heterojunc

tions. One interesting superlattice of this type is the modulation doped 

GaAs/Gai_a;Ala:As structure.^® In this device, only the Gai—* Al  ̂As layers 

are doped (with Si), yet the 2DEG’s are formed in the GaAs. The electron 

mobility is much higher than in uniformly doped heterojunction superlat

tices because the primary scatters, the donor ions, are separated from the 

2DEG by the potential barrier at the junction. Another type of superlattice



is the “nip!” structure of alternating n- and p-doped layers. This structure 

has a sawtooth potential in which form alternating layers of electrons and 

holes.^^

The quantum Hall effect was first discovered in a 2DEG inversion 

layer in a silicon MOSFET.^^ Unlike the usual three dimensional Hall effect, 

the quantum Hall effect is observed as a constant value of Hall resistance 

over a small range of (2D) electron densities. These constant values of Hall 

resistance are quantized in the sense that they are proportional to 

where i is an integer. Classically, the electrons undergo cyclotron orbits 

about the magnetic field direction (normal to the plane of the 2DEG) and 

the electron energies become quantized into highly degenerate harmonic 

oscillator energies, called Landau levels. The quantum number i is the 

number of Landau levels into which the electrons are distributed. Since 

its discovery, the quantum Hall effect has been used to determine a value 

for the fine structure constant, and is under study for use as a secondary 

resistance standard. The quantum Hall effect has been seen also in a 

GaAs/Gai—zAlzAs heterojunction. In this device the 2D number density 

is constant, although plateaus in the Hall resistance are observed as the 

magnetic field strength is varied. However, at very high magnetic fields (>  

10 Tesla) anomalous behavior is apparent. The plateaus occur at fractional 

quantum numbers: * =  • et These numbers indicate the

fraction of the ground state Landau level which is filled by the electrons in 

the 2DEG. The implication here is that the ground state Landau level is not



a smooth energy distribution but has gaps at these fractional filling factors. 

Although not well understood yet, the anomalous behavior is thought to 

result from a new type of ground state: an incompressible two-dimensional 

electron liquid.^®

Apart from curiosity about the fundamental nature of a two-dimen

sional electron gas, the study of these space charge layers is important for 

practical reasons as well. The space charge layer on the surface of Si has 

been studied extensively,® mainly because of its importance in the com

mercial semiconductor industry.^® In fact, not only are most semiconductor 

devices made of Si, but the Si SiOg metal-oxide-semiconductor is the most 

common structure for both logic and memory devices in digital electronic 

components.

One reason that MOS devices are of particular interest, both com

mercially and scientifically, is that the number of charge carriers in the 

2DEG is variable simply by varying an externally applied gate bias voltage. 

In the energy band picture, this is equivalent to changing the Fermi energy 

level.

The major scattering mechanisms near the surface (at low tem

peratures where phonons are frozen out) are Coulomb scattering from fixed 

charge centers and surface roughness scattering. In a uniformly doped semi

conductor the majority of the donor ions reside in the bulk semiconductor, 

so the number of fixed donor charges near the surface is small compared to 

the number of oxide and impurity charges in the interface. Furthermore,



G

if the oxide layer is SiOg, the number of charges trapped in the interfs 

(<  10 °̂ cm“ ^) is small compared to the number of charges in the 2DI 

(typically 10^° — 10̂ ® cm“ ^).

Although the 2DEG on semiconductor surfaces is a mature field 

of study there is still considerable interest and new developments in the 

electronic properties of such systems, especially in novel compound semi

conductors and heterostructures. An ideal 2DEG is one in which the 

Landau quantization depends on only the perpendicular magnetic field 

component. Not all 2DEGs are ideally two-dimensional. The 2DEG ac

cumulation layer on InAs (the first material to directly exhibit surface sub

band quantization^ is quasi two-dimensional since the length of interest, 

the cyclotron radius, is on the order of the width of the surface potential 

well. An investigation of the subband population in tipped fields is an 

important method of probing the quasi 2D accumulation laj^er, since the 

parallel field component does have an effect on the electron energies.

A general description of the physics of an ideal 2DEG is given in 

Chapter H, and the reader is referred to Reference 3 for a complete review 

of the subject. The methods of taking data and the apparatus are described 

in Chapter IE. The analysis of the data is presented in Chapter IV followed 

by a summary and a few concluding remarks in Chapter V.



CHAPTER n  

PRELIMINARY CONSIDERATIONS

A. General Backgromid

1. MOSFET

A metal-oxide-semiconductor field effect transistor (MOSFET) is 

shown schematically in Figure 1. Because the oxide is an electrical in

sulator, the configuration of the MOSFET is that of a parallel plate capacitor. 

A potential bias applied across the semiconductor and gate electrode, called 

the gate voltage Vg, will induce an electric field in the insulator. Unlike a 

metal capacitor, the electric field does not vanish at the surface. Because 

the semiconductor dielectric constant is less than that of a metal but greater 

than that of the oxide the electric field penetrates into the semiconductor, 

yet decays to zero in the semiconductor bulk. The magnitude of the electric 

field F  just inside the semiconductor is (cgs units)

47re(JVe Ndepi)
F  =  ---------------------, (2.1)

Ksc

where e is the magnitude of the electronic charge, Ng and N^epi are the two- 

dimensional number densities of the surface charge and depletion charge, 

respectively, and ksc is the semiconductor dielectric constant.
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2. Energy Band Picture 

The energy band picture for an n-type semiconductor is shown in 

Figure 2. As a result of the electric field in the space charge region, the 

conductance and valence energy band edges bend near the semiconductor 

surface. This band bending is measured by the electrostatic surface poten

tial, <f>s, associated with the surface electric field. The fiat band condition 

is shown in Figure 2a. In this case the surface potential is zero, the band 

edges are flat, and Ng =  0. For a real MOSFET this condition does not 

necessarily occur at Tq =  0 because of fixed impurity charges or surface 

states at the semiconductor-insulator interface. In a degenerate semicon

ductor, the Fermi level is pinned above the conduction band edge (for n- 

type material), charges accumulate at the surface without an external gate 

bias, and fiat band occurs at

SOURCE
DRÂiN

semiconductor

Figure 1. MOSFET. A schematic view 
of a metal-oxide-semiconductor fleld effect 
transistor of length L and width W. 
The MOSFET is conflgured as a paral
lel plate capacitor with the oxide thick
ness typically about 1000 Â. The semi
transparent metal gate is evaporated onto 
the oxide. The space charge layer is

formed inside the semiconductor at the 
semiconductor-oxide interface. The gate 
voltage Va determines the number of 
charge carriers in the space charge layer. 
Transport properties of the space charge 
layer are probed through the externally 
applied source/drain current i s o , which 
is produced by the source/drain voltage V sp .
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With the electric field pointing into the semiconductor, which cor

responds to a positive gate voltage relative to the semiconductor, the band 

edges in the n-type semiconductor bend down, as in Figure 2b. This creates 

a one-dimensional potential energy well, bounded by the infinite potential 

of the insulator and the screened self-consistent potential of the conduc

tion band edge. Electrons in the conduction band occupy allowed, discrete 

energy levels in the potential well below the Fermi level.

The band edges bend up with a negative gate bias, as in Figures 

2c and 2d. The electric field pushes the majority electrons away from the

surface and forms the depletion region of net positive charge due to the

c)

Figure 2. Energy Band Picture for an 
n-type Semiconductor. The electron energy 
B  is plotted as a function of spatial dis
tance z  into the semiconductor near the 
semiconductor-insulator interface {z =
0). E f is the Fermi energy, Ec and Ev 
are the conduction and valence band 
edges, respectively, E b  =  Ea — E f , 
and E g — Ec — E v . The flat band 
condition (a) occurs if the surface electros
tatic potential v>» is zero, (b) For a 
positive surface potential the conduc
tion and valence band edges bend down 
(an equal amount). Accumulation of 
electrons near the surface occurs if eip, >
0, but bound states below the Fermi 
leveloccur if >  E b  - The accumula
tion threshold gate voltage is such that 

the potential well is deep enough to sup
port a bound state. F indicates the 
direction of the electric fleld in the space 
charge region, (c) A negative surface 
potential bends the band edges up, creat
ing a depletion region of width zd  . The 
particular case shown here is the threshold 
for inversion, i.e., Ep — Ev =
Eb . (d) Inversion of the surface space

flat band
e0jsO

accumulation
e«|^>0

F

d)

depletion

e ^ O

inversion

charge layer occurs if %  —Eg <  <
0. The valence band edge bends up 
above the Fermi level, and minority holes 
occupy bound states in the potential 
well above the Fermi level. The inver
sion layer is electronicalty insulated from 
the bulk by the depletion region.
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spatially fixed donors. The width of the depletion region, zd , is essentially 

the penetration depth of the electric field, and is given by

l i
—  ’

î s c Pd (2.2)
.27re|iV^-iVz,|J '

where <pd is the surface potential due to the fixed depletion layer charge 

only,^^ and N a  and N c  are the number per unit volume of 

ionized acceptors and donors, respectively. At low temperatures, epD ĉ i 

Ep — Ev- If the gate bias is strong enough, the valence band edge bends 

up above the Fermi level, creating an inverted space charge layer of holes. 

Similar constructions are made for p-type semiconductors.

The threshold gate voltage, Vr, for conduction in accumulation or 

inversion layers is not universally defined®® because the onset of conduction 

is not sharp. The threshold voltage may be taken, in an n-type inversion 

layer for example, as the condition that

Ep E y  — Efff (2.3)

as in Figure 2c. For n-type accumulation, as in Figure 2b, the threshold 

voltage for bound subbands is such that the potential well is deep enough 

to support a bound state below the Fermi level. The threshold voltage 

is often taken experimentally as the linear extrapolation of gate voltage 

to zero conductance in the turn-on region of either the conductance or 

transconductance-î/GMîfg-gate voltage curves.
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3. Conductance

The sheet conductance, G =  isDjVsD, of a surface space charge 

layer can be found by measuring the source/drain voltage Vs d , and the 

current through the charge layer, isD‘ With the geometrical factors from 

Figure 1, then, the two-dimensional sheet conductivity is

a = GL
W

(2.4)

The conductivity is also given in terms of the charge carrier mobility fi,

cr =  gJVg/f. (2.5)

The SI unit of two-dimensional conductance is 0
Figure 3. Conductance of a Commercial 
p-type MOSFET. The n-channel enhance
ment (normally o8) MOSFET has an on 
state resistance of nominally 80. Source/- 
drain contacts are made through heavily 
doped n+ regions. The conductance 
Is plotted against gate voltage in (a).
The threshold voltage (arrow), Va ^
-j-l.SV comes from the extrapolation to 
zero conductance of the turn-on region.
Under accumulation, Vo <  0, the sur
face channel consists of majority holes 
and the contacts are reverse biased, 
ther^ore, no conduction. Under inver
sion, Vb >  0, the surface channel con
sists of minority electrons and conduc
tion occurs. The schematic circuit for 
conduction measurements is shown in 
(b). The voltage V  is proportional to 
the MOSFET channel conductance if 
the channel resistance is much greater 
than the series resistance. The conduc
tance is measured at a constant source/drain 
voltage VsD-

—1

.conductance 
! (orb. units) y

b)

V,
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The conductance as a function of gate voltage of a commercial 

n-channel enhancement (normally off) MOSFET is shown in Figure 3. The 

source/drain contacts to the p-type semiconductor are made with heavily 

doped n+ regions. With a strong negative gate voltage, the majority holes 

are attracted to the surface channel under accumulation, but because the 

source/drain contacts act like reverse biased diodes, the channel does not 

conduct. Under strong inversion with a positive gate voltage, the surface 

channel conducts through the minority electrons.

4. Transconductance 

The transconductance, Gm , is a measure of how well a small 

change in gate voltage affects a change in the source/drain current (for 

amplifying or switching, for example), and is defined at constant as 

the derivative

dVa Vbd

_  Vs d W  da I
”  L d V b k i,'

(2.6)

Figure 4 shows the transconductance of the same MOSFET used in Figure

3. The transconductance is also a measure of the field effect mobility

Figure 4. Ttansconductance of a Commercial tTOnSCOnductoncC 
p-lype MOSFET. The transconductance 
plotted against gate voltage is the slope 
of the curve in Figure 3. Here, the 
extrapolated threshold gate voltage for 
conduction under inversion is Vg ^  -f-O.SV, 
a slightly different value than that given 
by the conductance curve.
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liFE =  GMlCinsVsD, where Cins is the insulator capacitance per unit 

area.

Because the surface channel is in parallel with the bulk semicon

ductor, the measured conductance can be written^®~^°

(2.7)

where — nept is the bulk conductivity, d\, and dg are the bulk and surface 

thicknesses, respectively, so rf =  dj +  dg d&) is the overall thickness. 

The bulk conductivity and thickness have no gate voltage dependence, so 

the transconductance separates the surface and bulk properties. See Figure 

12.

5. Capacitance

The MOS device capacitance consists of the series capacitance of 

the insulator and semiconductor, since the gate voltage is dropped across 

both, i.e., Vq =  Vine +  Ps, where Vi„e is the voltage drop across the 

insulator. The capacitance per unit area of the insulator is

Gine —

Figure 5. Capacitance of a Commercial 
p-iype MOSFET. The capacitance (at 
200 Hz) of the same MOSFET used in 
Figures 3 and 4. Under strong accumula
tion and inversion the capacitance value 
is that of the insulator. The minimum 
capacitance occurs near flat band.

»ns
capacitance (2-8) 
Car tx units)
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where Kins and dins are the insulator dielectric constant and thickness, 

respectively. The semiconductor differential capacitance per unit area is

C.C =  g ,  (2.9)

where Q is the surface space charge per unit area. The total capacitance 

per unit area, C, is found from

‘  ̂ + 7 ^ -  (2.10)C Cins Csc

In the simplest approximation, the semiconductor capacitance is neglected, 

and the device capacitance is due to the insulator. This is a valid ap

proximation for thick insulating layers {dins >  1 /^ni for Si-SiOg MOS 

devices^  ̂). This is valid also under strong gate bias, either accumulation 

or inversion, because the induced surface charge is tightly bound to the 

surface. A C-V curve for a MOS device exhibits a minimum near flat band 

if the semiconductor capacitance is not negli^ble, as in Figure 5, and in 

the limits of strong gate bias, both positive and negative, approaches the 

value of the insulator capacitance.

Under strong gate bias, the gate voltage is used as a measure of 

the two-dimensional number density via the insulator capacitance

N ,  =  ^ { V g  -  V t ) . (2 .11)

The dielectric breakdown strength of the insulator limits Ng and the gate 

voltage. For a SiOg insulator, the breakdown strength is about 10  ̂ V /cm.
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and Kins =  3.9, so Ns < 10̂ ® and for dins — 1000 A, the maximum 

gate voltage is about 100 V.

B. Potential Well

1. Schrodinger’s Equation 

The total energy E of a charge carrier in a space charge layer is 

found by solving Schrodinger’s equation =  E ^ .  For an isotropic 

effective mass m* and a one-dimensional potential, the single particle Hamil

tonian is separable

2m
T +  V{z) +

2m*
(2.12)

where the usual symbols are used for the components of the momentum 

operator, and V{z) is the potential energy of an electron in the well. The 

configuration space coordinates x and y are in the plane of the surface and 

z is normal to the surface. For free particle like motion in the plane of the 

surface, corresponding to Bloch waves, product wave functions are assumed

»  =  \  I =  0,1, 2, (2.13)

where % — (kx,ky) is the two-dimensional Bloch wavevector for motion 

in the plane of the surface, and ? =  {x, y). Schrodinger’s equation then 

reduces to

2m*dz^ +  V{z) tpi{z) =  Eiipi{z), * =  0, 1, 2, . . .  (2.14)



16

with eigenvalues E{. The total energy measured from the conduction band 

edge is therefore

E — Ei-\ -{kg +  ky). i =  0,1, 2. . .  (2.15)
2m*

Because the electrons are assumed not to penetrate into the in

sulator, the one-dimensional envelope wavefunctions ^i{z) go to zero at 

the semiconductor-insulator interface (i.e., at z =  0). In addition, because 

the electrons are bound closely to the surface, the wave functions vanish in 

the semiconductor bulk. The boundary conditions, then, are

^i(0) =  ipi(oo) =  0. (2.16)

The potential energy which appears in the Schrodinger equation 

can be found from Poisson’s equation for the electrostatic potential ip{z) — 

— ̂ V{z) in the space charge region,

where p{z) is the net charge density. In the simplest approximation, p{z) 

is due to the mobile electrons and the spatially fixed uniformly distributed 

charge of the ionized donors. Because Schrodinger's and Poisson’s equa

tions are coupled through the potential energy, a self-consistent solution of 

the two equations is required in order to extract the energy eigenvalues.

2. Density of States 

The energy dispersion relation (2.14) consists of a set of nested 

paraboloids of revolution; each paraboloid is called an electric subband.
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and has a minimnm energy value E*. The conduction band electrons fill 

the one-electron levels of the subbands up to the Fermi energy, while the 

total number of carriers in the space charge layer is determined by Vq . 

Defining ^ | =  A* +  the parabolic dispersion relation

E  =  Ej +  i — 0,1, 2 , . . .  (2.18)

is shown in Figure 6. The constant energy “surface” is a circle with radius 

&II. Li two-dimensional fc-space the density of allowed wavevectors^^ is 

where Qe is the spin degeneracy, and the valley degeneracy, is the 

number of bulk conduction band minima which produce the space charge 

layer charge carriers. The number of allowed wavevectors in the range E  

to E - f  dE is 27rk||dAi||, so the two-dimensional density of states per unit 

area, per unit energy (referred to simply as the density of states) is

For a single subband, the 2D density of states is

D{E) =  { ^ , I l f ; .  (2.20)

Unlike the cases in ID and 3D, this 2D density of states is independent of

energy. If more than one subband is occupied, the total density of states

Is the sum of the density of states of each subband (see Figure 6). The 

number of electrons in each subband per unit area, N si, is

N si  =  D{E){Ef  -  Ei), (2 .2 1 )
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and the total number density is

— ^ N s i . (2.22)

3. Non-parabolicity 

If the dispersion relation is not parabolic then the effective mass 

and density of states are not constant, but depend on the energy of the 

charge carriers.®®"^® Using the notation m* to represent the effective mass 

at the conduction band edge, the energy dispersion relation^®

2m*
i =  0,1, 2 , . . . (2.23)

results in an effective mass enhancement for each subband

rn{E)

(2.24)

a)

FERMÏ7
LEVEL

i>0

Figure 6. Setf-consistent Potential, Dispersion Relation and Density of States, (a) The 
self-consistent potential for an n-type semiconductor, shown with four subbands, (b) 
The parabolic dispersion rdation: energy E plotted against the in-plane wavevector hj|. 
The energy minima of the electric subbands are Ei. (c) The densiiy of states for one 
subband is independent of energy for a parabolic dispersion (dashed lines). The total
density of states plotted here in units of is the sum of the density of the states
for each occupied subband.
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The density of states, enhanced over the usual 2D expression, is

ÇvÇsi^ I 2{E~Ei)^  p .  p

Di{E) =  (2.25)

0, E <  Ei.

The number of electrons in each subband can be found by integrating over 

the density of states^^

i»Bjprap
N s i =  Di{E)dE

JBt

C. Electric Subbands

1. Self-Consistent Potential 

Solving for the bound state enerpes of the subbands in a sur

face space charge layer, either accumulation or inversion, requires a self- 

consistent numerical calculation because the potential that appears in Poisson’s 

equation depends on the wavefunction. However, with appropriate assump

tions, various schemes have been used to obtain approximate solutions. 

Perhaps the simplest method is to model the potential as a triangular 

well,^  ̂ which results in exact analytical solutions. This approximation 

works best for the lowest bound states because the self-consistent potential 

is linear deep in the well. Another approximate solution is to choose a variar 

tional wavefunction,^® from which the energy eigenvalues can be calculated.



20

A third method is to model a reasonable decaying potential and to calculate 

the energies numerically.^®

A self-consistent calculation of energy levels for an accumulation 

layer on n-type Si has been given by Stern®® and by Ando.®  ̂ Neglecting 

many-body effects (which require additional terms in the potential), the 

potential V{z) in Schrodinger’s equation is composed of three terms

Viz) =  V,iz) +  Vaepiiz) +  Vj{z). (2.27)

The first term Vb(z) is the Hartree potential due to the surface accumulation 

electrons.®  ̂ This term comes about because the electrons are assumed to 

respond to the average potential of all the other electrons. The potential 

is pven by

Ve{z) =  f  {z' -  z)7p^{z')dz'
Ksc i I Jo

(2.28)

where the terms in the brackets are summed over all occupied subbands 

i, and ip is now the normalized wavefunction. The second term Vdepi[z) 

arises from the electrostatic potential of the spatially fixed charge density 

associated with the minority acceptors. This corresponds to the depletion 

charge density in inversion layers. Under accumulation, however, the donor 

level near the semiconductor surface is bent below the Fermi level and 

becomes filled. The bulk donors provide the conduction band electrons 

which are free to occupy bound states in the accumulation layer. This 

term is given by®®*®̂
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• •  -  l g % ) '  w >

The last term in the potential, Vj{z\  is due to an image charge in the 

insulator. For a semi-infinite volume of semiconductor bounded at z =  0 

by a semi-infinite volume of insulator, the work done in moving an electron 

in the semiconductor, from  ̂=  oo to a position z, against the image charge 

in the insulator is®®

Vi(n) -- (2.32)
4(«5C +  Kins)  K s c Z

These last two terms are small compared to Ve{z). The numerical self-

consistent calculation is done iteratively.®^ One method is to guess an

initial input potential V{z) and from Schrodinger’s equation calculate a 

wavefunction; this wavefunction then determines an output potential. For 

each succeeding step of the iteration, the new input potential is a linear 

combination of the last input and output potentials. This process continues 

until the input and output potentials converge. The wavefunctions, energy 

eigenvalues, and potential are then self-consistent.
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2. Potential Approximations 

In the triangular approximation, the potential well is

eFz , z >  0V(z) =  I
0 0 , .  < 0 -

where F  is the electric field in the space charge region, assumed constant, 

and is given by equation (2.1). A\^th this potential, exact solutions of 

Schrodinger’s equation are obtained.^^ However, eigenvalues can be deter

mined from the Bohr-Sommerfeld quantum condition®® with a single clas

sical turning point

/ pg dz =  {i +  Î =  0,1, 2, . . .  (2.34)

Letting pg — "hkz — V2m* [Ei — eFz), and integrating from z =  0 to

z ~  “  =  Zi (2.35)

leads to the solution

Z7iir{i §)fiP'Ei =
I

. % =  0 ,1, 2, . . .  (2.36)
2v '2 r^

Neglecting the image term, the self-consistent potential is linear for small 

z. The triangular well is therefore a valid approximation close to the sur

face. For large z, the triangular potential overestimates the self consistent 

potential.

A one parameter variational wavefunction for the ground state iŝ ®

=  *s-.
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After the energy eigenvalue is found the parameter b is determined by min

imizing the energy per electron, E/Ns.  For a Si inversion layer (neglecting 

the image potential), the value of b which minimizes the energy is®®

\ m r n y ( N i e , i  +  # % ) !*
b =

t^KsC
(2.38)

where m* is the component of the effective mass normal to the surface. 

The utility of this method is that the calculations are more simple than 

the numerical self-consistent calculations. Also, the energy eigenvalue is in 

good agreement with the self-consistent calculation,^^ especially at large 

values of Ng.

For a thin (1000 Â) layer of IhAs between layers of GaSb, the self- 

consistent potential has been modeled bŷ ®

r W  =  & ( l - p - ^ ) ,  (2.39)

where zq determines the width of the well and is a characteristic of the 

semiconductor material. Choosing a value of E p , Schrodinger's equation 

is solved for the energy eigenvalues. From this, then, the surface number 

density is calculated, for electrons in the luAs and holes in the GaSb. The 

procedure is repeated with various values of Ep until a value is found for 

which charge neutrality is satisfied.

D. Magnetic Field

1. Normal Magnetic Field
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Electric subbands correspond to motion quantized in the direction 

normal to the plane of the semiconductor surface, but the charge carriers 

in the space charge layer have free-electron like motion in the plane. A 

magnetic field applied normal to the surface, Ë  =  {0,0, H), quantizes 

the motion further, corresponding (classically) to cyclotron orbits with 

harmonic oscillator energies. Using the Landau gauge A  =  {0,Hx,0), 

and neglecting complications such as electron-electron interactions, the 

Schrodinger equation for a particle of charge — e is

.2m'
Ÿ =  E ^ , (2.40)

and can be written

^  =  E9. (2.41)

If product wave functions '9 =  ip{z)9{x)e~*^vy are assumed, then Schrodinger’s 

equation reduces to the two equations

I
2m*

$(a:) =  E||$(a;), 

ij{z) =  E±tp{z),

(2.42)

(2.43)

with the total energy E — Ej_ -\-E\\. In the first of these two equations, 

the effective potential {My +  ®^)^ is that of a harmonic oscillator, where
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the cyclotron orbit center xq is found at the potential minimum as

x=Xo
=  0,

or,
ctikt
eH * (2.44)

The Schrodinger equation, then, is in the form of a one-dimensional har- 

momc oscillator equation

m oj*,.,2
$(z) =  E|| $(z); (2.45)

where Uc =  is the cyclotron frequency. The energy eigenvalues are 

called Landau levels, and are given by

1̂1 =  (y +  y =  0 ,1 ,2 , . . . (2.46)

The second of the two Schrodinger equations is the same equation 

which applies if there is no magnetic field, and has eigenvalues =  Ei. 

so the total energy in the presence of a perpendicular magnetic field is

E  =  Ei +  U +  ^thu..  t ,y =  0,1, 2 , . . .  (2.47)

The charge carriers in each subband i condense onto delta-function like 

Landau levels j  separated by an energy fiuc, as seen for one subband in 

Figure 7. The number of states N l  in each Landau level is

9v9b^H
N l  =  D{E)%(jJc = 27T̂ C

(2.48)
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Scattering from impurities, surface states, surface roughness, for example, 

has the effect of broadening the delta-function Landau level energies.® ’̂®® 

In this case, the Landau levels may consist of localized states in the Landau 

level tails (which do not contribute to the current in the space charge layer), 

and current carrying extended states in the center of the Landau levels. The 

quantum Hall effect is a result of pinning the Fermi level in the localized

states in the Landau level tails.®®
Figure 7. Landau Levels. With a mag
netic field H normal to the space charge 
layer, the carriers in the electric sub
band condense onto a ladder of delta- 
function Landau levels (index j) below 
the Fermi level E p . The Landau levels 
are separated by an energy fiwg, and 
have energies Ei - f  (j - f  J)fiwe. The 
number of states in each Landau level

jO

Ei

2. Parallel Magnetic Field

A magnetic field in the plane of the space charge layer exerts on 

the charge carriers a Lorentz force normal to the plane. For an ideal 2DEG, 

the charge carriers are confined to the plane. However, for a quasi-2DEG, 

the wavefunctions of the charge carriers extend into the semiconductor, 

and the charge carriers undergo cyclotron orbits. The parallel magnetic 

field can be treated as a perturbation®® if the cyclotron orbit diameter is 

large compared to the width of the potential well, i.e., if 2Rc>Zi. The 

cyclotron orbit radius, Rc =  y/2{i - f  is independent of material

constants. In the lowest Landau level {i =  0), and for large magnetic fields,
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say H  =  lOr, the cyclotron diameter is about 160 Â. In the triangular well 

approximation, the width of the well at the energy Ei is Zi =  Some 

appropriate values of Ei and Zi for accumulation on n-InAs are listed in 

Table I, and in the ground state (t =  0) and at small gate bias (Vq—Vx ) =  

IV, the width of the potential well is about 180 Â. Thus, the perturbation 

approach is valid at large gate voltages and small magnetic fields.

In this perturbation approach, the energy of the electric sub

band is increased by an amount®®

AEi  = (2.49)
2m*

where the angle brackets refer to expectation values. Another test of the 

validity of the perturbation approach is that this diamagnetic energy shift 

must be small compared to the energy spacing between electric subband 

minima. The spread of the wavefunction is about half the width of the 

well, i.e..

{z^) -  {ZŸ (2.50)

The width can be estimated in the triangular approximation in order to 

estimate AEi. For the ground state at J ï  =  IT, and {Vg — Vt ) =  IV, 

A E q c:i 0.3 meV, and the separation between the ground state and first 

excited state is about 44 meV (for H  =  0). Figure 11 of reference 24 gives 

a value of ~  10 meV.

If the magnetic field is applied along the ^-direction, then Ê  =  

(0, H, 0) and the cyclotron orbits are in the y =constant plane. With the
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TABLE I

Triangular Well Approximation for n-IhAs, 

Sample 31-A2(10^®)

* ^Ei 2̂Rc
(meV) (A) (A) (meV)

0 231 93 512 0.082

1 407 163 887 0.25

2 550 220 1146 0.46

3 677 271 1356 0.70

“Calculated from equations 2.36 and 2.35 for Vg — Vr =  +9.6V, cor

responding to iVs — 1.5 X 10^  ̂ cm“  ̂ (see Table IV).

‘For H  =  IT.

“Calculated from equation 2.49, for the pven values of Zi and H  =  XT’.
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gauge A  =  ( ^ 2 , 0 , 0 ), the Schrodinger equation is

-2
^  (2.51)

.2m* c 2m 2m

The momentum operator py is separable, and with the product wavefunc

tions

ip =  (2.52)

corresponds to Bloch waves in the y-direction with momentum %ky. Schrodinger’s 

equation, then, reduces to

+  V(z)

with eigenvalues Ei{kx) and total energy

ft 2 ̂ 2
B =  E i ( k , ) + . ^ .  (2.54)

The dispersion relation has been calculated self-consistently for accumula

tion on n-Si, and the ground state results are in good agreement with the 

perturbation theory, even with a large magnetic field.®̂  In the triangular 

approximation, transcendental solutions for Ei{kx) have been found.^® 

Hybrid subbands result in the case of crossed electric and magnetic fields 

of comparable strength, as seen in Figure 8. In this case, and in the mag

netic limit (large H) the subband minima are diamagnetically shifted up in 

energy and over in kx relative to the electric subband minima. The density 

of states increases with parallel field.̂ ®
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Figure 8. Dispersion Relations. For 
an electric subband the dispersion rela
tion is parabolic (see Figure 6). The dis
persion relation for crossed electric and 
magnetic fields of comparable strength 
is a distorted parabola and the mini
mum is shifted up in energy and over in 
kx. In the (parallel) magnetic limit, the 
dispersion relation is further shifted.

magnetic 

.hybrid 

/  .electric

3. Tipped Magnetic Field 

In the general case that the applied magnetic field is incident at 

some angle to the plane of the surface space charge l a y e r t h e  field 

can be restricted to the x =  0 plane without loss of generality and can be 

written

H  =  iO,HpHj_), (2.55)

where H\\ =  H  sin d, =  H  cos 9, and the angle 9 is measured from the

surface normal. Using the gauge % =  {zH\\, xHj_, 0), the Hamiltonian is
1

2m*
1

2m*

e l l

c

*2

+  V{z) (2.56)

2 e .
P® +  Py H" P a +  '- ^ { P x A x  - \ - P y A y )

12 +  V{z). (2.57)

With product wavefunctions, the operator Py is separable and corresponds 

to the energy the Hamiltonian becomes

2m*

+

2eH,
P® +  Pa +  -^(P®  zsm9-j- Hky X cos 9)

(z^ sin^ 9 -j-x^ cos^ 9) (2.58)
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In the limits  ̂ =  0® and d =  90°, this Hamiltonian reduces to the 

expressions found above for the normal and parallel field cases.

E. Accumulation on Tt iA s

1. Bulk Properties of InAs

Indium arsenide is a high mobility, small band gap HI—V com

pound semiconductor. The lattice is the zinc-blende structure,^^ which 

can be thought of as two interpenetrating face-centered-cubic sublattices. 

The four nearest neighbors of each atom are of the other type and sit at 

the corners of a tetrahedron; the nearest neighbor distance is where 

a =  6.06 Â [reference 42] is the lattice constant of the fee sublattice. At 

room temperature the direct̂ ®»̂  ̂ band gap Eg =  0.36 eV [reference 45] is 

about one-third of the band gap of silicon.

The room temperature mobility is about 30,000 cm^/Vs [reference 

47], which is about 20 times greater than that of Si. The mobility is deter

mined, in part, by the effective mass of the electrons. At the conduction 

band minimum the InAs electron effective mass is 0.023 me [reference 48]. 

The single conduction band valley {çv =1) is isotropic"*  ̂but not parabolic^® 

in InAs. The isotropy leads to a spherical constant energy surface and the 

nonparabolicity leads to an effective mass dependence on energy. In con

trast, Si has an anisotropic electron effective mass,® so the mobility (and

hence conductivity) depends on the crystal orientation. Furthermore, the 

valley degeneracy in Si can be greater than one.®® This degeneracy can be

lifted in
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high magnetic fields and observed in the condnctivity.®°

In high magnetic fields the conduction band separates into two 

bands corresponding to the two electron spins. This spin splitting can be 

resolved in cyclotron resonance^® and magnetoabsorption®® experiments 

on bulk InAs. The bulk y-factor in InAs is found to be —15.0 [reference 

53].

A 2DEG on the surface of InAs is interesting because the potential 

well at the surface may be as wide as several hundred Angstroms and as 

deep as several hundred meV,®  ̂ which allows up to four subbands to be 

occupied.̂ '*'®® Silicon, on the other hand, has a potential well typically 

less than 100 A wide and less than 100 meV deep.®̂  The width and 

depth of the well depends on the penetration depth of the electric field, 

which depends, partly, on the dielectric constant. The bulk relative static 

dielectric constant in InAs is 14.6 [reference 57], compared to a value of

11.9 in Si. A partial list of the bulk properties of InAs is in Appendix A.

2. 1971—1973

Extensive studies have been made by Tsui®®'̂ ®® on the accumula

tion layer on n-InAs in an LiAs-Pb diode junction at 4.2 K. Because of 

the surface states at the InAs-native oxide interface, the semiconductor 

surface was under accumulation at zero bias voltage. DifTerential tunneling 

currents (through the thin native oxide between the InAs and Pb) propor

tional to the junction conductance were measured as a function of applied 

bias voltage. The tunneling current was proportional to the 2D density of
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states of the electric subbands in the accumulation layer. The bias voltage 

increased the band bending and decreased the tunnel barrier height. Thus 

the junction bias allowed a direct measure of the subband binding energy. 

Two subbands were occupied in samples with bulk carrier concentration < 

1.5 X 10^  ̂ cm“ ®, and only one subband was seen in those samples with 

greater bulk carrier concentration.

With a magnetic field applied normal to the surface accumulation 

layer, oscillations appeared in both the conductance-%;grgug-bias curves and 

the conductance-versus-magnetic field strength curves. The oscillations 

were associated with the ladder of Landau energy levels into which the 

electrons were quantized. A separate set of oscillations was observed for 

each bound subband and for the bulk conduction electrons. Because the 

bias voltage was a direct energy measurement, the period of the oscillations 

in bias voltage was a measure of the Landau level energy separation. 

From this measurement, then, a value for the electron effective mass was 

obtained. The effective mass was found to depend on the electron energy 

relative to the subband minima, which indicated the non-parabolicity of 

the subband dispersion. The oscillation period in inverse field strength was 

used to determine the number of electrons in the subbands. By tipping the 

magnetic field direction away from the surface normal, Tsui found that the 

Landau level spacing depends only on the normal component of the field.

Self-consistent calculations by Appelbaum and Baraff^  ̂ for the 

bound state energy levels in an accumulation layer have shown that the
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shape of the potential well and hence the subband energy levels depends 

on the magnetic field strength, which agrees qualitatively with Tsui’s ex

perimental results. However, with the magnetic field parallel to the sur

face accumulation layer, Tsui®̂  measured the diamagnetic energy shift 

predicted by Stern and Howard.®® This leads to a determination of the 

spread of the electron bound state wavefunction, which is essentially the 

accumulation layer thickness. In this case (bulk carrier concentration ~  

10^  ̂ cm” ®) the accumulation layer was qmte narrow, about 30 Â.

3. 1977—1979

Wagner, Kennedy, and Wieder®® measured the diflerential conduc

tivity (transconductance) of an n-InAs MOSFET accumulation layer. The 

14 im. epitaxial layer of InAs was grown on a GaAs substrate and had a 

bulk carrier concentration of 2 x  10̂ ® cm” ® (at 83K). With a magnetic 

field normal to the accumulation layer, the transconductance (at 4.2K) was 

plotted against gate voltage at various field strengths. That at least three 

subbands were occupied was evident in the Shubnikov-de Haas oscillations 

in the transconductance. The subband population ( ~  0.5 x 10^  ̂cm” ® for 

the ground state) was determined from the oscillation period in inverse field 

strength. Spin splitting of the transconductance oscillations was observed 

in the ground state subband at the highest magnetic fields (6-8T).

Similar experiments were done on similar samples by Washburn 

and Sites,®® and Washburn, Sites, and Wleder.®® Transconductance and 

differential Hall voltage data (at 4K) were taken at various gate voltages
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and (normal) magnetic fields. Again, three subbands were occupied. The 

subband population was determined from the period of the Shubnikov-de 

Haas oscillations, resulting in a plot of subband number density-t;ersus-gate 

voltage.

The oscillation amplitude at various temperatures (for constant 

magnetic field) was plotted against temperature. By adjusting the value 

of the electron effective mass as a parameter, a curve from an expected 

temperature dependence was fit to the data. The effective mass was found 

this way for each of the three subbands at various gate voltages. In each 

subband, the effective mass increased with increased population, indicating 

the non-parabolicity of the subband dispersion.

4. 1980—1982

Reisinger and Koch®® have measured the differential refiection of 

an n-InAs MOSFET with a bulk carrier concentration of about 2 X 10̂ ® 

cm"®. At constant incident photon energies in the range 112-136 meV, 

structure in the reflectivity (at lOOK) was interpreted as due to electron 

transitions between the ground state subband and the first excited state 

(0-^1), and between the ground state and the second excited state (0-+2). 

The 0-*l transition appeared as a doublet set of minima.

Riesinger, Schaber, and Doezema®  ̂performed cyclotron resonance 

and Shubnikov-de Haas effect experiments on several n-lnAs MOSFET’s. 

Four subbands were observed in the lowest bulk concentration sample (2 X 

IQi® cm®). The cyclotron effective mass (at 20K) in each subband increased
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as the total surface number density increased. Again, this indicates the 

non-parabolicity of the subband dispersion. The scattering rates (primarily 

from surface scattering) determined from the cyclotron resonance data also 

increased with increasing surface density. This is because the subbands 

became more tightly bound as the surface density increased. Furthermore, 

at constant surface density, the scattering rate was found to be higher for 

the lower lying subbands which were more tightly bound to the surface.

The subband population was determined from the Shubnikov-de 

Haas oscillations (at 4.2K). Because the Fermi level was in the conduction 

band, as the total surface density increased the subband population made 

a discontinuous change from zero to a finite value (dependent only on 

the bulk carrier concentration) at occupation threshold. This effect was 

more pronounced in the samples with lügher bulk carrier concentration 

(2.0 X  10̂ ® — 1.0 X  lÔ T cm“ ^) because these samples were more highly 

degenerate.

Taking into account the energy dependence of the effective mass, 

an expression for the number density of each subband was given in terms of 

the subband binding energy. Of course, the binding energy was dependent 

on the total surface density. This resulted in a plot of subband binding 

energies, measured from the bulk conduction band edge, versus total sur

face density for the three lowest subbands in four samples. At the highest 

surface densities ( ~  6  X  10^  ̂ cm"^), the ground state binding energy 

was about 200 meV; the first excited state energy was about 75 meV; and 

the second excited state energy was about 25 meV.



CHAPTER m

EXPERIMENTAL APPARATUS

Magnetotransport measurements are made of the surface accumula

tion layer on n-type IhAs at low temperatures. Although the transconduc

tance is the property of primary interest, the differential resistance and 

capacitance also are used to probe the samples. The measurements are 

made as a function of 2D number density of electrons (gate voltage), mag

netic field strength and direction, and sample temperature. The apparatus 

used in this experiment can be divided into three major parts: the cryostat, 

the control and measuring electronics, and the samples.

A. Cryostat

The cryostat, shown in Figure 9, consists of two dewars and a 

sample holder. The outer dewar holds the magnet and the liquid helium 

bath, and the inner dewar holds the sample. The inner dewar is used 

to isolate the sample from the liquid helium bath, yet keep the sample in 

thermal contact with the bath for measurements at 4.2 K. For this purpose, 

the inner dewar and its jacket are filled with helium exchange gas.

A liquid mtrogen jacket around the outer dewar is unnecessary 

because of the superinsulation in the outer dewar jacket, although the

87
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INNER
DEWAR

OUTER.DEWAR

SAMPLE
HOLDER

MAGNET

HEIGHT (METER)

0.8

0.6

0.4

VOLUME (LITER)

15 20 25 305

Figure 0. Cryostat. The sample holder is inserted into the magnet through the top 
port of the inner dewar. The inner dewar and its vacuum jacket are filled with helium 
exchange gas for thermal contact between the sample and the liquid helium bath in the 
outer dewar. The graph gives the volume of the helium liquid is a function of height 
above the bottom of the outer dewar. lypicaUy about 20 liters of helium are collected 
for each experimental run. Since it takes about five liters to cover the magnet, this 
allows about 30 hours running time.
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cryostat is precooled with liquid nitrogen before a liquid helium transfer. 

The magnet is a superconducting NbTi solenoid, which is suspended by 

three fiberglass rods from a stainless steel fiange at the top of the outer 

dewar. When the magnet is energized the cryostat is vented through 

the power supply leads to reduce the heating of the helium bath by the 

resistance heating of the leads. The volume of liquid in the outer dewar as 

a function of depth is shown in Figure 9. During the liquid helium transfer 

about ten liters of liquid helium are required to cool the cryostat (primarily 

the magnet) from 77 K to 4.2 K; the magnet occupies a volume of about one 

liter. For comparison, about the same amount of liquid helium is required 

to cool one liter of liquid nitrogen from 77 K to 63 K and solidify it. This 

means that great care must be taken to remove all of the liquid nitrogen 

after precooling the cryostat. The helium loss rate with the magnet on is 

about 0.5 liter per hour, and about 0.4 liter per hour with the magnet off.

Calibration of the magnet by nuclear magnetic resonance of A1 

has shown that the current in the magnet produces a field of 0.11190 

Tesla per Ampere, assumed constant for all currents. The magnet power 

supply provides a voltage proportional to the current, from which all field 

measurements are taken, with a conversion factor of 0.0854 T/mV. The 

maximum field strength before quenching at 4.2 K is 7.9 T. The error in 

the field strength measurements is estimated to be less than 0.1%.

The sample is mounted in a holder which allows rotation of the 

sample in the magnetic field. The angle, 9, is measured from the surface
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normal. The rotation is controlled by a stepping motor as shown in Figure 

10. The sample is mounted on the shaft of a pinion which meshes with a 

worm gear. The worm gear is then driven by the stepping motor, at a rate 

of 990 steps per degree of rotation. For data taken at a fixed angle, the 

number of steps is taken as a measure of the angle. For data taken as the 

angle is swept through 90 degrees, two methods are used to drive the X-Y 

plotter and hence measure the angle. Sweeping the angle at a constant 

rate allows the use of a time base sweep of the plotter. The sweep rates 

(typically about three minutes per 90 degrees of rotation) of the motor and 

time base must be synchronized. Slipping of the clutch must be avoided 

since the time base would not stop. Another method used to measure the 

angle while the sample is rotating is shown in Figure 10. The ten turn 

potentiometer is driven (below the clutch) by the shaft which turns the 

worm gear. The voltage at the center wiper of the potentiometer then 

drives the X-Y plotter.

Prior to insertion of the sample holder into the cryostat, the normal 

to the sample surface is aligned by eye with the axis of the sample holder 

(the field direction). After cooling the sample to liquid helium temperature, 

data is taken at symmetric positive and negative angles in order to find the 

zero angle. Error in the angle measurements is about ± 1  degree.

B. Circuit Analysis

Transconductance is measured in samples with a large (>  lOOfl) 

source/drain resistance Rs d - order to make this measurement the cir-
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(JVg

MOTOR

SPEED
REDUCER

SAMPLE— O

CLUTCH

X* 56

, X .55.5

/.VnVr-^V,. x*55

I I  I I I I I I I

10 % (V)

PINION WORM

Figure 10. Sample Rotation Mechanism. The sample is mounted on the shaft of the 
pinion which meshes with the worm gear. The clutch is used to prevent breakage of the 
gears in case the gears freeze. Below the dutch is a gear which drives a potentiometer. 
The voltage at the center wiper of the potentiometer is proportional to the angle of 
rotation. The trace labeled X  was taken at the sample orientation as inserted into the 
magnet. Then a trace was taken at % — 60" (negative direction arbitrarily chosen). 
Traces were taken at various positive angles until a close match of the peak position was 
found (illustrated by the dashed line). In this case the X  +  55.5" trace matched, and 
this gave X  =  +2.25".
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cuit in Figure l ia  is used with a small series resistance R. The source/drain 

current is

=  1 ’ (3.1)

where V  is the voltage drop across the series resistor. Now in this case, 

i?5 D/-R>1 so that

VsDV  =
1 + 4 P
RVsd

ocRVs d <̂, (3.2)R s d

where a  is the sample sheet conductivity. Because the source/drain resis

tance is inversely proportional to the conductivity, the voltage drop across 

the series resistor is proportional to the sample conductivity (provided that 

the geometrical factors remain constant). For samples with a small (<  

ion) source/drain resistance, the differential resistivity is measured. A 

similar analysis of the circuit of Figure 11a in the alternate configuration 

(i?/J?S£)>l) pves the result

(3.3)

where, now, V  is the voltage drop across the sample.

The sheet conductivity (or resistivity) is a function of the gate 

voltage and magnetic field, and it remains only to take the derivative of 

the voltage V  with respect to the gate voltage with the lock-in amplifier 

to obtain the transconductance ^  (or ^ ) .  The bulk transverse mag- 

netoresistance of one of the samples is shown in Figure 12.
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a

r
Figure 11. Schematic Circuit, (a) The variable DC gate voltage is AC modulated in this 
general circuit for measuring or Vsd is kept constant in both measurements. 
See the text for a discussion on the lock-in amplifier input voltage V  and the value 
of the series resistance Ji. (b) The source and drain are shorted in the capacitance 
measurement. The frequency of the gate modulation is the measurement frequency / .

IA S/34 (10")

T=4.2 K

R s (Vg.H )

Figure 12. Bulk Magnétorésistance. The surface layer resistance %  is in parallel with 
the bulk resistance Rb . This parallel combination is in series with any contact resistance 
JRc. The bulk resistance is not a function of gate voltage. The source/drain resistance 
plotted here as a function of perpendicular magnetic field strength was taken with an 
ohm meter while the gate was left fioating.
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A complete circuit for transconductance measurements as a func

tion of gate voltage is shown in Figure 13. Two DC power supplies provide 

a variable gate voltage (—25V< Vo<+25F), which also drive the X-axis 

of the X-Y plotter. The gate AC modulation (200 Hertz) is provided by the 

lock-in amplifier reference oscillator. The amplitude of the lock-in output 

is proportional to the gate AC modulation amplitude (typically about 0.5 

Vpp). The source/drain current is kept low ( ~  1 mA) to avoid heating the 

sample.

P05.

OUT
10 K

LO C K -IN

12 KA

I X -Y  I
IpijotterI

Figure 13. Complete Circuit for Transconductance-verstts-Gate Voltage. Two DC 
power supplies are connected in opposition across the motor driven 10 kO ten-turn 
potentiometer to provide the variable gate voltage (—25V ^ V a <  -f-25 V). The lock- 
in reference oscillator, which is protected from the DC supplies by the 1/üf capacitor, 
provides the AC gate modulation. The 100 kO resistor prevents any appreciable DC 
current in the gate circuit. The 12 kd/S/iP Alter blocks the gate AC modulation from 
the X-Y plotter. The modulation amplitude is measured at point a. Monitoring the 
gate DC level at point c leads to a slight error, since there is a small DC voltage drop 
across the 12 kd resistor. The source/drain current is monitored at point b. The voltage 
drop across the 1 d series resistor is the input to the lock-in ampliAer; the output is 
proportional to the sample transconductance and drives the Y-axis of the plotter.
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The MOS device capacitance C is measured with the source and 

drain shorted as in Figure 11b. E the series resistance R  is small compared 

to the device capacitance reactance JQ , then the voltage drop across R  is

V ĉ 2 iîJCVg , (3.4)

where /  is the gate voltage modulation frequency. The lock-in amplifier 

takes the derivative of the voltage with respect to the gate voltage, so the 

lock-in output is proportional to C.

C. Sample Preparation 

Two samples of n-type IhAs are used, one of them, sample number 

81-A2(10^®), is an n =  2 X 10^®cm” ® epitaxial layer, and the other is 

sample number IAS632P5S1Q1/34, with n =  1.4 x  10 ”̂̂cm” ®. This latter 

sample will be referred to hereafter as sample IAS/34(10^^). Both samples 

have been described elsewhere.®® Sample 31-A2(10'®) was received with 

electrical connections, but sample IAS/34(10^^) required attachment of 

gate and source/drain electrodes. (The insulating layer and gate metal 

are considered here as part of the sample.) A few characteristics of the 

samples are listed in Table n.

Sample IAS/34(10^^) came stuck in beeswax on an aluminum block. 

A hot plate is used to melt the beeswax ( 55C). To remove the beeswax

the sample is placed on filter paper in a bath of hot trichloroethylene 

( 90C), as in Figure 14. Next, the sample is put in a second bath of

trichloroethylene for a moment, then lifted out of the liquid, but held to dry
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TABLEn 

Sample Properties*

Bl-A2(lQi®) IAS/34fl0i^)
Bulk electron density 2.0 X 1015 

(83K)
1.4 X lOi? cm“ 5

Eb  “  E c  — E\> -2 .5 -4 2 meV
Gate

area 3 3 mm^
material Ni NiCr
capacitance*

BOOK 1.26 1.03 nF
4.2K 1.02 0.702

Source/drain resistance**
BOOK 133 9.4 0
4.2K 179 2.7

Insulating layer thickness 1000 2000 Â
Sample

thickness 10 — 15/fm (epilayer) 0.5mm (bulk)
area 10 10 mm^
ciystal orientation (100) (111)

Source/drain geometry corners

y
sides

S ^O ^D

“See reference 56
* Calculated from bulk density of states 
“Includes ^  0.1 nF lead capacitance 
‘̂ Includes 30 lead resistance
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with the gate exposed over the trichloroethylene vapor. This removes any 

residual film, leaving a clean gate. This last step is most important. After 

the sample is cleaned, electrical connections are made.

inple
trichloroethylene

O

M

o

Figure 14. Cleaning the Sample, (a) The sample is imbedded in beeswax on an 
aluminum block for protection. The beeswax is melted by placing the block on a 
hotplate. The beeswax is cleaned from the sample by placing the sample in the baths of 
boiling trichloroethylene. After the sample is removed from the second bath, it is held 
to dry with the gate upside down over the trichloroethylene vapor. This process must be 
done under a vent hood, (b) Two methods of safely handling the sample with tweezers. 
Care must be taken not to touch the gate area.

The source/drain connections of this sample are made on the bot

tom of the sample with pure indium used as solder, without flux. A thick 

layer of indium is evaporated along two edges of the sample. This is shown 

in Figure 15. After evaporation, the sample is placed in an oven (bottom 

side down on a piece of quartz) and annealed at 140C for about 20 - 30 

minutes, in order that the indium diffuse through the oxide layer which 

covers the InAs.
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The sample is mounted on the copper-clad fiberglass disk dia.) 

shown in Figure 15. The copper is etched away except for two pads which 

are tinned with indium. The sample is set onto the pads and pressed gently 

on the corners with the edges of toothpicks while a soldering iron melts 

the indium solder. The source/drain resistance is measured to determine 

whether the connections are made. After the connections are properly 

made, a drop of varnish is put on the sample’s edge to hold the sample on 

the disk.

a) bottom

Ustde
iMium

drainsource

Figaie 15. Soaice/Drain Connections, (a) The bottom of the sample is shown with 
two strips of evaporated indium, (b) The thickness of the evaporated indium layer 
is slightly exaggerated. The copper pads on the fiberglass disk have been tinned with 
indium and the sample is set onto the pads, (c) A soldering iron just hot enough to 
melt the indium is touched to the pads, making the solder connections; the sample is 
then glued to the disk with a drop of varnish.

Connection to the gate, made with a small wire epoxied to the 

gate, is difficult because of the delicacy of the insulating layer. Too much 

force exerted on the gate may punch through the insulating layer, yet the 

connection may become open if not enough force is exerted by the wire.
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A 2 mil diameter annealed (hard) BeCu wire is soldered onto a 

small piece of copper-clad fiberglass board, and bent into a spring, which 

is shown in Figure 16. For connection to the external circuit, another wire 

is soldered to the board. This board is then glued with varnish to a small 

Vespel post. The arrangement just before making connection is shown in 

the figure. This post is held with tweezers so that the BeCu spring is poised 

above the gate; a small drop of conducting epoxy is put on the saddle point 

of the spring and a small drop of varnish is put on the bottom of the Vespel 

post. The sample is raised (or the spring-post assembly lowered) so that the 

spring makes contact with the gate and the post is glued to the fiberglass 

disk. The capacitance of the sample is checked to insure connection.

Cu dod f ib c rg te  board
X Invn

iCu ipring 

diver opoxy

\   ^vonikh

Figure 16. Gate Connection. The BeCu spring is bent so that is exerts a slight force on 
the gate, and glued with the conducting epoxy. The varnish holds the post in place on 
the fiberglass disk of Figure 15.

D. Temperature 

Carbon resistors are used as thermometers to measure the tem-
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perat\ire of the samples, and a standard AC Wheatstone bridge technique is 

used to measure their resistance. Thermometer calibration is performed at 

three known temperatures in liquid hydrogen and liquid helium. The rela

tive precision of a single temperature measurement is about 0.5%. However, 

because of thermal gradients across the sample holder, the sample tempera

ture is not known to such high precision.

The thermometers are commercially available 1/4 Watt Allen-Bradley 

carbon composition electrical resistors. The nominal room temperature 

resistances for three thermometers are listed in Table HI. To insure better 

thermal contact with the carbon, most of the insulation is filed off, although 

enough of the insulation is left on to provide strength against breakage in 

handling. The exposed resistors are then wrapped in cigarette paper and 

electrically insulated with varnish. They are then wrapped in copper foil, 

with a small tab left for attaching to the sample holder. An identifying 

number is tooled into each of the copper tabs. In order to use the resistors as 

thermometers, the resistance R  is measured, and the temperature T is given 

by«®

T  =  -----------------  . (3.5)
+  BH- ClnA

The three constants A, B, and C are found for each resistor and are listed 

in Table HI.

A Wheatstone bridge with an AC null detection technique is used 

to measure the resistance of the thermometers. This circuit is shown in 

Figure 17. In order to cancel the lead resistance, the measurements are
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made using a three lead connection to each resistor, as shown in the figure. 

(Although for three resistors, a total of five lead wires are needed.) The 

decade resistance box covers the resistance range up to 20K 0.

To avoid self-heating, the power dissipated by each thermometer 

should be less than about 10” ® Watt,®® which means that the voltage drop 

across the thermometer should be less than about 10 mVpp. All resistance 

measurements are made at a frequency of 2 KHz. After the frequency and 

amplitude of the oscillator are set, the filter of the null detector is tuned to 

the oscillator frequency. Once this is done, the thermometer resistance can 

be measured by varying the resistance of the decade box. At balance the

osc.

10 A.

517 
5.1 K 
11K

Figure 17. Wheatstone Bridge. This circuit is used to measure the resistance R  of the 
three thermometers, R i, Rz, and Jf?s. A is the decade resistance box which balances 
the right side of the bridge. Rw  is the resistance of each lead wire, <n/ 30. To avoid 
measuring the lead resistance, the three lead technique & employed. The measurement 
frequency is 2 kHz. The voltage drop across R  is kept low, less than about 10 mVpp, to 
avoid self-heating.

Ri
«2
Rs
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TABLEM  

Thermometer Calibration

Nominal Measured Measured Constants
Resistance Resistance Temperature A B C

n n K
fSOOK)

297.78 20.174 *
Ri 125 393.52 13.854 &

2006. 4.1787*

535.87 20.174
Ra 220 707.3 13.854

5750. 3.5032

541.68 20.174
Rs 220 714. 13.854

..5750. , 3J)032

2.916 —1.413 0.1668

3.055 —1.414 0.1556

3.081 —1.424 0.1564

*Ha boiling point 
triple point 

'He boiling point
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decade box and the thermometer have the same resistance value, which is 

indicated on the decade box.

The apparatus used to immerse the thermometers in liquid hydrogen 

and liquid helium for calibration is a set of glass dewars with a cold finger 

in the inner dewar. The resistors are placed at the bottom of the in

ner dewar (not in thermal contact with the cold finger) and the outer 

dewar is filled with liquid nitrogen. To collect liquid hydrogen, the in

ner dewar is first filled with about one atmosphere of hydrogen gas (at 

77K). Then, as liquid helium (at 4.2K) is blown into the cold finger, the 

hydrogen gas condenses into liquid (at 20K). More liquid is obtained by 

slowly bleeding in hydrogen gas from the storage bottle through a beach 

ball. A mercury manometer measures the vapor pressure above the li

quid hydrogen. The temperature is then obtained from a vapor pressure- 

temperature table.^^ Data is taken at the Eg boiling point and the Eg triple 

point.

In order to take data at helium temperatures, the hydrogen is 

removed and liquid helium is collected in the inner dewar. Eere again, 

the vapor pressure is measured, and the temperature is found from a 

vapor pressure-temperature table.®The results of this calibration for three 

thermometers are listed in Table El.

The precision of a single measured resistance value is about 0.5% 

which corresponds to a temperature measurement of roughly the same 

precision. Furthermore, during an experimental run, with three ther-
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mometers at thermal equilibrium with the liquid helium bath, the tem

perature measured by each thermometer is the same to within that same 

relative precision. However, the uncertainty in the knowledge of the sample 

temperature is greater than that precision at temperatures above 4.2K. 

Because of thermal gradients across the sample holder, the temperature at 

the thermometer is not necessarily the temperature of the sample.

A resistance heater is used to raise the temperature above 4.2K. 

A 100 n  (at 4.2K) length of silk insulated 40 gauge manganin resistance 

wire is wound non-inductively and varnished to the sample holder. Heat 

is conducted (not very efficiently, it seems) from the heater to the sample 

by the helium exchange gas in the inner dewar. The exchange gas in the 

inner dewar jacket is not removed, so the heater is in thermal contact with 

the liquid helium bath. Because of the geometry of the sample holder and 

the position of the heater, a large thermal gradient (as much as 10 E/inch) 

appears across the sample holder. This gradient depends on the exchange 

gas pressure as well as the position of the heater on the sample holder. 

Various positions of the heater and thermometers have been tried, two of 

which are shown in Figure 18. Li most experimental runs, a thermometer 

(i?2 shown in the figure) is mounted on the fiberglass board on which 

the sample is mounted. In this case, the temperature indicated by that 

thermometer is taken to be the sample temperature.
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Tr, (K)

10

HEATER
PINION^
SAMPLE

HEATER

1 11

0 10 20 Tr2 (K)
Figure 18. Temperature Gradient. In both (a) and (b) the thermometer %  is mounted 
near the sample on the shaft of the pinion and Rs is mounted on the inside bottom 
of the sample holder. %  is taken to be the sample temperature, (a) The heater is 
mounted on the 1/2” diameter stainless steel tube at the top of the sample holder and 
Ri is mounted on the inside top of the sample holder, (b) The heater is mounted on 
one side of the sample holder with Ri on the other side. The temperature of Ri is 
plotted against Rz, and a strong thermal gradient is seen in both configurations.

This "was not the case, however, for the first experiment in which 

the temperature was raised above 4.2K. Only one thermometer was used. 

Ri and the heater were mounted as shown in Figure 18b. In this case, 

the temperature indicated by that thermometer is a lower limit of the 

temperature, since the heater and thermometer are on opposite sides of the 

sample. The sample temperature is determined by using this lower limit 

and subsequent gradient data as shown in the figure. This temperature 

correction for the gradient is not expected to give the absolute temperature 

of the sample, since the temperature gradient varies with each experimental
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run. It does, however, give a relative temperature, which is suBcieut for 

the purpose of aualyzing the transconductance amplitude data.

Temperatures below 4.2K are obtained by reducing the vapor pres

sure above the liquid helium, which decreases the temperature of the helium 

bath. The liquid helium bath is in excellent thermal contact with the 

sample through the helium exchange gas, so there should be no thermal 

gradient across the sample holder, and the thermometers placed anywhere 

on the sample holder should indicate correctly the sample temperature.



CHAPTER IV 

DATA AND ANALYSIS

A. Introduction

The population of the surface subbands in the accumulation layer 

on n-type InAs is studied. The Shubnikov-de Haas (SdH) effect is used as 

a probe of the suband population. The behavior of the population with 

the magnetic field normal to the surface layer has long been understood:®® 

Landau quantization of the constant density of states. In an ideally 2DEG 

the Landau quantization depends on only the normal field component. A 

parallel magnetic field diamagnetically shifts the subbands up in energy 

(equation 2.49). Therefore, tipping the magnetic field away from the nor

mal should decrease the subband population because the parallel field com

ponent increases the subband energy; the perpendicular field component 

pves rise to the SdH oscillations from which the subband population is 

determined.

Also studied is the total depopulation of the subbands in strong 

parallel fields. This depopulation is observed as oscillatory structure in the 

transconductance. The temperature dependence of the oscillation amplitude 

is used to measure the intersubband energy spacing.

57
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The transconductance reveals structure at gate voltages below the 

accumulation threshold. This structure is attributed to conduction in a 2D 

impurity band. The effect of a magnetic field (both strength and direction) 

on the impurity conduction is investigated.

The Shubnikov-de Haas effect is understood physically as follows: 

in a magnetic field normal to the 2DEG, the electrons condense into Landau 

energy levels, but occupy only those levels that are below the Fermi level. 

As the magnetic field strength increases, the highest occupied Landau level 

is depopulated as it is pushed through the Fermi level. This gives rise to 

the SdH effect as observed in the conductance (and transconductance) as a 

function of the magnetic field. The SdH effect is seen as a function of gate 

voltage as well, since sweeping the gate voltage corresponds to sweeping 

the Fermi level through the ladder of Landau levels. For a single subband 

», with gs =  2 and =  1, the number density is given by equation 2.21, 

so the total number of electrons is therefore

Ns, = (4.1)

where t  is the total number of occupied Landau levels. Using the expression 

for Awg, this equation becomes

The period A(^)< for subband », in inverse magnetic field strength is 

determined by a unity change in the number of occupied Landau levels. 

The number of electrons in the subband, then, can be determined from the
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SdH period,®® i.e.,

B. Normal Field

1. Shubnikov-de Haas Effect 

Transconductance data at  ̂=  0 is shown in Figure 19 for sample 

81-A2(10^®) at 4.2K. In the figure, the transconductance is plotted against 

inverse magnetic field strength for several values of constant gats voltage. 

Sets of SdH oscillations with constant period are evident in the curves; each 

set corresponds to a single electric subband. A total of four subbands have 

been observed in this sample at the highest gate voltages. The figure also 

shows representative plots of transconductance-versus-gate voltage at fixed 

magnetic fields. Each transconductance peak is associated with a Landau 

level at the Fermi level.®® Notice that the peak positions sMft in Vq as the 

field strength is changed. This is a consequence of the field dependence of 

the Landau level separation.

The amplitude of the oscillations depends on the field strength and 

temperature, and is given

where T  is the absolute temperature of the electron gas and Ag is the 

Boltzmann constant. The Dingle temperature, Tg, is a measure of the 

energy broadening of the Landau levels due to collisions,®® and for a mean
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H=5.8T

31-A2(10®)

0.5 1.0
H' (T") Vg (V)

Figure 10. ShabnikoT-de Haas Oscillations. The normal field transconductance is 
plotted in (a) against inverse field strength and against gate voltage in (b). In (a) the 
period is constant for each subband at fixed Va. As Va increases the period decreases. 
The angular look (smoothed-ont somewhat by hand tracing) of the data at low fields is 
due to the digital resolution used in taking In both figures the transconductance is 
plotted in arbitrary units and the traces are displaced along the ordinate axis for clarity. 
In figure (b) the scale of the bottom trace is one-half that of the other traces.
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time between collisions Tc,

^b Td ~  (4.5)

The magnetic field dependence of A  can be used to determine the Dingle 

temperature,®^ and the temperature dependence of the amplitude can be 

used to find the electron eflèctive mass.^®’̂®>®̂

A plot of the values of H  and Vq at which the peaks occur results 

in the fan charts of Figure 20. The gate voltage threshold values for each 

subband are found by extrapolating to H  — 0, and are listed in Table 

IV. Identification of the correct Landau level sequence can be made from 

the fan charts by plotting an integer sequence against the inverse of the 

anticipated values of the magnetic field at which peaks should occur at fixed 

gate voltage.®® This is shown in Figure 21. If the integer sequence is chosen 

correctly, the extrapolated intercept value will be — The slopes of the 

lines in Figure 21 are proportional to the number density of electrons in 

the subbands at the indicated gate voltage. The subband number densities 

found this way are plotted against Vq in Figure 22 for the four subbands. 

The total surface number density, Ne, is the sum of the subband densities 

(equation 2.22), but in accumulation, Ns can be found also from the device 

capacitance, where the accumulation threshold value is taken to be the 

1 =  0 threshold, i.e.,

Ne =  1.58 X lO^HVb +4. 6V) — (4.6)

The slopes of Figure 22 are the subband population rates, and are 

listed in Table IV.
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0
Figure 20. Fan Chart. The values of H  and Vq at which the peaks of Figure 10 occur are 
plotted and result in the fan diagram. The lines are labeled with the Landau integer j. 
The electric subband threshold gate voltages (arrows) are taken from the extrapolation 
to £T =  0, and are listed in Table IV. The number of slashes on the arrows corresponds 
to the index t.
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w

7ÏC i/H* II AT t'.«0o'.«o

Figure 21. Landau Level Sequence. At fixed Vq the anticipated values in magnetic 
field of the peak position are determined from the fan charts of Figure 20. Integer 
values are assigned to the peaks and are plotted against The slopes of the line are 
proportional to Nst at the indicated gate voltages.

Figure 22. Surface Density. The two-dimensional surface density Nst is plotted against 
gate voltage for the four electric subbands. The slope of the lines gives the electric 
subband population rates and are listed in Table IV. Extrapolation of the ground state 
to zero population gives the accumulation threshold Vc =  —4.6V. Also plotted is the 
total 2D surface densiiy Ng determined from the measured capacitance.
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2. Spin Splitting 

The spin degeneracy in the Landau levels can be lifted by a mag

netic field and observed as a splitting of the transconductance peaks. In 

perpendicular fields this spin splitting, as shown in Figure 23, is evident 

in sample 31-A2(10^®) only in the ground state Landau level of the z =  0 

Bubband in high magnetic fields, H>QT, and at low gate voltages, V g <  —  

2.5V {Nb<3 X 10^^cm“ ^). This surface density is low enough that the 

non-parabolicity (equation 2.25) can be neglected. The Landau energy is 

split by an amount

A t =  (4.7)

where p  =  ^  is the Bohr magneton. For ^ =  —15 [reference 53] this 

energy is ^  5 meV at i f  =  6T. The energy difference between spin levels, 

2j Aej =  is written in terms of the spin angular frequency Wg =  \g \-^ .

Because the Landé g-factor is negative, the spin up (+ ^ ) level has a lower 

energy than the spin down (— level and each level contains the number 

of electrons given by equation 2.48 with </g — 1. An estimate of the gate 

voltage difference between the spin split peaks in transconductance shown 

in Figure 23 can be made from the subband population rate and the spin 

energy Awg. Consider the constant density of states (equation 2.20) without 

the spin degeneracy lifted, i.e., gf, =  2. In this case, the spin energy width 

Awg corresponds to a number of electrons
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=  D{E)%Us

(4.8)

Now the required gate voltage change to populate this number is

=

%
(4.9)

Using the * =  0 subband population rate 1.11 x 10̂  ̂ cm~^V“  ̂ and g =  

—15, this last expression gives a value of AVg'” =  1.2V for the spin split 

peak at £T =  7.69!T, which compares to the measured value of i V.

H=7.7T

(orb.
units)

‘10 -5 0 5 Vo(V)
Figure 23. Spin Splitting, in the t =  0 electric snbband, splitting of the ground state 
(y =  0) Landau level is observed. The spin up state has a lower energy than the spin 
down state and therefore is occupied at lower gate voltages. The peak positions are 
plotted in the fan chart of Figure 20.
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C. Parallel Field

1. Hybrid Subbands

a. Sample 31-A2(10^^). Transconductance measured in a paral

lel field,  ̂ =  90®, for the same sample is shown in Figure 24, where the 

source/drain current is ~  45® to the field direction. Two sets of data 

are shown: ^  vs. H  for several values of constant Vq and ^  vs. Vq 

for several values of H. In these latter curves, notice that the area un

der the curves is proportional to the sample conductivity, and that as the 

field increases the conductivity (area) increases. This is in contrast to the 

decrease in transverse conductivity with increasing H, as, for example, il

lustrated by Figure 12. One scattering mechanism is surface scattering and 

the scattering rate is greater for the lowest lying subbands, since these sub

bands are more tightly bound to the surface. "̂* Another important scatter

ing mechanism is intersubband scattering.^^ As the parallel field increases, 

at fixed gate voltage for example, the density of states in the subbands 

increases'^® as the dispersion becomes a hybrid mix of electric and mag

netic states. Li addition, the hybrid subbands are diamagnetically shifted 

up in energy,®*»’^̂ and the energy spacing between successive subband min

ima increases with increasing H . With this increase in energy the electron 

wavefunction extends farther into the semiconductor, decreasing the sur

face scattering rate;^® with the increased energy spacing between subband 

minima, the intersubband scattering is decreased.^® Thus the conductivity 

increases. The increase in the conductance of an inversion layer on p-Si
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at high magnetic fields also has been attributed to the efiéct of decreased 

surface scattering as the electrons are pushed away from the surface by the 

magnetic field.®®

Also observed in Figure 24 is strong oscillatory structure not periodic 

in ^  otVo , unlike the normal field oscillations.^® Similar structure is ob

served in InSb,®®and is discussed in § IV.E.1. The mechanism identified 

with this structure is illustrated in Figure 25. At sufficiently high magnetic 

fields, the diamagnetic energy shift will raise a subband above the Fermi 

level, and the increased density of states of the lower lying subbands ac

comodates the surface charge in fewer subbands. A qualitative argument 

can be made for the structure in the transconductance to be identified with 

the coincidence of a subband minima at the Fermi level, and is illustrated in 

Figure 26. At a constant magnetic field, as the gate voltage is increased 

above the mobility turn-on, the conductance increases since the number of 

electrons in the surface channel accumulation layer increases. However, as 

the gate voltage increases further, the rate of increase of the conductance 

drops somewhat because of the increased surface scattering as the subbands 

become bound closer to the surface (deeper in the well). At the population 

of another subband with increasing Va (i.e.) the coincidence of a subband 

minima at the Fermi level), the rate of increase in conductance decreases 

further because of the intersubband scattering with the newly occupied sub

band. Thus a minimum In transconductance corresponds to a dip in the 

conductance (peak in resistance) and is identified as occurring at the oc-
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Figure 24. Parallel Field Transconductance. The transconductance at 4.2 K of sample 
Sl-A2(10^^) is plotted against If at various values of Va in (a) and against Va at 
various values of ff. In figure (b) the tick marks along the ordinate are the zero values 
of transconductance; the area under the curves is proportional to the conductance and 
is seen to increase as the field increases.

K»0 H>0
1.3

Figure 25. Depopulation Mechanism. With an increasing parallel field the hybrid 
subbands are pushed up in energy and the spacing between subbands increases. In a 
strong enough field the highest occupied subband is pushed above the Fermi level, with 
a consequent total depopulation.
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cupation of a subbandJ^’̂ ®

A plot of H  and Vq at which the minima occur is given in Figure 

27, and since the minima are identified with the occupation of a hybrid 

subband, this plot gives the shift in threshold gate voltage for a given 

parallel field. The four lines in the figure are identified with the z =  1 — 4 

subbands. It may be noted that the z =  4 subband has not been observed 

in normal field SdH experiments and that this identification is différent 

than previously reported."̂ ® This change in identification of the subband 

index is made in order to resolve some discrepancies in observed effects in 

the data®  ̂ and in anticipation of the arguments pven below. The former 

numbering scheme was introduced primarily because 1) the number of 

minima in the parallel transconductance must be the same as the number 

of subbands occupied at i7 =  0, and 2) the observed structure in parallel 

transconductance occurs at gate voltages above the H  — 0 threshold 

for subband occupation. Number one is not necessarily correct since a) 

the accumulation threshold voltage (extrapolation of the transconductance 

turn-on region) does not shift in a parallel field, and b) the possibility of the 

magnetic field lifting the spin degeneracy in the hybrid subbands is ignored. 

Number two is a more serious argument; however, a close inspection of 

the lines in Figure 27 reveals a slight discrepancy in the extrapolated Vq 

threshold values in the parallel field with the subband threshold voltages 

from the perpendicular field.

Because the perturbation approach (equation 2.49) is not valid at
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0

dcr
d V /

VrVt
Figure 26. Schematic Picture of Conductance. The increase in a beyond the threshold 
gate voltage is due to the accumulation of electrons at the surface. The dip in a 
corresponds to the local minima in transconductance (dashed line) and is due to the 
intersubband scattering at the occupation of another subband.

/

-hH

Figure 27. Hybrid Fan Chart. The value of H and Va at which the minima of Figure 
24 occur are plotted here, with the subband identification $ =  1—4. The i =  0 subband 
does not shift the accumulation threshold with parallel field. The arrows and error bars 
are the electric subband threshold values taken from the fan charts of Figure 20. Open 
(filled) symbols are from H {Vg ) sweeps.
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large magnetic fields, the shift in energy of the subband minima is taken 

to be on the order of %Uc for all subbands. This leads to a depopulation 

of

AiV5j ca Di{EF)%Uc (4.10)

electrons per unit area from subband i. Including the non-parabolicity of 

the conduction band (equations 2.25 and 2.26), but neglecting the increase 

in density of states due to the parallel field, the density of states at the 

Fermi level is

=  +  (4.11)

This correction over the usual expression for the 2D density of states 

(equation 2.20) is most important for the lower lying subbands. Using Eg 

=  410 meV [reference 76], the increase is important for Nst> 10^  ̂ cm~^, 

and for the example in Table IV, is about 40% and 14% for the ground and 

first excited states, respectively. An estimate of the shift in the threshold 

gate voltage AVij^{H) — V\<{H) — V^(0), due to a parallel field of one 

Tesla can be made from the normal field data. The expected threshold 

shift in each subband is related to the normal field population rate as

(412)

These estimated shifts in the threshold voltage for the t =  0, 1, 2, 3 

subbands are, respectively (Table IV), 0.6,1.7, 5.0 and 20 V. The slopes of 

the experimental lines of Figure 27 gve a gate voltage threshold shift of 

1.5, 4,10 and 35 V  for the i — 1,2,3,4 subbands, respectively.
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TABLE IV 
Population Rates and Threshold Shifts, 

Sample 81>A2(10^ )̂

< “VV(0) 6 dMSf 
dVa 'JVsJVg =  +5.0V) •̂ AJVs, ‘ A V i r { H = l T )

(V) fio ii cm -By—1) (10"cm-2) (10"cm-2) (V)

0 —4.6 ±  0.4 I.ll 10.2 0.69 0.6
1 —4.0 ± 0 .5 0.32 2.00 0.55 1.7
2 —1.6 ± 0 .4 0.10 0.648 0.50 5.0
8 +2.7 ± 2 0.024 0.116 0.49 20.

* Threshold values from Figure 20 

^Population rates from Figure 22

* Subband number densities from Figure 22 at Vq =  + 5 .oy , corresponding

to N s =  1.5 X iO*2cm-2 

^Calculated from equation 4.10

* Calculated from equation 4.12



b. Sample IAS/34(10^^). Hybrid snbband depopulation has been 

observed in sample IAS/34(10^^), which has a greater bulk number density, 

n =  1.4 X IQi? cm~^. In samples of this doping up to three electric sub

bands can be occupied.^^’®̂ In this experiment the accumulation threshold, 

as determined from the f =  0 normal field SdH oscillations, is — 19.0V. The 

surface density, then, via the capacitance (measured with a Data Precision 

Model 938 Capacitance Meter at Vq =  IV and at a frequency of 1000 Hz) 

is

Ns =  1.46 X 10“  (Vg -f  19V)cm“ 2 V “ .̂ (4.13)

Because of the low source/drain resistance, the differential resistivity 

is measured as a function of H  and Vq, and at 0 =  90® is shown in Figure 

28. The hybrid fan chart in Figure 29 is a plot of the peak positions of 

in H  and Vq, which correspond to the minima in transconductance. 

An analysis similar to that of the previous section (IV.C.l.a) can be made 

in order to estimate the slopes of the lines in the hybrid fan chart. Taking 

into account the non-parabolic conduction band, the number of electrons 

depopulated by the parallel field is given by equation 4.10 and the density 

of states is given by equation 4.11. At a total surface density of Ng =  

2 X lQi2 cm“ ,̂ the î =  0,1 subband populations are

Nso =  1.0 X 10̂  ̂cm~^,

Ns^ =  0.4 X 10 2̂ cm“ 2. (4.14)

The expected shift in threshold gate voltage due to a parallel field is given

7 3
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dVo

IAS/34 (10’̂ )
2.56 = 90

2.5T

22.5 V

5.2

I ■ ■ I I ■ I I ■ . .  I .  ■ . I ■ I I I

Vg (V) H (T )
Figure 28. Hybrid Oscillations in Sample 1AS/34(10^^). The differential resistance in 
parallel field is plotted against gate voltage at fixed H and against H for fixed Va. The 
curves are not drawn to the same scale.
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Figure 29. Hybrid Fan Chart. The values of the maxima in H and Va of Figure 28 are 
plotted here. The open (filled) symbols are from H (Vb) sweeps.



75

by equation 4.12. Finding the population rates for this sample in a similar 

manner as that of Figure 22, for a field of IT the threshold shifts are 0.72 

and 2.3V for for the f =  0,1 subbands, respectively. The experimental 

values from the slopes of the hybrid fan chart of Figure 29 are, for the 

i =  1,2,3 subbands 2.5, 5.8 and 12 V, respectively.

2. Spin Splitting

In an experiment subsequent to the one which produced the data 

of Figure 24, structure in the parallel transconductance is evident which 

was not previously observed [in the same sample: 31-A2(10^®)]. In the 

first experiment the gate electrode was left floating during the cool-down 

procedure and the accumulation threshold was —4.6V. In the subsequent 

experiment the gate was shorted to the source during cool-down, and 

in this latter case, the threshold voltage shifted to —13.6V. This shift 

in Vy indicates that in the first experiment bias charges in the surface 

were frozen in during cool-down. The fact that the threshold shifted 

to a lower gate voltage in the subsequent experiment indicates that the 

impurities were positively charged, i.e., electron traps. The parallel field 

transconductance of the second experiment is shown in Figure 30, clearly 

indicating the structure that was not observed in the first experiment, as 

does the associated hybrid fan chart of Figure 31.

This additional structure is attributed to spin splitting of the hybrid 

subbands. An analysis similar to that of § IV.C.l.a can be made of the slope
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Vr, = 22.5 V
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0 6 H(T)
Figure 30. Spin Split Hybrid Oscillations. Doublet structure shown here appears in 
the * =  3 hybrid subband. The structure is seen also at VGr=15V at a slightly elevated 
temperature in Figure 39.
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Figure 31. Spin Split Hybrid Fan Chart. Spin splitting is observed in only the * =  2 
and 3 hybrid subbands. In the t =  3 subband the doublet structure appears only in the 
range 15V ^  Vb <  20V.
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of the spin split hybrid fan chart. If spin splitting is observed, i.e., if gg =  1, 

then relative to the unsplit subband, the density of states (equation 4.10), 

the number of electrons depopulated by the parallel field (equation 4.9), and 

the shift in gate voltages (equation 4.11) are all decreased by one half, and 

therefore, the expected gate voltage threshold shift is decreased by one half. 

The number of electrons depopulated by the parallel field is not given by 

equation 4.9, but rather by integrating the density of states over the energy 

range HoJc below the Fermi level. Because,the density of states is not con

stant the spin splitting does not populate the two spin levels evenly, i.e., 

with both spin levels fully occupied, the spin down level has more electrons 

than the spin up level.

The spin splitting should be observed if the spin energy is at least 

on the order of the energy spacing between the hybrid subband minima. 

This is shown in Figure 32. The energy spacing between adjacent hybrid 

subband minima is

i^Eij +  (4.15)

where is the intersubband energy spacing between electric subbands 

i and j .  The energy diflference between spin levels is

(4.16)

The case shown in Figure 32 is the condition that the relations (4.15) and

(4.16) are equal. This condition is probably too extreme (i.e., (4.15) is 

probably greater than (4.16)) for the data of Figures 30 and 31, since the
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spin splitting is just resolved. However, a comparison of the two relations 

can be made from the data. In Figure 31 the (extrapolated) values of H  

and Vq at which the spin splitting first occur are, for the i =  2 hybrid 

subband, H =  2.9T, Vq =  —7.0F {Ng =  1.0 x 10̂  ̂ cm~^); and for the 

i =  S hybrid subband, H  =  LOT, Vq =  OV" {Ng =  2.1 x 10̂  ̂ cm“ ^). 

The are estimated from Figure 11 of reference 24, and the values (at 

corresponding Ng values) are AEig ~  15 meV and AE28  5 meV. Using 

the bulk value of |gr| =  15, the relation (4.16) is 10 meV for the z =  2 

subband; the relation (4.15) for the z =  1, j  =  2 subbands is 29me'V. For 

the z =  3 subband the relation (4.16) is 3.4meV; the relation (4.15) for 

the z =  2, y =  3 subbands is lOmeV. The fact that (4.15) is greater than

(4.16) in both cases may also be an indication that the g-factor is surface 

enhanced. Spin splitting is resolved in a magnetoresistance experiment 

on the IhAs/GaSb sample described in the next section, and a surface 

enhanced ÿ-factor of 19-23 is reported.®  ̂ In Si inversion layers the r̂-factor 

is enhanced®  ̂ from the bulk Si value of about two and is found to depend

on the 2D number density and magnetic field strength.

Figure. 32 Spin Split Hybrid Dispersion Relation. The spin splitting condition shown 
here is expected to be an overestimate of the actual splitting since the doublet minima 
of Figure 30 is just discernible, kt is the wavevector transverse to the magnetic field 
direction in the plane of the 2DEG.



D. Tipped Field

One effect of a parallel magnetic field, as discussed in the previous 

section, is to raise the energies of the subbands. On the other hand, a 

perpendicular field creates Landau quantization from which the subband 

populations can be determined via the SdH effect. Tipping the magnetic 

field away from the sample normal produces a mixture of parallel and per

pendicular field components. In this event, a combination of the effects just 

mentioned can lead to intersubband-cyclotron resonance effects,^  ̂wherein 

photon induced transitions occur between different Landau levels of different 

subbands. Furthermore, the tipped magnetic field couples the motion in the 

direction normal to the surface to the in-plane motion, leading to a parallel 

field dependence on the Landau level spacing.®®

An example of the combination of these effects is shown in Figure 

33. The transconductance of sample 31-A2(10^®) is measured as a function 

of gate voltage with the total field strength kept constant at various tipped 

field angles. For comparison, data with the same normal field but no paral

lel field are also shown. It is evident from this data that the accumulation 

threshold gate voltage does not shift in parallel field. The structures labeled 

t =  1 and 2 are identified from the normal field SdH oscillations. Notice 

that at small angles there is little effect due to the small parallel field: a 

slight shift in Vq and a decrease in amplitude of the transconductance 

structure.

At large tilt angles, for example the trace shown at 0 =  80®, the

79
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Figure 33. Transconductance in Tipped Fields. Each pair of traces has the same Hj_ 
and the top trace of each pair has ff|| =  0 (i.e., 6 =  0). Notice that at f =  80° the 
I* =  2 and 3 hybrid oscillations and the t =  2 SdH oscillations are present.
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hybrid oscillations are present along with the SdH oscillations. Here, the 

SdH oscillations are identified with the i =  2 subband. The SdH oscilla

tions are seen only for gate voltages greater than the i =  2 hybrid sub

band threshold (contradictory to our original hybrid structure numbering 

scheme^^).

A similar effect is seen in Figure 34. Here, a set of transconductance- 

î;ersu5-magnetic field curves are shown at fixed gate voltage, for various 

angles. In the  ̂=  0® trace, the normal field SdH oscillations are identified. 

At small angles the structure due to a given Landau level is seemingly 

pushed to greater total field strengths as the tipping angle is increased. This 

is simply because a greater total field is required to produce the same Hj_ =  

H  cos 6 as in the 9 =  0° trace. Notice that in the 6 — 80® trace, the 

hybrid structure and the SdH oscillations are present. Here, the i =  2 os

cillations are seen to occur at fields for which the second excited state 

is expected to be occupied (again in contrast to our original numbering 

scheme®^).

In order to determine the effects on subband population due to 

a parallel component of magnetic field, the ideal experiment would be 

to apply a constant parallel field and sweep the perpendicular field, thus 

extracting the subband number density as a function of parallel field. 

Another method is to take a series of V q  sweeps with a constant parallel 

field at various perpendicular fields, producing a fan chart from which the 

subband population rates can be determined. It is difficult to extract the
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Figure 34. l^ansconductance in Tipped Fields. Transconductance is plotted against 
field strength at various angles for a gate voltage of (a) 10 V and (b) 25 V. The vertical 
bar above the data represents an increasing field as showing that for small angles, 
9^30°, the structure depends on only the normal field component.
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parallel field effects on the subband population by sweeping the magnetic 

field at a fixed tipped field angle, since both field components change.

An alternative method, employed here, is to sweep the angle, keep

ing the gate voltage and total magnetic field strength constant, as shown 

in Figure 35. The SdH oscillations are readily apparent, yet it is more 

instructive to see the data as in Figure 36, where the transconductance 

is plotted against In this figure, along with the transconductance ob

tained by varying 6, is a curve obtained by sweeping H  =  JEfj_ at  ̂=  0®. 

It is seen from this figure that as the sample is rotated the period of the 

t =  2 oscillations is increased relative to the  ̂=  0® trace, clearly indicat

ing the subband depopulation by the parallel field. The population is then 

determined from the perpendicular field component and is given by (see 

Eq. 4.3)

where the 2D expression is assumed to be independent of H\\. Both H\\ 

and change as the angle is swept. However, at large angles, for a small 

change in 6, the change in H\\ =  Hsm 9 is small compared to the change 

in Hj_ =  H  cos 9.

The depopulation of the subbands by the parallel field is illustrated 

in Figure 37. The data at H\\ =  0 comes from the normal field SdH oscilla

tions (Figure 22) and help to provide the tipped field subband identification. 

The tipped field data come from plots of transconductance like that of 

Figure 36. Average values of both H\\ and the period in inverse perpen-
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Figure 35. TraDScondactance>t/erfus-Angle. The SdH oscillations are seen in these 
traces taken at fixed H and Va as the angle is swept.

e>o

V -.2 0  V

H .7 .7  T

0.4 0.60.2 0.8

Figure 36. Transconductance-verstts-^^. The bottom trace of each box comes from 
the angle sweep data. At both gate voltages the period in inverse field is increased 
compared to the 0 =  0 trace.
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dicular field over several oscillations are used in the figure. A significant 

decrease in the population of the f =  2 subband is seen Tvith increasing 

parallel field, especially at the higher gate voltages. The arrows along the 

axis of abscissas point to the values of parallel field (only) at which the 

hybrid fan chart of Figure 27 predicts total depopulation. (These data 

were taken during the same experimental run.) By the same analysis, no 

depopulation of the % =  1 subband is seen at strong gate voltages in the 

same range of H\\, as expected by inspection of the hybrid fan chart.

«N
I

o

«
V)z

O  25V 
•  20V

15 V10V 20V 25V
■  10V

H , ( T )
Figure 37. Depopulation of the t =  2 Subband. The number density as determined 
by equation 4.17 with the period measured from data such as that in Figure 36. The 
arrows predict the total depopulation in a parallel field (only) given by the hybrid fan 
chart of Figure 27.
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At Va =  25V (and H  =  0) the i =  Z subband has a population 

of about 0.5 X 10“  cm“ ^. According to the fan chart of Figure 27 this 

subband is depopulated at a parallel field of about 3T. These electrons fall 

into the lower lying subbands so the slight rise in population in the range 

=  1 — 5T for the i =  2 subband seen in Figure 37 may be significant. 

Similarly, an increase in the z =  1 population of about 1 x 10̂  ̂ electrons 

per cm~^ occurs at Vq =  15V for a parallel field of about 5T. The fan 

chart indicates a total depopulation of the i =  2 subband at a parallel field 

at about 7T.

This kind of analysis of subband depopulation has not been made 

for the i =  3 subband since SdH oscillations from this subband are not 

observed in the existing angle sweep data. A more detailed study at low 

magnetic fields and high gate voltages should produce such data, ff such 

an analysis were to reveal a rise in the population of the z =  3 subband, 

this would provide further evidence for the existance of an * =  4 subband.



E. Discussion of Parallel and Tipped Fields

1. Electrical Transport

Depopulation of hybrid subbands by a parallel field has been seen 

also in G a A s I n  particular, the device consists of alternating w-type and 

p-type layers of GaAs, with n =  p =  7 X 10^  ̂ cm~®. By an appropriate 

choice of the layer thicknesses, electrons are confined in a parabolic poten

tial well in the n-type layers and form subbands with a uniform energy spac

ing. The 2D electron number density can be altered (by a factor of about 

two) by the application of a voltage between the n — and p —type layers.

The usual SdH effect is observed in the normal field configuration. However, 

in the parallel field, the resistance shows oscillatory structure which is at

tributed to the total depopulation of a subband. In both field orientations 

the energy spacing between subbands is determined from analytical solu

tions of Schrodinger’s equation (with a parabolic potential), and is written 

in terms of the (experimentally determined) surface electric and magnetic 

fields. The intersubband energy spacing is found to decrease with increas

ing 2D number density. This result is quite contrary to the behavior of 

MOSFET accumulation and inversion layers.

Maan etalJ^ make the argument that in the parallel field configuration 

the peak in resistance should be associated with the coincidence of the sub

band minima with the Fermi level (see § IV.C.l.a). This is based on 

two reasons: 1) the density of states increases as the parallel field in

creases, reaching a maximum value at depopulation, hence the intrasub-
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band scattering rate and its contribution to the resistance reach maximum 

at depopulation, and 2) the intersubband scattering mechanism vanishes at 

depopulation and therefore the resistance decreases.

Evidence for this last assertion is found in a 2D electron gas in a 

GaAs/AlGaAs heterojunction in a perpendicular magnetic field.®® There, 

the high mobility electron gas forms just inside the GaAs surface, and the 

2D number density is variable over a small range ( 7.5 — 9.5 x 10̂ ^

cm” ^) by an externally applied gate voltage. The usual (normal field) 

SdH effect shows that the population of a second subband can be induced 

within this variable range of gate voltages. However, a slight decrease in 

the surface density as determined via the Hall effect occurs at the gate 

voltage corresponding to the excited state threshold voltage. This deviation 

indicates that the scattering rates and hence mobilities of the two subbands 

are different. Indeed, the measured Hall mobility, taken to be about equal 

to the mobility of the ground state subband, decreases by about 30% at 

the excited state threshold gate voltage. This is an indication of the onset 

of intersubband scattering with the occupation of the excited state.

In a similar sample (GaAs/AlGaAs heterojunction) with two sub

bands normally occupied, the application of a parallel field diamagnetically 

shifts the subbands in energy, increasing the subband separation (although 

not completely depopulating the excited state) and therefore decreasing 

the intersubband scattering rate, as manifested in a drop in the device 

resistance.®^
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In an experiment on a p-type InSb MOSFET the SdH effect in 

normal and tipped magnetic fields reveals two subbands in the surface 

inversion layer.®® In a parallel field, however, the transconductance has 

structure similar to that of Figure 24b, Just as in the case of InAs, the 

InSb structure is attributed to the occupation of a subband and it shifts 

in gate voltage with a variation of parallel field.®® Indeed, according to 

the interpretation of § IV.C.l.a, there are up to three [Figure 8, reference 

86] or four [Figure 9, reference 88] subbands occupied in InSb. This hybrid 

structure also appears in the transconductance for i f  =  0 in contrast to the 

present case of InAs, where no structure is observed (see Figure 42). This 

lack of structure in InAs at i f  =  0 may be due to surface scattering; the 

structure is observed for where the scattering rate has decreased

with increasing parallel field.^^

Mercury Cadmium Telluride, another small band gap, high mobility 

semiconductor, exhibits the same effect:®® transconductance structure at

tributed to hybrid subband occupation shifts in Vq with a change in parallel 

field. In this material, however, spin split transconductance minima in 

parallel fields are quite readily apparent.

Another system in which normally two subbands are occupied is 

the electron layer in a GalnAs-AIInAs heterojunction described in reference 

74. With a fixed 2D number density (n ~  7 x 10̂  ̂ cm“  ̂determined from 

the normal field SdH effect) a strong parallel field diamagnetically shifts 

the subbands up in energy and depopulates the first excited subband.
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This depopulation is seen in both the resistivity structure in paral

lel field (here again, as broad negative magnetoresistance (at Hj_ ~  QT)) 

and in the tipped field SdH oscillations. At large tipped field angles (80® <  ̂  < 85® ), 

the SdH oscillations are not periodic in inverse field, the fact of which indi

cates the varying populations of the two subbands. The subband popula

tions thus determined (from the periods) are plotted against H|| and it is 

found that the number density of the ground state (excited state) increases 

(decreases) as the parallel field increases up to H\\ ~  6T. In this method of 

determining the subband population the sum of the two subband number 

densities gives the same value as that determined from the normal field SdH 

effect, as expected.

2. Infrared Absorption

At small tipped field angles ideal 2D behavior is shown by the InAs 

MOSFET, as evidenced in Figure 34 where the SdH structure is pushed to 

higher fields as indicating a dependence on only the perpendicular 

field component. At large angles, however, quasi-2D behavior is seen, as 

for example in the hybrid oscillations. This is because in strong fields the 

cyclotron orbit diameter is on the order of the accumulation layer thickness.

If the cyclotron orbit diameter is small compared to the accumulation 

layer thickness, 3D-like behavior may occur. Examples of such behavior 

are the cyclotron resonance in inversion layers on p-type PbTe,®° and 

infrared absorption on InSb.® ’̂®̂ In fact, a recent publication reports SdH 

oscillations in a 2DEG on GaAs/GaAlAs with the magnetic field parallel
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to the layer surfaces.^

In the usual normal field resonance experiment the transmitivity 

or reflectivity of the surface space charge layer is plotted against magnetic 

field strength. The 2D cyclotron resonance peak position, Hres =  ojm*c/e 

(where w is the incident photon angular frequency), shifts in H  with vary

ing surface number density,®® since the non-parabolicity of the subbands 

manifests itself in the carrier effective mass. In an experiment on InSb,®̂  

the normal field absorption resonance at fiw ~  30 meV is attributed to 

a Landau level 0-+-1 transition in the ground state subband. Tipping the 

magnetic field away from the surface normal pushes the resonance to higher 

fields as for small angles. This is 2D-like behavior. However, at large 

angles, 0>3O®, the resonance peak (at H ~  4T) splits into two maxima, 

with the high field peak vanishing with increasing 9, and the low field peak 

position not changing as This low field resonance behavior is 3D-

iike. In fact, at  ̂ =  90® the absorption peak position no longer shifts in 

H  with changing surface number density.®^

At lower incident photon energy, fiw ~  10 meV, the InSb inver

sion layer absorption spectra is 2D-like in a parallel field,®̂  since the peak 

positions shift in H  with varying Ng. Two resonance peaks are observed 

(both near H ~  2T). This parallel field absorption is due to transitions 

between hybrid subbands. The 3D-like behavior occurs when the cyclotron 

orbit center coordinate is inside the semiconductor so the orbits can be 

completed, and for 2D-like behavior, the center coordinate is well outside
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the semiconductor so (classically) specular reflection occurs from the sur

face. The same experiment performed on a sample like the InAs epitaxial 

sample used here, where typical intersubband energy spacing is the order 

of 100 meV, should be interesting because more hybrid subbands can be 

occupied. This should lead to a more complex absorption spectrum. In 

principle, one could map the hybrid subband energy spacing as a func

tion of parallel field and gate voltage, and hence measure the diamagnetic 

energy shift. However, it is not quite so simple, since the hybrid minima 

do not coincide in kt, the in-plane wave vector transverse to the magnetic 

field direction. At any rate, in order to extract the diamagnetic energy in 

this way one must know the electric subband energy spacing. This electric 

subband energy spacing in InAs has been measured as a function of Ng in 

a reflectivity experiment. The range of fixed incident photon energies is 

"hw 110-140 meV, as reported in reference 63 and mentioned in § II.E.4.

A parallel field resonance experiment on a heterostructure super

lattice of alternating InAs (1000 Â) and GaSb (1000 Â) reveals strong ab

sorption due to transitions between hybrid subbands.^® In this structure an 

electron accumulation layer ( ~  500 Â) forms just inside each of the InAs 

surfaces. With a constant surface density of n ~  10^  ̂ cm” ^, two electric 

subbands are formed with an energy spacing ~  10 meV.®"̂  The hybrid 

dispersion relation of the accumulation layers on the two InAs surfaces are 

“coupled,” since the accumulation layers overlap somewhat. The energy 

spacing between the hybrid subbands is on the order of %Wc (at kt =  0)
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and, as seen in the resonance data, doubles (from ~  10 meV to 20 meV) in 

the range H ~  3-5 T. A magnetotransport experiment on a similar device 

shows 2D-like behavior in tipped fields.®̂  However, in strong fields the spin 

degeneracy is lifted, showing up as doublet structure in the differential 

magnetoresistance, and a surface enhanced g-factor, is reported.®^



F. Temperature Dependence of Hybrid Oscillation Amplitude

The effect of temperature on the hybrid oscillation amplitude in 

transconductance is analyzed by analogy with the normal field SdH oscil

lation amplitude (see Eq. 4.4). In the normal field case the temperature 

dependence probes the uniform energy spacing between the Landau levels, 

since at a finite temperature, the Landau levels are partially occupied in ac

cordance with the Fermi-Dirac distribution function. That is, the SdH os

cillations vanish at temperatures such that In the parallel field

case, the hybrid subbands are not uniformly spaced in energy. However, 

if one assumes that the energy spacing, AE, between hybrid subbands is 

independent of temperature, then the hybrid oscillation amplitude may be 

expected to follow the same temperature dependence."̂ ® That is, the hybrid 

structure should vanish at temperatures such that AgT> AE, as illustrated 

in Figure 38.

Due to the non-uniform spacing between hybrid subbands the varia

tion in temperature is expected to probe the smallest energy spacing at the 

Fermi energy. The energy difference between the i =  2 and i =  Z 

electric subbands and the binding energy of the i =  Z electric subband is 

typically on the order of 10 meV.^  ̂ The energy difference between the 

lower lying electric subbands is somewhat greater, on the order of 100 

meV. The intersubband energy spacing between electric subbands is in

dependent of temperature in the range 4.2-100 K.®® The presence of a 

strong magnetic field enhances the energy spacing by an amount on the

94
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order oîilojc • The amplitude, then, is expected to follow the temperature as

Aoc Tcsch( -̂ ^ ^ |-  ). (4.18)

A set of transconductance curves as a function of parallel field at 

fiixed gate voltage is shown in Figure 39 for two values of Vq at several 

temperatures. The temperature is varied in the range 2-30 K. The gate 

voltage of 25 V corresponds to JVg =  5.9 x  10^  ̂ cm~^. The subband 

identification in the figure is taken from the hybrid fan chart (at 4.2 K) of 

Figure 31 (see § IV.C.2); the variable temperature data was taken during 

the same experimental run.

Inspection of the f =  4 oscillation amplitude at Vg=25V in Figure 

39 reveals a decrease in amplitude as the temperature is increased. Here, 

the transconductance minima does not shift in H  at the various tempera

tures, which indicates the temperature independence of AE. The structure 

identified with the i ~ Z  hybrid subband does not change amplitude in this 

temperature range at this gate voltage; however, the shape of the structure 

does change.

The ratio of the measured values A]T  are plotted on a log scale 

against temperature, as shown in Figure 40. In this figure, the data are 

from the % =  4 hybrid subband at Vq =  20F and H  =  0.82T. In order 

to extract an energy value, a curve with the form of Eq. 4.18 is fit to the 

data. The energy value thus found is AE  =  4.4 ±  0.5 meV.

A plot against gate voltage of similarly determined energy values is 

given in Figure 41 for the * =  3 and 4 subbands. For the i =  4 subband the
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Figure 38. Hybrid Dispersion Relation. At T =  0 the t =  2 subband shown here at the 
Fermi energy would be empty. At a finite temperature it will be partially populated.
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Figure 39. Temperature Dependence of the Hybrid Oscillation Amplitude. The 
transconductance in parallel field is plotted against field strength at two fixed gate 
voltages for various temperatures. The amplitude A is measured as shown for the * =  3 
and 4 hybrid oscillations. Note the spin splitting evident in the i =  S subband at 
Vc=15V.



97

energy value is unchanged at the gate voltages shown. This is unexpected, 

since the energy difference between subbands increases as the gate voltage 

increases.

The energy values associated with the i =  3 hybrid subband show 

a maximum value in the gate voltage range shown. The smaller than 

expected value of AE =  4.5 meV at Vq =  15Y may be due to the spin 

splitting of the hybrid subband. In other words, this A E  value may be 

the spin splitting energy Hus- This structure occurs at i ï  =  2.5T, so with 

|g| =  15, we have %Ue =  4.3 meV. Notice from Figure 31 that the observed 

onset of spin splitting in the i =  3 hybrid subband is at Vq ~  15F.

The change in shape of the i =  3 structure at Vq =  25V shown 

in Figure 39 may be due to the spin splitting also. The minima structure 

2A H  ca 4.5T shifts slightly in H  as the temperature is varied. At this field, 

fiUs — 7.8 meV.
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Figure 40. Amplitude Decay. The ratio of the hybrid oscillation amplitude to the sample 
temperature is plotted on a log scale against temperature. The curve is the function 
c s c h (  22^21) and is fit to the data by varying AE.

AE(meV) /\
iz3 i = 4

Ve(V) H{T) A E (meV) Ms(V) H (T) AE (meV)

5 1.5 4.8 15 0.68 4.4
10 IS 6.9 20 0.82 4.4
15 2.5 4.5 25 0.95 3.9

Figure 41. Hybrid Subband Energy Spacing. The energy value AE, as determined by 
the analysis of Figure 40, is plotted against gate voltage. The open (filled) symbols are 
for the « =  3 (t =  4) hybrid oscillations. The data in this figure do not occur at the 
same value of magnetic field strength, as indicated in the table.



G. Magnetic Freeze-Out of Impurity Band Conduction

Impurities in the semiconductor-oxide interface create states at 

the surface which may be filled and emptied by varying the gate voltage. 

The charge in the interface states affects the surface potential, can cause a 

shift in the voltage at which fiat band occurs,®® and can be observed as a 

broadening of the width in Vq of the low frequency capacitance minima.®  ̂

In an AC measurement, “slow” surface states are those for which the 

associated electron scattering rate is small compared to the AC frequency, 

and hence have slow response to changes in gate voltage. Slow surface 

states lead to hysteresis in the capacitance as the DC component of the 

gate voltage is swept up and down through the range of Vq which fills the 

surface states.®®

A residual peak in the transconductance-versus-gate voltage curves 

below the accumulation threshold in perpendicular magnetic field is shown 

in Figure 42. The peak is due to impurities near the surface that create an 

impurity band below the conduction band edge.®®’̂ ®° The peak position 

in the transconductance (down sweep) is independent of H and occurs at a 

gate voltage of Vq =  —6.0V, well below the threshold for accumulation. 

The density of states for an impurity band below a 2D electric subband is 

shown schematically in Figure 43. The impurity peak in conductance is 

presumed to occur at the peak density of states, so the impurity band is 

half filled at the conductance peak.

An upper limit estimate of the number of electrons in the impurity
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Figure 42. Impurity Band Transconductance. The peak in transconductance below 
threshold is due to a 2D impurity band at the semiconductor surface, (a) As the field 
increases the peak height decreases. The peak position in Vq (—6.0V) does not shift 
with varying H. All of the data are taken by sweeping V a  down, (b) At H =  1.2T 
in the parallel configuration the amplitude is somewhat greater compared to the 0 =  0 
trace. The hysteresis is evident at aU angles but shown only for 0 =  90*.

E

Figure 43. Impurity Band Density of States. The peak in conductivity occurs at the 
maximum density of states, so the band is half full. E i is the activation energy to the 
mobility edge in the conduction band tail.
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band can be made via the device capacitance. Since the impurity conduc

tion is observed near flat band the device capacitance is substantially less 

than the oxide capacitance. Using an estimate of a decrease of about 40% 

from Figure 46, the number of charges per unit area that fill the impurity 

states is (see Eqs. 2.11 and 4.6)

Nox =  0.95 X 10“  AYg cm -2V -2 (4.19)

where AVq is the width of the peak in gate voltage. One method of deter

mination of AVa is the peak’s full width at half maximum. For H=0, 

AVg =  2V, and therefore Nox =  2 x  10“  cm“ ^. Another method for 

determining Nox, given in reference 96, is to define AVg as the shift in 

threshold between liquid nitrogen temperature and liquid helium tempera

ture.
The peak width decreases with increasing H, which means that the 

number of electrons that contribute to the impurity conduction decreases 

also. Furthermore, the transconductance at the peak position decreases 

with increasing field and is effectively frozen-out by H 1.5 T, as il

lustrated in Figure 44.

That the carriers are frozen-out by the magnetic field may be 

explained by the theory of Yafet, Keyes, and Adams (YKA).^°^“ °̂® The 

ground state binding energy of a hydrogenic impurity atom at the semi

conductor/insulator interface is the effective Rydberg energy

Ry'=Ry{^)^,  (4-20)me ^
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where 7c =  ^(«oo +  Kine) is an average dielectric constant and jRÿ=13.6 

eV is the Rydberg energy. Thus the impurity states at the InAs/Si0 2  

interface have binding energies of Ry*=5.1 meV, compared to a value 

of about 44 meV at the Si/Si0 2  interface. The difference is essentially 

due to the greater effective mass in Si. With the application of a large 

magnetic field such that the Landau level separation is comparable to 

the effective Rydberg energy, the ground state hydrogenic wavefunction is 

compressed, although primarily in the direction perpendicular to the field 

direction (i.e., the electron cloud becomes egg-shaped), and the binding 

energj’’ increases.^®  ̂ The dimensionless parameter

tOJc
7 = 2Ry*

(4.21)

describes the condition for freeze-out: whenever 7  >  1. The freeze-out 

observed at 1.5 T in Figure 44 leads to a value 7 = 0 .7 .

dg
dVe

(orb. units)

31-A2(ld‘) T=4.2K • ̂ .
• •  6  = 0 ' 

Vg=-6V
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•  •
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Figure 44. Magnetic Freeze-Out. The amplitude of the impurity band peak transcon
ductance is plotted against magnetic field. The transconductance is effectively frozen-out 
by H 1.5T for 6 =  0. The inset shows that at perpendicular fields strong enough to 
freeze-out the transconductance, tipping the field away from the surface normal increases 
the peak amplitude.
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The freeze-out of conduction in the impurity band occurs when the 

nearest neighbor spacing betiveen impurities is large (say, by an order of 

magnitude^^^) compared to the effective Bohr radius. The YKA theory is 

valid if neighboring impurities about which the electrons become localized 

are separated to an extent that the vavefunctions do not overlap, although 

the impurity band occurs only if there is some overlap. The effective Bohr 

radius is

o'b =  (4-22)171̂

where Og =  0.529 Â is the Bohr radius. The value for IoAs/Si02 is 180 

Â, much greater than the value 20 Â for Si/SiOg. Using the value of Nox 

given above as a valid measure of the impurity density, then if it is assumed 

that the impurities are uniformly distributed, the nearest-neighbor spacing 

is given by =  230 Â, slightly more than one effective Bohr radius.

It is not at all clear what sort of impurities are in the InAs/SiOg 

interface, or even exactly where they are. It is quite possible for example 

that sodium ions have gotten into the SiOg and have diffused to the inter

face. (Sodium ions are mobile in SiOg at room temperature, but frozen 

into place below that temperature, and are known to produce bound states 

at Si/SiOg interfaces. See reference 3, page 530.) This conjecture may 

explain the peculiar behavior of the accumulation threshold gate voltage 

as described in § IV.C.2. In the run with the threshold at —13.6 V (when 

hybrid subband spin splitting was present) the impurity conduction was 

not present. Inconsistent with this explanation, however, is another run
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(data from which is shown in figure 46). The threshold voltage is ~  

—15 V and the impurity conduction is observed. Thus, the origin of the 

impurity conduction is left unresolved. On the other hand, presumably 

the impurity-band ions are not completely responsible for the shift in gate 

voltage threshold.

It may be that the impurity states at the interface are due to the 

electron donors within about a depletion width of the surface. For the case 

at hand, the depletion width is ^  440 Â (Eq. 2.2), so with the assumption 

that the donors are uniformly distributed, the number of donors in the 

depletion region is ~  8.8 x  10® cm~^. This, then, gives a nearest neighbor 

spacing of 9 . This low density may suggest that the donor ions are

not the impurity ions.

Three-dimensional magnetic freeze-out has been reported in InSb 

both experimentally^®^ and theoretically.^®® This material has a higher 

dielectric constant and a lower effective mass than InAs, and both differences 

serve to enhance the effect.

Two-dimensional magnetic freeze-out of impurity conduction is 

observed in a Si/SiOg interface.̂ ®®'̂ ®̂  hi these experiments the impurity 

band {Nox ^  4 — 5 x  10̂  ̂ cm” ^) is caused by the deliberate introduction 

of sodium into the Si0 2 .

A parallel field suppresses the conduction in the impurity band, 

as well. However, the effect of the parallel field is not as strong as the 

perpendicular field, as can be seen in Figure 42. The inset of Figure 44
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shows that with a magnetic field strong enough to freeze-out the transcon

ductance, tipping the field away from the surface normal increases the 

transconductance. This tipped field behavior indicates the 2D nature of 

the impurity band. The idea is illustrated physically in this way: with 

no magnetic field an impurity state electron cloud is already compressed 

in the direction normal to the surface by the surface electric field. As 

the magnetic field is applied normal to the surface the electron cloud con

denses in the plane of the surface, cutting off the conduction path between 

nearest neighbor impurities, the field is applied parallel to the surface, 

the effect is to compress the electron cloud in one direction in which it is 

already compressed. Therefore, it requires a larger parallel field to cut off 

the conduction. This idea is shown schematically in Figure 45.

A strong hysteresis is evident in the impurity peak as the gate 

voltage is swept up and down. This is seen in Figure 42 and again in 

Figure 46. Along with the transconductance in Figure 46 is the device 

capacitance. Notice that the capacitance has structure only in the up 

sweep. Furthermore, the capacitance is unaffected by the presence of a 

magnetic field which is strong enough to suppress the impurity conduction. 

The hysteresis in transconductance and the glitch in capacitance may be 

understood in terms of the filling (up sweep) or emptying (down sweep) of 

the impurity band. Beginning with a strong negative gate voltage, as the 

impurity band is being filled the sharp rise (compared to the down sweep) in 

both transconductance and capacitance is probably due to the enhancement
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of the surface electric field by the positively charged impurities. This 

field enhancement is absent at the beginning of the down sweep, since the 

impurities are filled. The magnetic field has no effect on the capacitance 

since the capacitance depends only on the number of charges and their 

location, not whether they conduct electricity.

3D

a) H=0 WHsiO f

2D : O l O i

c) H=0 d) Hj^O e)
Figure 45. Electron Clouds, (a) In 3D isotropic configuration space the election cloud 
is spherical if there is no magnetic field, (b) With a non-zero magnetic field the 
electron cloud becomes egg- or cigar-shaped, (c) In 2D shown here are two inpurities 
slightly overlapping with no magnetic field. Impurity conduction can occur. The square 
represents the plane of the 2DEG. (d) In a perpendicular magnetic field the conduction 
path is cut off. The dotted lines are for H =  0. (e) In a parallel field the electron clouds 
are condensed in only one in-plane direction, shown here with a path for conduction.
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Figure 46. Capacitance. The hysteresis is illustrated in the capacitance and again in the 
transconductance. The glitch in capacitance is see only in the Va up sweep. The scale 
for the capacitance traces goes with the up sweeps; the down sweep is shifted vertically 
down for clarity but has the same scale. At fields strong enough to freeze-out the 
transconductance the capacitance is unchanged. The fiat band voltage (Vb =  —ISV) is 
identified via the capacitance, calculated from equation 23, p. 372 in reference 16. Notice 
that at a gate voltage corresponding to the peak in the impurity transconductance, the 
capacitance has decreased as much as about 40%relative to the oxide capacitance.



CHAPTER V 

CONCLUSIONS

A. Summary

Oscillations in the transconductance of two n-type InAs samples 

are observed in the parallel field configuration. The crossed surface electric 

and magnetic fields are coupled and give rise to hybrid dispersion relations 

for the surface electrons. For small magnetic fields, the field is treated as a 

perturbation of the electric subbands and the field diamagnetically raises 

the energy of the electric subbands. In large fields where the perturbation 

approach breaks down the energy increase is taken to be on the order 

of HUc. Thus in large parallel fields the hybrid subbands depopulate as 

they are pushed up in energy and are emptied completely as the subband 

minima are pushed above the Fermi level. This total depopulation causes 

the hybrid subband structure in the transconductance. Consequently, a 

hybrid fan chart of subband threshold shifts is made.

In the weakly degenerate epitaxial sample with a bulk carrier 

concentration n =  2.0 x  10̂ ® cm~®, up to five hybrid subbands are 

observed, whereas, only four subbands are evident in the perpendicular 

field transconductance (SdH effect) and cyclotron resonance.
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In a second experimental run on the epitaxial sample, in which the 

gate and source were shorted during cool-down, the surface impurity band 

vanished. Therefore, presumably, the surface potential was much more 

smooth. This then, allowed the hybrid spin splitting to be resolved in the 

transconductance.

If the magnetic field is tipped at some angle away from the surface 

normal the perpendicular field component produces the SdH effect and the 

parallel field diamagnetically shifts the subband energies. At small angles 

the SdH oscillations depend only on the normal field component. At large 

angles the subband depopulation is obsemd via the SdH period, where the 

period is assumed to depend on only the perpendicular field component. 

The decrease in number density thus determined is plotted against parallel 

field, and is consistent with the parallel field (only) hybrid depopulation.

The hybrid oscillation amplitude is made to decrease by increasing 

the sample temperature. Analysis of the temperature dependence is made 

by analogy with the SdH oscillation amplitude temperature dependence. 

The energy decay associated with the i =  A hybrid subband in the epitaxial 

sample is probably the binding energy of the subband. The energy value 

is ^  4 meV and is independent of gate voltage in the range over which 

the subband is occupied. The energy value determined by the temperature 

decay of the * =  3 hybrid subband is probably the energy spacing between 

the i — Z and i — A subbands, except at Vg!=15V. At this voltage the 

temperature decay appears to measure the spin splitting energy.
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The epitaxial sample shows structure in the transconductance at 

gate voltages below the accumulation threshold. This structure is due 

to conduction via impurity states at the semiconductor/oxide interface 

and vanishes with increasing magnetic field. This magnetic freeze-out of 

conduction is understood in terms of nearly isolated impurities with ground 

state hydrogenic wave functions. The overlap of impurity states creates a 

two-dimensional impurity conduction band. The two-dimensional nature of 

the impurity band is illustrated by tipping the magnetic field away from the 

surface normal, since a stronger magnetic field is required in tipped fields 

to produce the same freeze-out effect as a perpendicular field. The device 

capacitance shows structure due to the impurities which is independent of 

the magnetic field.

B. Further Investigations

A self-consistent calculation, or a more realistic model, of the 

InAs parallel field surface potential well would be interesting since the 

diamagnetic energy shift in strong fields could be more precisely estimated. 

Here, the shift is taken to be on the order of fiUc for all subbands, although 

it is dependent on the wavefunction extent into the semiconductor, and 

therefore different for the different subbands. Furthermore, the estimates 

made here for the subband energies are based on the triangular potential 

well, which is more properly used for the lower lying electric subbands 

since it overestimates the potential for the higher energy subbands. The 

spin splitting and the temperature dependence of the hybrid subbands is
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investigated primarily in these higher lying hybrid subbands where the 

triangular potential is expected to be least valid.

In this connection it may be interesting to perform spectroscopy 

experiments (in the infrared) on the hybrid subbands in order to measure 

the intersubband energy spacing as a function of magnetic field strength 

and gate voltage. Using the temperature dependence as a measure of 

the energy spacing is valid; however, a wider range of gate voltage and 

temperature should be useful in understanding the field dependence of the 

intersubband energies.

A calculation of the conductance line shape in the parallel field 

configuration should help resolve the problem of subband identification. A 

misidentification of structure in conductance that corresponds to the coin

cidence of the subband minima at the Fermi level may lead to a misun

derstanding of the observed behavior.

Finally, the temperature dependence of the impurity conductance 

at various magnetic fields needs to be investigated in order to determine 

the conductance mechanism. The conductance is most likely by hopping 

between impurities, so by fitting the data to an expected temperature 

dependence one may extract the activation energy for hopping.
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APPENDIX A

Properties of Bulk InAs

Pronerties Conunents Reference
Band Gap

E g  =  0.360 ±  0.002 eV T rv' 300K, optical 45
E g  =  0.41 eV T 77K, optical 73
E g  — 0.44 ±  0.01 eV T rw, OK, optical 46

Mobffltjr Hall effect
H =  30000 cm^/Vs T ~  300K, n =  1.7 X lÔ * cm -* 47

Mass
=  0.023 ±0.002 TrvgOK 48

cyclotron resonance
Landé f*faetor

g =  —15.0 ±  1.0 magneto absorption 53
Dideetrie Constant

static Kgc — 14.5 2k 0.3 T ~  300K, optical 57
high frequency Kao =  118 ±0.1

Bidex of Ref^aetlon
n =  4.5 X 0.5 ^m 58

Crystal Structure
Kinc*blende 41

Lattice Constant
a  =  6.0584 ±  0.0001 Â 42

Conduction Band Structure
— constant energy surface 44

sphere
— uallqr degeneracy

Çv — 1
— transition

direct
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APPENDIX B 

Plgrsieal Constants and Conversion Factors

Quantity Symbol Value
Free electron rest mass me 0.11 X 10-28 g
Elementary charge l«l 4.80 X 10—10 statcoulomb
Speed of light in vacuo e 3.00 X 10̂ " cm s“ ^
Reduced Planck constant % 1.05 X lO-'-i' ergs
Boltzmann constant kp 0.0862 meVK—1

Conversion Factors

ST esn
farad 9 X 10̂  ̂ statfarad
volt statvolt
coulomb 3 X 10° statcoulomb

3 X 10° cml g& s - i
meV 1.60 X 10-1® ejg
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