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Abstract 

In this thesis, a new approach to Uplift modeling which considers time dependent 

behavior of the customers is analyzed. Uplift modeling attempts to measure the impact of 

a treatment on an entity in a controlled experiment.  While the overall incremental effect 

can be measured indirectly (i.e., the average performance of a treatment group over a 

statistically equivalent control group), the entity-specific performance cannot be 

determined.   It has applications in business, insurance, banking, personalized medicine, 

and other fields.  Direct marketing, a multi-billion dollar field in the US alone, is a key 

area in which uplift modeling is studied and can have a significant financial impact.  In 

direct marketing, the entities studied are customers and the treatments are various direct-

to-consumer promotions delivered through mail, email, social media, etc. Simulated 

customer and campaign datasets which reflects the naturally observed trends are used to 

analyze the effectiveness of various modelling approaches. 

Research on Uplift modeling specific to above mentioned fields started in the 

beginning of 21st century even though the idea of Uplift is present before that. Researchers 

have introduced a wide range of uplift modeling approaches. These approaches broadly 

include two model approach, additive model approach and unified modeling approach. 

But all of the research until now has considered this as a static problem, modeled at a 

single instance of time. 

The method introduced in this work considers modeling uplift in a dynamic 

environment and simulates the periodic purchasing behavior of the customer.  In contrast 

to static uplift models, the uplift in the purchase probability of the customers considered 

in this problem is dependent on time as well as customer’s previous purchases and offers 
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received. In addition, the model will not have direct access to all the parameters effecting 

customer actions, but it has to learn them with time. The effectiveness of various 

modeling approaches, two model approach, additive model approach and unified 

modeling approach is analyzed in this work for dynamic uplift modeling. Appropriate 

modifications are made to these methods for adapting them to the longitudinal paradigm. 

The results obtained from these models are compared to the model with zero treatment 

and random treatment. 

This study demonstrates significant potential for both researches and retail 

companies for thinking about the problem of uplift longitudinally. Retail companies can 

use the methodology used for data generation for matching the customer purchase data 

available with them.   The model built from there can be used both to design direct 

marketing campaigns as well as to predict future purchases. 
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1. Introduction 

1.1 Purpose and Significance of the Study 

The United States is the largest advertising market in the world with an overall 

expenditure of more than 190 Billion USD per year (Zenith 2017). Besides United States 

other countries having significantly large advertising industry include China, Japan, 

United Kingdom and Germany (expenditure more than 20 Billion USD per year) 

accounting for a global advertisement expenditure of around 559 Billion USD (Zenith 

2017). Figure 1 shows the scale of advertising expenditure made by largest ad markets 

in the year of 2016. It can be observed that the amount of money spent on advertising in 

United States itself is higher that the money spent altogether in next five largest ad 

markets. This explains the importance and quantity of beneficiaries of research related to 

marketing industry. 

The major media that are contributing to the advertising industry are television, 

desktop internet, mobile internet, newspapers, magazines, radio, outdoor and cinema. For 

many years television has been the major advertising media representing more than 35% 

of advertising expenditure globally. However, with the increase in the presence of high 

speed internet, smartphones and applications like Facebook, Snapchat and Instagram, 

mobile and desktop advertising is cutting into the share of television advertisement. It has 

been estimated that by 2019 internet advertisement will surpass television advertisement 

making mobile advertisement the major player in advertisement.  
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Figure 1: World's largest ad markets advertising expenditure in 2016 (Billion 

USD) (Zenith 2016) 

 

This change in trend will significantly increase the importance of one of the 

primary marketing strategies, that is direct marketing. Direct marketing is a branch of 

marketing in which ads and offers are strategically directed to individual customers via 

media like email, mail, Facebook pages, and Instagram etc. Retail companies cannot send 

these ads/offers to all the customers in their database at all times considering the cost and 

other potential negative effects associated with over advertisement. This behooves the 

retail companies to have a strategy or model to efficiently select the customers at each 

marketing phase. Retail companies generally use customer demographic data, previous 

browsing and purchasing history to select customers for direct marketing.  

One of the early techniques used for customer selection in direct marketing 

campaigns is known as response modeling.  A response model predicts whether a 

customer will respond to an offer if provided one. One of the drawbacks with this model 

is it will not account for lost revenue due to sending offers to customers who will buy 
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even without an offer. For example, a retail company will lose revenue if it sends a 

promotional discount to a customer who will buy the product even without offer. If the 

actual cost of product is $700 (assume a laptop), and the offer is a $100 discount, the loss 

in revenue accounts for 15% of the revenue. 

1.2 Introduction to Uplift modeling 

A class of marketing models that address this drawback is known as Uplift 

modeling. Uplift models attempt to identify customers who will buy if and only if they 

receive a promotional offer. Figure 2 shows the flowchart depicting the work flow of an 

Uplift model. Customers present in the database of the company are assigned to two 

groups: a control group and a treatment group. The assignment of control or treatment to 

a customer is often made randomly such that there is no statistical difference between the 

groups with respect to customer attributes.  While other approaches for assigning 

treatment and control groups exist, the primary idea is that through statistical analysis the 

company can isolate the impact of a given marketing effort.  Customers in the treatment 

group will receive an offer while customers in the control group will not receive any offer. 

The response of the customers in both the groups will be recorded and used to estimate 

change in purchase probability of any new customer due to receiving an offer.   
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Figure 2: Flowchart of generic uplift model 

Customers can be classified into four groups based on their response to direct 

marketing (Chickering and Heckerman 2000). Figure 3 shows these four groups which 

are as follows 

i. Customers who always buy the product irrespective of the offer (Always buy). 

ii. Customers who never buy the product irrespective of the offer (Never buy). 

iii. Customers who buy the product if and only if they get an offer (Persuadables). 

iv. Customers who will stop buying product if they get an offer (Anti- Persuadables). 

 

Figure 3: Classification of Customers based on their response to direct marketing 
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The company will lose the offer amount if they send an offer to always buying 

customer whereas they will lose advertising cost and effort if they send it to a never 

buying customer. The consequences of sending offers to anti-persuadable customers are 

even worse. Companies will lose prospective purchases by sending offers to these 

customers. The objective of any uplift model is to identify as many persuadable 

customers as possible in the campaign group and to avoid customers belonging to other 

three groups. 

A basic method of building an uplift model to identify persuadable customers 

based on their static attributes is as follows. 

i. Customers with a similar set of attributes at a single point in time (e.g., 

income, age, city, gender, etc.) are separated into control and treatment groups 

and a specific offer will be sent to the customers in the treatment group. Let 

𝐴𝑠 denote this vector of “static” customer attributes. 

ii. Probability of purchase in the control group 𝑃𝑐(𝐴𝑠)  and probability of 

purchase in treatment group 𝑃𝑡(𝐴𝑠) are calculated as a function of customer 

static attributes.  

iii. Uplift is the computed as the difference between 𝑃𝑡(𝐴𝑠) and 𝑃𝑐(𝐴𝑠). It is the 

increase in the probability of purchase of a customer because of receiving an 

offer.  

𝑃𝑡(𝐴𝑠) , 𝑃𝑐(𝐴𝑠)  and Uplift can be calculated using various predictive modeling 

techniques on purchase data collected from control and treatment group customers. Early 

Uplift models in the literature concentrated on explaining the importance of modeling 

uplift rather than response rate of marketing campaigns. Recent Uplift models 
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concentrated on using various predictive modeling techniques like decision trees, logistic 

regression, Artificial neural networks, SVMs, Ensemble models to identify the most 

appropriate customer characteristics 𝐴𝑠  in order to maximize the difference between 

𝑃𝑡(𝐴𝑠)  and 𝑃𝑐(𝐴𝑠) . But this earlier research has not concentrated on capturing 

dynamically changing behavior of the customers due to receiving repeated offers and 

making multiple purchases. In this research, the longitudinal nature of the uplift problem 

is addressed instead of addressing it as a static instance.  The time dimension of repeated 

offers to the same customer reveals new issues. 

Example:  

i. Customers who frequently receive offers from a firm may not get too excited 

about a new offer. 

ii. Customers who have received significant offers in the past won’t buy a new 

product without an offer. 

iii. Customers who buy a product once in 4 years may buy it earlier if they find a 

good offer on it. 

In this thesis I introduce the concept of Dynamic uplift modeling which emphasizes  

the time-dependent behavior of customers in longitudinal marketing efforts. Most of the 

research till now was about estimating uplift at a single instance and time-dependent 

behavior of the customer is not yet addressed. Dynamic uplift modeling however models 

the uplift probability as a function of both static as well as dynamic attributes of 

customers. Dynamic attributes of customers, in turn, will be a function of static attributes 

and previous marketing actions. Let 𝐴𝑑 denote the set of dynamic customer attributes.   

The general framework of dynamic uplift modeling follows:  
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i. Probability of purchase in control group = 𝑃𝑐(𝐴𝑠, 𝐴𝑑) 

ii. Probability of purchase in treatment group = 𝑃𝑡(𝐴𝑠, 𝐴𝑑) 

Where 𝐴𝑑 = 𝑓(𝐴𝑠 , 𝑔(𝐼𝑝, 𝐼𝑜)) 

iii. Dynamic Uplift (Ψ) = 𝑃𝑡(𝐴𝑠, 𝐴𝑑) − 𝑃𝑐(𝐴𝑠, 𝐴𝑑) 

Dynamic uplift captures the changing trend in uplift probability because of the purchases 

customers made and marketing actions customers are exposed to over time.   

1.3 Objectives 

The objectives and work flow of this study are as follows: 

1. Generating artificial data representing static attributes of customers.  

a. Defining functions to calculate the static probability of purchase with 

an offer and without an offer for customers.  

b. Defining functions for calculating dynamic attributes of customers 

based on purchase cycle time, previous purchases and offers received. 

2. Running the model through a fixed time period and generating campaign data 

based on dynamic control and treatment probabilities.  

3. Building predictive models based on static attributes of the customers to predict 

which customers should be targeted at what time to optimize the number of 

successful offers. The model will not have access to dynamic attributes of the 

customers and it has to learn it from the data. 

1.4  Outlay of the thesis 

This thesis is divided into five chapters. Chapter 2 discusses previous works 

related to this study and gives an introduction to current work. Previous Uplift models 

developed by Radcliffe and Surry (1999), Chickering and Heckerman (2000), Hansotia 
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and Rukstales (2002), Radcliffe (2007), Radcliffe and Surry (2011), Rzepakowski and 

Jaroszewicz (2011), Guelman et al. (2012), Zaniewicz and Jaroszewicz (2013), Soltys et 

al. (2015), Kondareddy et al (2016), Zhao et al. (2017) are discussed in first section of 

this chapter. Various modeling approaches followed by these authors were classified into 

three broad categories and their advantages and disadvantages are discussed in broader 

level. Also at the end current approach followed in this research is explained. 

 Chapter 3 discusses methodology followed for generating artificial data. This 

chapter explains the procedures followed in generating static customer attributes data 

frame, control and treatment weights, control and treatment odds and probabilities. Later 

methodology used for incorporating dynamic effects is discussed. At the end 

methodology used for running the model with time is discussed. 

 Chapter 4 discusses uplift modeling in a dynamic environment. It also discusses 

modifications required for conventional uplift models and evaluation metrics to model 

uplift in an environment changing with time. Chapter 5 summarizes the work done in this 

thesis followed by conclusions and recommendations for future work.  
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2. Review of Literature 

Uplift Modeling is a Causal Inference as well as a Machine Learning problem 

(Soltys et al 2015). It is an inference problem because uplift has to be estimated between 

two instances that are mutually exclusive. Same customer cannot simultaneously receive 

and not receive an offer. So, Uplift has to be estimated from similar customers in control 

group and treatment group and this is done over a group of customers rather than a single 

customer. Uplift modeling is also a machine learning problem because it uses various 

predictive modeling and cross-validation techniques to train models on data collected 

from marketing campaigns.  

Researchers used various combinations of inference, predictive modeling and 

performance metrics to produce better uplift models for various scenarios. In general, the 

approaches can be classified into two classes. One is two model approach where two 

different models are made for control group and treatment group. Second is a unified 

model for both control and treatment groups which uses modifications to predictive 

modeling techniques to predict uplift. There is another approach called additive model 

which looks similar to unified model but behaves like a two model approach. In this 

chapter, a few of previous works carried out by the different researchers on uplift 

modeling will be reviewed.  

2.1 Previous Uplift Models 

As per Rubin (1974) in a framework of N customers Yi(1) is person i’s outcome 

when he receives an offer and Yi(0) is the same persons outcome when he doesn’t receive 

an offer. The causal effect, τi on a customer is denoted by  

τi = Yi(1) − Yi(0)                           (2-1) 
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But this causal effect cannot be measured on a single customer because he/she cannot 

receive and not receive an offer simultaneously. So, this causal effect is measured as 

Conditional Average Treatment Effect (CATE) over a subgroup of the population. 

CATE: τi(Xi) = E[Yi(1)|Xi] − E[Yi(0)|Xi]                                   (2-2) 

Where Xi is the feature vector of the customer. 

Radcliffe and Surry (1999) proposed one of the early uplift models which 

explained the importance of uplift modeling in contrast to a model predicting response 

for a treatment. Two decision trees were used to model the response rate of customers in 

control group and treatment group based on their features. Then uplift or incremental 

response is calculated by taking the difference of these two models. The inferences made 

from this two-model method is compared with the inferences made from the model 

predicting the response of a treatment group. The results explained that the customer 

group having highest response may not be a great candidate for direct marketing. 

Chickering and Heckerman (2000) explained uplift in terms of expected revenue 

rather than in terms of response rate. If a population contains Na  Always buying 

customers, Np  Persuadable customers, Np̅  Anti Persuadables and Na̅  Never buying 

customers then the expected revenue from a customer who received an offer is 

−c +
Na+Np

N
∗ rs                                                      (2-3) 

Similarly expected revenue from a customer who didn’t receive an offer is 

Na+Na̅

N
∗ ru                                                         (2-4) 

Where c is the cost of the advertisement and ru and rs are actual revenue and 

discounted revenue from a purchase. Therefore, lift in profit can be defined as  

τrevenue = −c +
Na+Np

N
∗ rs − 

Na+Na̅

N
∗ ru                                  (2-5) 
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Here 
Na+Np

N
 is E[Yi(1)|Xi]   and 

Na+Na̅

N
 is E[Yi(0)|Xi] . These two probabilities are 

estimated from a single decision tree by forcing the final split in the tree on marketing 

action (0,1). Even though it uses single decision tree for prediction, its approach is similar 

to two model approach. The draw back with this model is that higher level splits in the 

decision tree were not customized to elicit the difference between expected revenue from 

control and treatment groups. 

 Hansotia and Rukstales (2002) also explained a similar uplift model. This model 

is an additive uplift model in which logistic regression was used to predict control and 

treatment response probabilities. A regression model is used on top of them to smooth the 

responses. Hansotia and Rukstales (2002) used a single logistic regression model in which 

both control group data and treatment group data are collectively used for training. In 

addition to the default attributes of the customer a binary indicator variable is added to 

each instance to indicate whether the instance belongs to the treatment or control group. 

They also developed a decision tree approach with modified splitting rules on both control 

and treatment datasets to predict uplift. Lo (2002) took a similar approach to building a 

unified model using logistic regression. Even though additive models look like a single 

model, their functioning will be similar to Uplift models based on two model approach. 

 Radcliffe (2007) defined a metric to quantitatively measure the performance of an 

Uplift model. The theory of Gains chart and Gini coefficient is extended to uplift 

modeling for developing a quantitative measure. Figure 4 shows a traditional gains chart 

between the number of customers targeted and number of purchases. The red line in the 

figure represents a perfect model whereas blue line represents a random model. The green 

line in between represents the response of customers based on some predictive model. 
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The Gini coefficient is the ratio of the area above diagonal for actual curve to the 

corresponding area of the perfect curve. 

 

Figure 4: Gains chart representing the behavior of response rate (Radcliffe 2007) 

 

So, a perfect response model will have a Gini index of 1 and response model with no 

predictive power will have a Gini index of 0. 

 Radcliffe extended gains chart and Gini index to quantitatively measure the 

performance of Uplift model. Figure 5 shows the gains chart for Uplift (Qini Curve) 

between the number of people targeted and number of incremental purchases. The drop 

in the number of incremental purchases at the end of the curve is due to targeting anti-

persuadable customers. The red curve represents the perfect uplift model where the 

number of incremental purchases reaches the maximum. The blue curve represents a 

merely random model with no predictive power. Green and purple curves represent 

curves which perform somewhere between perfect and random model. Similar to Gini 

index, Qini value Q is defined for Uplift models which is nothing but the ratio of areas 

above diagonal for actual model and perfect model. Another metric q0 is defined as the 
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ratio of the areas corresponding to these curves before the Qini curve starts turning down. 

The same theory can be extended to uplift modeling targeting increment in profit instead 

of purchase probability. 

 

Figure 5: Qini Curve representing the behavior of Uplift model (Radcliffe 2007) 

 

 Radcliffe and Surry (2011) explained a few additional metrics like Validated qini, 

Monotonicity of incremental gains, Maximum impact, Impact at cutoff, Tight validation 

and Range of Predictions to quantitatively infer the effectiveness of the uplift model. 

They explained theoretically why two model approach will not be effective in modeling 

uplift when the uplift signal is relatively small when compared to the purchase proportion 

in control and treatment groups. Error! Reference source not found.Figure 6 shows the 

distribution of purchase probability in control group (Blue, in the middle), treatment 

group (Red, at far left) and Uplift (Black, at far right) with respect to two customer 

attributes x and y. The three plots on the top are purely based on equation (2-6) whereas 

three plots on the bottom are along with sampling error. The underlying equations used 

by Radcliffe and Surry for generation these visualizations are 
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PT = U[0, x) +
U[0,y)

10
+ 3 ,  PC = U[0, x)                       (2-6) 

Uplift = PT − PC = 
U[0,y)

10
+ 3                              (2-7) 

 

 

Figure 6: Modeling and Visualizing Uplift as a function of two variables x & y 

(Radcliffe & Surry 2011) 

 

According to equation (2-7), Uplift should have correlation only with y . But Uplift 

models based on two model approach could not pick this trend which emphasizes the 

necessity of unified Uplift models with customized splitting criteria in case of weak 

signal. 

 After illustrating the drawbacks of two model approach, Radcliffe and Surry 

explained their unified approach which uses Significance based splitting, Variance based 

pruning, Bagging and pessimistic qini-based variable selection. The metric used by 

Radcliffe and Surry for measuring the effectiveness of split is  

a b c
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t2{γTR} =  
(n−4)(UR−UL)

2

C44∗SSE
                                        (2-8) 

C44 =
1

NTR
+

1

NTL
+

1

NCR
+

1

NCL
                                    (2-9) 

SSE =  ∑ ∑ Nijpij(1 − pij)jϵ{L,R}iϵ{T,C}                           (2-10) 

Uplift trees developed using the above metrics are pruned based on Variance. In this 

technique k decision tree models are built on resampled data and nodes having variance 

above certain cutoff will be pruned. It is also obvious that the root node will have zero 

variance and variance will gradually increase as we go to the leaf nodes. This uplift 

decision tree is pruned up to the depth of nodes having moderate variance. On top of this 

bagging is also used to achieve additional model stability. 

Rzepakowski and Jaroszewicz (2012) presented a unified decision tree uplift 

model with multiple treatments and customized criteria for splitting. The primary metric 

for splitting a unified uplift decision tree is 

∆∆ P(A) = | (PT(y0 |a0) − P
C(y0 |a0)) − (P

T(y0 |a1) − P
C(y0 |a1)) |      (2-5) 

The above equation represents the uplift attained by splitting combined control and 

treatment data based on a categorical predictor y0 such that y0 = a0 and y0 = a1. The 

strategy of unified uplift tree is to select splits that maximize ∆∆ P(A). In addition to 

∆∆ P(A)  Rzepakowski and Jaroszewicz used measures of divergence between class 

distributions such as Kullback-Leibler divergence, squared Euclidean distance and chi-

squared divergence to direct the splits in the Uplift decision tree. The above divergences 

between two distributions Q = (q1, q2, …… , qn) and P = (p1, p2, …… , pn) were defined 

as 

KL(P:Q) =  ∑ pi log
pi

qi
i                                           (2-6) 
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E(P:Q) =  ∑ (pi − qi)
2

i                                           (2-7)                 

    χ2(P: Q) =  ∑
(pi−qi)

2

qi
i                                              (2-8) 

So the idea of Rzepakowski and Jaroszewicz’s model is to maximize 

Dgain(A) = D(P
T(Y): PC(Y)|A) −  D(PT(Y): PC(Y))                  (2-9)  

At each split where D can take any of the above-explained divergence measures. The 

expression (2-9) represents the increment in divergence in the leaf nodes from parent 

node by splitting on predictor A . This is similar to Gini gain and entropy gain in 

conventional decision trees. Methodology to prune the tree based on control and treatment 

probabilities at each split is also explained. Figure 7 shows comparative analysis of 

various metrics used for Uplift modeling by Rzepakowski and Jaroszewicz. It can be 

observed that two model approach had lowest predictive power followed by ∆∆P model 

whereas unified tree models with KL and Euclidian divergence metrics had higher 

predictive power. Same concept is further extended to multiple treatment uplift modeling. 

 Guelman et al. (2012) extended Rzepakowski and Jaroszewicz’s idea of building 

unified uplift decision tree based on measures of divergence to Random Forest uplift 

model. The predicted uplift will be an average of the prediction from each tree in the 

Random forest. This approach provided additional tuning parameters to the model such 

as number of random predictors at each split and number of trees for optimizing bias and 

variance. Guelman et al. also explained about the advantage of measuring the relative 

importance of predictors while using Random Forest Uplift model. This is done by 

measuring the average increment in divergence based on the splits connected to each 

predictor. 
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Figure 7: Comparison of various metrics used for Uplift modeling (Rzepakowski & 

Jaroszewicz 2011) 

 

Zaniewicz and Jaroszewicz (2013) explained Uplift Support Vector Machines for uplift 

modeling by slightly modifying it into a prediction problem. The Uplift model was 

defined as 

M(x): Rm → {−1,0,1}                                         (2-10) 

which assigns +1 to persuadable customers and -1 to anti persuadable customers and 0 to 

always buying and never buying customers. This is done by defining two hyperplanes 

H1: < w, x > −b1 = 0     H2: < w, x > −b2 = 0. Persuadable customers will fall to the 

right of both the hyperplanes, anti-persuadables will fall to the left of both hyperplanes 

whereas always buying and never buying customers will fall between two hyper plane 

M(x) = {

+1  if (w, x) > b1 and > b2 

0     if (w, x) ≤ b1 and > b2
−1  if(w, x) ≤ b1 and ≤ b2

                           (2-11) 
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Soltys et al. (2015) further extended the work of Radcliffe and Surry (2011) and 

Guelman et al. (2012) by experimental evaluation of ensemble models like Bagged trees 

and Random Forest. They also explained that the intrinsic nature of the Uplift problem 

makes it most suitable for ensemble modeling. By this time, a few standard datasets were 

available to benchmark proposed new models. Soltys et al. (2015)  used standard data 

sets to evaluate the performance of pruned and unpruned divergence based uplift trees, 

double classifier uplift models, Bagged Uplift trees, Bagged double trees, Uplift Random 

Forests, and Double Uplift Random Forests. Repeated cross-validation (128 times) is 

used on data sets (80% training and 20% test) and the average of the result is used for 

evaluating the models. 

From Figure 8 Soltys et al. (2015) show that the performance of all kinds of Uplift 

models ranging from double decision tree to unified divergence based uplift trees can be 

improved by ensembling. It can also be observed that the quality of Uplift increases up 

to a certain number of trees and reaches optimum. As seen in other machine learning 

models Uplift Random Forest performed better than Uplift bagged trees. In this case, the 

difference between the quality of these two ensemble trees is small.  

Kondareddy et al (2016) proposed a two-step method in which first step will use 

decision tree explained by Rzepakowski and Jaroszewicz (2011) and the second step will 

constitute a logistic regression model.  

 Zhao et al. (2017) introduced new methodology called Contextual Treatment 

Selection for addressing Uplift modeling with multiple treatments. They also introduced 

modified uplift curve to the measure the performance of uplift models.  
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Figure 8: Effect of Ensembling (B No. of trees) on Uplift model performance 

(Soltys et al. 2015) 

The Zhao et al. (2017) methodology involves tree construction with new splitting 

criteria and additional ensemble to avoid overfitting on training data. The effectiveness 

of a split is measured by 
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 ∆µ(s) =  P{Xϵϕl|Xϵϕ} max
tl=0,1…,k

E[Y|Xϵ ϕl , T = tl] +

                                 P{Xϵϕr|Xϵϕ} max
tl=0,1…,k

E[Y|Xϵ ϕl , T = tl] −

                                  max
tl=0,1…,k

E[Y|Xϵ ϕ , T = t]                                                           (2-12) 

Each node in the tree will have a feature space ϕ based on the previous splits. The split 

value and treatment will be selected in such a way that maximizes ∆µ(s). The tree 

building will continue until leaf nodes reaches minimum number of samples or there are 

no splits with positive ∆µ(s). 

 Zhao et al. (2017) used artificially generated data to validate their method. The 

feature space was 50 dimensional and uniformly distributed between [0,10]. The effect 

of each treatment is modeled as shown in equation (2-13). f(X) represents the probability 

of purchase without treatment and U(x) in each case represents the uplift in probability 

of purchase with each treatment. ai, bj
i, cj

i are random constants. 

Y =

{
 

 
f(X) + U[0, αX1] +  ϵ       if T = 1

f(X) + U[0, αX2] +  ϵ       if T = 2

f(X) + U[0, αX3] +  ϵ       if T = 3

f(X) + U[0, αX4] +  ϵ       if T = 4

                                 (2-13) 

f(x1, … . . , x50) =  ∑ ai. exp {−b1
i |x1 − c1

i | − ⋯− −b50
i |x50 − c50

i |}50
i=1           (2-14) 

2.2 Dynamic Uplift model 

The uplift models discussed in the previous section consisted of two model approach, 

unified model approach, models with modified evaluation functions and uplift models for 

multiple treatments. But all of them dealt with the problem of uplift at a single instance 

of time based on a set of static customer attributes. Also, all the parameters directly 

affecting the purchase behavior of the customer in case of control and treatment are 

included in the model.  
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 Research in this thesis will address uplift modeling in a dynamic environment 

which simulates the periodic purchasing behavior of the customer. The control and 

treatment probability of purchase will be a function of static attributes of the customers 

as well as dynamic attributes of the customer which change with time. All the parameters 

affecting the control and treatment probabilities will not be included in the prediction 

functions. Instead dynamic uplift model has to learn these features with time. The models 

discussed in the previous section explained metrics for measuring the performance of 

uplift models at a static instance. In this research modifications required to extend this 

model to a dynamic scenario will be analyzed.  

  



22 

 

3. Artificial data Generation 

3.1 Static Data Model  

Artificial datasets pertaining to customers, control probability weights and treatment 

probability weights, campaign data are generated using random number generating 

functions and appropriate transformations. The approach followed in this research for 

generating artificial data is similar to the approach followed in Zhao et al. (2017), Parret 

(2016) and Cham (2013). Parameters like number of customers, number of attributes per 

customer, number of time steps considered in the study, percentage of customers targeted 

in each phase of marketing are adjusted to make the model behave similar to naturally 

observed patterns in customer behavior.  

Model Parameter Initial Value 

Number of Customers 1000 

Attributes per Customer 30 

Number of Time Steps 300 

Mean of Customer Attributes 6 

Standard deviation of Customer 

Attributes 
2 

Purchase probability cutoff 0.5 

Table 1: Model Parameters and their Initial Value 

Initially, customer data frame is created with 1000 customers and with each customer 

having 30 attributes. These attributes are generated using Gaussian random number 

generator with a mean of 6 and standard deviation of 2. This results in most of the 

customers attributes being on a scale of 2 to 10. Similarly, weight matrix is created to 

generate control and treatment odds. Each treatment weight vector corresponds to each 
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type of offer customers may receive in marketing campaign. Treatments may have 

positive, neutral or negative impact on customers based on customer attributes.  

M(i,j) = N(6,2)                                                           (3-1) 

Cj = N(0,0.05)                                                      (3-2) 

T(j,1) = {

Cj + N(0.01, 0.01)                     1 ≤ j ≤ 10

Cj                                                  11 ≤ j ≤ 20

Cj − N(0.01, 0.01)                    21 ≤ j ≤ 30

                       (3-3) 

 

T(j,2) = {

Cj                                                  1 ≤ j ≤ 10

Cj + N(0.01, 0.01)                 11 ≤ j ≤ 20

Cj − N(0.01, 0.01)                 21 ≤ j ≤ 30

                         (3-4) 

 

T(j,3) = {

Cj + N(0.01, 0.01)                       1 ≤ j ≤ 10

Cj − N(0.01, 0.01)                      11 ≤ j ≤ 20

Cj                                                     21 ≤ j ≤ 30

                     (3-5) 

 

W(j,k) = [Cj, T(j,1), T(j,2), T(j,3)]                                                    (3-6) 

 

SPO(i,k) = M(i,j) X W(j,k)                                                            (3-7) 

 

 SPP(i,k) =
eSPO

1+eSPO
                                                                       (3-8) 

 

In equations 3-1 to 3-8, i will be equal to number of customers in the study and j 

will be equal to number of attributes per customer. k will be equal to one more than 

number of treatments (Offers) considered in the study. M represents customer matrix with 

dimension (i x j) and W represents weight matrix of dimension (j x 4). Cj and Tj represents 

control and treatment weight vectors of length 30. SPO stands for static purchase odds 

while 𝑆𝑃𝑃  stands for static purchase probability. The first column in SPP represents 

static control purchase probability while remaining three rows represent treatment 
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probability corresponding to each offer. From equation (3-3) it can be understood that 

customer attributes 1 to 10 will positively impact purchase probability with treatment-1 

and customer attributes 21 to 30 will negatively impact the same. Customer attributes 11 

to 20 will have neutral impact on purchase probability due to treatment-1. Similarly, other 

treatments impact purchase probability of customers based on other set of customer 

attributes. Different treatments will have different kind of impact on the customers and 

the objective of the modeling phase is to map treatments to customers at each marketing 

phase such that the uplift in purchase probability is maximized. Figure 9 shows the slight 

shift in purchase probability of customers with treatment-1. This difference is not uniform 

for all the customers. But it will wary from customer to customer based on their attributes. 

The distribution of Treatment-1 weights is not normal because it’s a difference between 

two normal distributions. This static control and treatment probabilities are used to 

calculate dynamic control and treatment probabilities based on customer attributes 

effecting dynamic behavior. 
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Figure 9: Distribution of Static Odds, Probability, and Weights related to Control 

and Treatment-1 

 

3.2 Dynamic Data Model  

Loyalty score and Addition score were defined as a function of static customer 

attributes to simulate the time-dependent changes in the behavior of the customers. 

Loyalty score of a customer will increase with an increase in number of purchases. 

Addiction score of a customer will increase with an increase in number of offers he/she 

receives. Both these dynamic parameters will depreciate with time. Loyalty score will 

increase the customer's control purchase probability whereas addiction score will 

decrease the treatment purchase probability. It can be observed in the real world that, as 

the customers buy more satisfactory products from a company, they will become more 
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loyal to the company. Loyal customers may buy products even without offers. Equation 

(3-9) shows how loyalty score of each customer will increase with each purchase. LSi,t 

represents the loyalty score of customer i at time t. IPi,t is an indicator variable indicating 

purchase made by customer i at time t. Customers having higher attribute-1 will become 

more loyal with less number of purchases and vice versa. 

LSi,t = {
LSi,t−1 +Mi,1                  if IPi,t = 1

LSi,t−1                                if IPi,t = 0
                             (3-9)       

In contrary to loyalty score, addiction score will decrease the treatment purchase 

probability.  As a customer receives more and more offers, he/she will become less 

sensitive to offers. In this model, increase in addiction score with the number of offers 

received is dependent on attribute-2 of customers. Equation (3-10) shows how addiction 

score of each customer will be updated with respect to number of offers received.  ASi,t 

represents addiction score of customer i at time t. IOi,t is an indicator variable indicating 

offer received by customer 𝑖 at time 𝑡. Customers with high attribute-2 will represent 

customers who quickly lose interest in repeated promotional offers. 

ASi,t = {
ASi,t−1 +Mi,2                         if  IOi,t = 1

ASi,t−1                                       if IOi,t = 0
                         (3-10)       

Both loyalty score and addiction score are set to zero after they reach a certain threshold. 

This represents a secondary level cycle in the purchase behavior of customers.  

In addition to this, each customer will have a purchase cycle time which is also a 

function of static customer attributes. In this model each customer purchase cycle time 

will depend on their 5th and 10th attribute. Customers having higher values for these 

attributes will have longer purchase cycle time and vice versa. Figure 10 shows control 

and treatment probabilities of customer-20 and customer-19 with time. Sum of attribute-
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5 and attribute-10 of customer-20 and customer-19 is equal to 18 and 9 respectively. 

Based on these attributes, it can be observed that these two customers have different 

purchase cycle times. Time Factor, TF in equation (3-11) can be tuned to uniformly 

increase the purchase cycle time (PCT) for all the customers. 

PCTi = (Mi,5 +Mi,10) ∗ TF                                         (3-11) 

 

 

Figure 10: Dynamic purchase probability trend of two customers with different 

purchase cycle time 

 

 

Dynamic control probability will be the product of static control probability 

(SPPi,1), factor representing purchase cycle time and factor representing increment due to 

loyalty score. Equation (3-12) and (3-13) show the equations for calculating dynamic 

control probability. Ac = 1.01 and Bc = 6 are constants chosen by trial and error such 

that Dynamic control probability (DCP) is constrained between 0 and 1. RPTi represents 

the recent purchase time of the customer. 

DCPi,t = SPPi,1 ∗
(t−RPTi)

PCTi
∗ LFi,t                                   (3-12) 
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𝐿𝐹𝑖,𝑡  =
𝐴𝑐
𝐵𝑐∗𝐿𝑆𝑖,𝑡

1+𝐴𝑐
𝐵𝑐∗𝐿𝑆𝑖,𝑡

                                                 (3-13) 

 

Figure 11: Relationship btw L/A Score and L/A Factor for different values of B 

Similarly, dynamic treatment probability will be the product of static treatment 

probability, factor representing purchase cycle time and factor representing decrement 

due to addiction score. Equation (3-14) and (3-15) show the method of calculating 

dynamic control probability. At = 1.01 and Bt = 1  are constants chosen by trial and 

error such that Dynamic treatment probability (DTP) is constrained between 0 and 1. 

Figure 11 shows how the relationship between Loyalty/Addiction score and Loyalty/ 

Addiction factor can be manipulated by changing the values of B. Based on the equations 

defined, the model is run for noOfTimeSteps = 300 and number of purchases made and 

number of offers received by each customer were recorded. Also, at each time step, data 

pertaining to customers who made purchases and who received offers is stored in a data 

frame and used for making uplift model for next time step. 

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

0 200 400 600 800 1000 1200

L
/A

 F
ac

to
r

L/A Score

B= 0.1 B=0.3 B=0.8 B=1 B=1.5



29 

 

DTPi,t = SPPi,2 ∗
(t−RPTi)

PCTi
∗ AFi,t                                (3-14)    

AFi,t  =
At
Bt∗LSi,t

1+At
Bt∗LSi,t

                                                     (3-15) 

3.3 Customer Segmentation based on Dynamic Uplift 

In section 2.1, customers were segmented into four groups namely always buying, never 

buying, persuadables and anti- persuadables. These four customer segments can be 

further explained with respect to dynamic model and in addition to that customers can be 

further characterized by their sensitivity to offers and satisfactory purchases. The control 

and treatment probability trends of these customers are graphically explained with respect 

to time.  

 
Figure 12: Control and Treatment Probability trend of a Persuadable Customer 

Figure 12 shows the dynamic purchase probability of a persuadable customer. The cutoff 

purchase probability is set at 0.5. The control purchase probability is increasing at a 

slower pace and may take a longer time to reach cut off purchase probability. But the 

treatment probability increased at a faster pace and reached purchase cut off probability 
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and made customer purchase twice during the time of study. The offers received by the 

customer are represented by black stars as shown in the legend. The stars plotted below 

the purchase probability cutoff line are unsuccessful offers and stars plotted above the 

purchase probability cutoff line are successful offers. The ratio of these two can be used 

to measure the efficiency of the campaign and it will be discussed in further section.  

Figure 13 shows the dynamic purchase probability of a never buying customer. Both 

control and treatment probability of the customer never reached purchase cutoff 

probability in spite of receiving multiple offers.  In this case, the vendor will lose the 

money he spent to send offers to this customer. 

 

Figure 13: Control and Treatment Probability trend of Never Buying Customer 

Figure 14 shows the dynamic purchase probability of an always buying customer. It can 

be observed that there is no significant difference between control probability and 

treatment probability. The change in the trends in the difference between these two 

probabilities is due to the dynamic effect caused by loyalty and addiction scores. The 

vendor can direct the advertising effort put on these customers to persuadable customers. 
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Figure 15 shows the dynamic purchase probability of an anti-persuadable customer. The 

control purchase probability of these customers is higher than the treatment purchase 

probability. The vendor is losing both advertisement effort and probable future purchases 

by targeting these customers. 

 

Figure 14: Control and Treatment Probability trend of Always Buying Customer 

 

Even though the model is behaving according to these control and treatment 

probabilities, the vendor will have access to only data related to offers sent to customers 

and purchases made by the customers. Only this data can be used to develop uplift models 

which will be used for targeting customers for further phases of direct marketing. A 

separate data frame is created for storing this data and it will be updated by the offers 

received and purchases made by the customers in each session. With time the size of the 

data frame will become very big and may require significantly large computational effort 

to build dynamic uplift model. At this stage, random sampling with higher weightage to 

recent instances can be used for reducing computational effort and time. 
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Figure 15: Control and Treatment Probability trend of Anti Persuadable 

Customer 

 

3.4 Multiple Treatment Scenario 

 The methodology explained in previous section can be extended to multiple 

treatment scenario. Based on the customer attributes, different customers will have 

different kind of effect with different treatments. Three treatment types (1,2,3) is 

considered in this model.  Static and dynamic purchase probability is calculated for each 

of these treatments. Customer attributes can have positive, neutral or negative impact on 

each of the treatment as explained in section 3.1. Similarly, these treatment probabilities 

will get impacted differently by dynamic attributes. Treatment-2 purchase probability can 

be more sensitive to addiction score than sensitivity of treatment-1 purchase probability. 

Figure 16 and Figure 17 show the dynamic purchase probability trend of two customers 

customer-20 and customer-14. In contrast to single treatment, in few cases, it may not be 

possible to unconditionally classify a customer as persuadable, anti-persuadable, always 

buying or never buying customer. But the following classifications can be made with 
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respect to a particular treatment. It can be observed from Figure 16 that customer-20 is 

persuadable with respect to treatment-1 and treatment-2 but anti persuadable with respect 

to treatment-3. It can also be observed that uplift due to treatment-1 is significantly higher 

than the uplift due to treatment-2. In Figure 17, customer-14 is persuadable only with 

treatment-2 but not with other two treatments. It can also be observed that customer-14 

is highly anti-persuadable with respect to treatment-3.  

 The objective of uplift modeling with multiple treatments is to map treatments to 

customers which can produce highest possible uplift in purchase probability. Different 

treatments will have different costs associated with them and this can make the model 

optimization as well as machine learning and inference problem. Selecting right treatment 

for the right customer at the right time will increase the efficiency of the marketing 

campaign and in turn increase the net revenue of the company. 

 

Figure 16: Dynamic Purchase Probability with multiple treatments (Customer-20) 
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Figure 17: Dynamic Purchase Probability with multiple treatments (Customer-14) 
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4. Dynamic Uplift Modeling  

4.1 Model Assumptions and methodology 

The objective of Static uplift modeling discussed in Chapter-2 is to identify which 

customers should be targeted by direct marketing. But the question dynamic uplift 

modeling answers is “Which customers should be targeted at what time by a direct 

marketing campaign”. With multiple available treatments, this question can be further 

modified as “Which customers should be targeted at what time by what direct marketing 

campaign”.  

 A few assumptions are made for facilitating the approach of dynamic uplift 

modeling. These assumptions are as follows 

i. The offers received by the customers at a certain time shows their impact only 

at that point of time and won’t be carried forward. 

ii. The retail company will have access to the static attributes of the customer but 

not to dynamic attributes of the customer. With time and data collected from 

previous marketing campaigns, the dynamic uplift model will learn these 

parameters. 

iii. The static control and treatment purchase probabilities are linearly dependent on 

the static customer attributes. But the dynamic control and treatment purchase 

probabilities are not necessarily linearly dependent on static customer attributes. 

Figure 18 shows the flow chart of methodology followed in dynamic uplift modeling for 

single treatment scenario. At each time step, customer data and campaign data are given 

as input to dynamic uplift model to predict pesuadable customers. A marketing offer will 

be sent to the customers predicted by the model. Response of these treated customers as 
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well as other customers will be recorded in the campiagn data base and used for 

improving the model in further time steps. While proceeding forward in time, the dynamic 

uplift model has to learn the secondary features of the customers which are dependent on 

static customer attributes. Dynamic uplift model will not have direct access to secondary 

features of the customers. Various uplift modeling approches like two model approach, 

additive model approach and unified modeling approach will be tried and evaluated for 

dynamic uplift model. To evaluate these models, metrics like total number of offers sent 

to customers, total number of successful offers, percentage of successful offers, and total 

purchases during the whole campaign period will be recorded.  

 

Figure 18: Dynamic Uplift model flow chart 
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4,4.2 Zero Treatment and Random Treatment Scenario 

To evaluate dynamic uplift models in further sections, two scenarios zero 

treatment and random treatment will be used as a bench mark. In zero treatment scenario, 

none of the offers will be sent to the customers and all the purchases will be control 

purchases. In random treatment scenario, offers will be sent to random fraction of 

customers at each marketing phase/ time step. While comparing a dynamic uplift model 

with random scenario, it is necessary to consider both cumulative number of purchases 

and cumulative number of offers sent to the customers. This is because in a customer 

group with significant number of persuadable customers, cumulative number of 

purchases will increase with increase in number of offers. This trend may not be 

monotonous in customer groups with significant number of anti- persuadable customers.  

Model is run for zero treatment scenario and random treatment scenarios with 

different depth of treatment. In this research depth of treatment is defined as the 

percentage of customers selected for direct marketing campaign. Table 2 shows the 

cumulative number of purchases achieved with increasing depth of treatment. 

Appropriate random treatment scenario will be used to evaluate the uplift model 

performance based on the cumulative number of offers sent.  

Depth of 

Treatment  
0% 2% 5% 10% 20% 30% 40% 50% 

Cumulative 

offers 
0 6,000 15,000 30,000 60,000 90,000 120,000 150,000 

Cumulative 

purchases  
4,632 4,994 5,187 5,361 5,558 5,648 5,715 5,741 

Table 2: No. of Cumulative purchases with increasing depth of treatment 
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Example: If a dynamic uplift model uses 6000 offers during the marketing period, 

it cumulative purchases will be compared with random treatment model with 2% depth 

of treatment (6000 cumulative offers). 

 

 

 

 

 

 

 

 

Figure 19: Cumulative Purchases with increasing depth of treatment per 

phase/time step (Random model) 

 

 

a 

b c 
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Base case 

without any 

treatment 

Base case with 

random treatment 

selection (20%) 

Cumulative No. of treatments 0 60,000 

Cumulative control Purchases 4,632 2,408 

Cumulative Treatment Purchases 0 3,150 

Total Purchases 4,632 5,558 

Table 3: Summary statistics of Zero Treatment and Random Treatment Scenario 

Figure 19a shows the trend in cumulative purchases by all the customers for 

different depths of treatment. It can be observed that increment in cumulative purchases 

decreases with increase in depth of treatment. Figure 19b shows increment in total 

purchases with increment in depth of treatment. 20% treatment depth appears to be 

optimum for random treatment case. Table 3 and Figure 19c shows longitudinal 

cumulative purchase trend for zero treatment as well as random 20% depth of treatment 

scenario.  

It can be observed that number of control purchases decreased but increment in 

the number of treatment purchases is higher than the decrement in number of control 

purchases. In the model defined, sending offers to the customers makes them purchase 

more number of products in a particular time period. As seen in Figure 12 by making 

customers select treatment purchases effectively, the purchase frequency of the customers 

is increasing. In this process a few treatment purchases will replace control purchases, 

but the overall number of purchases will increase over period of time. 
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4.3 Logistic Regression Uplift Model 

During the initial phase of the campaign, companies won’t have data about the 

purchase trends of the customers. Due to this they are forced to send offers to random 

customers while simultaneously collecting the purchase data. Even though the marketing 

campaign will not be efficient in this phase, data collected during this phase can be used 

for dynamic uplift modeling.  

Logistic regression model comes under additive model approach. Each instance 

of purchase by the customers both with and without promotional offer was recorded in 

the campaign data base. A single logistic regression model is built using customer 

attribute data and campaign data after each marketing phase. This model is used to predict 

the purchase probability of customers with and without treatment at different points of 

time. The probability of purchase without offer is subtracted from probability of purchase 

with offer to calculate uplift probability. Initially with limited data, dynamic uplift model 

will behave only as good as random model. But with increase in the number of instances 

in campaign data, uplift model will learn the trend in control, treatment as well as uplift 

probabilities.    

Figure 20 shows the dynamic probability plot using logistic uplift model (2% 

depth of treatment) to select customers for direct marketing at each stage. It can be 

observed that the model has selected customers only when there is significant difference 

between treatment probability and control probability. Even though the difference 

between treatment probability and control probability is changing dynamically based on 

the offers received and purchases made by the customers, the model has learnt the trend 

in the data and efficiently selected the persuadable customers. Figure 21 shows the 
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dynamic probability plot using logistic uplift model with 10% depth of treatment. It can 

be observed that as the depth of treatment increases, the model starts to select always 

buying customer instances along with that of persuadables.  

 

Figure 20: Dynamic Probability Trend with Logistic Uplift Model  

(2% depth of treatment) 

 

Figure 21: Dynamic Probability Trend with Logistic Uplift Model 

(10% depth of treatment) 
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Depth of Treatment per  

phase/ time step 
0% 2% 5% 10% 20% 50% 

Cumulative purchases at the end of 

marketing period (Logistic 

Regression Uplift model) 

4,632 5,173 5,455 5,663 5,763 5,686 

Table 4: No. of Cumulative Purchases with increasing depth of treatment. 

(Logistic Regression Uplift model) 

Table 4  shows the total number of cumulative purchases attained for different 

depths of treatment when logistic regression model is used for shortlisting customers to 

receive offers at each stage. Figure 22b  graphically depicts the cumulative number of 

purchases using random model and logistic regression uplift model. Cumulative number 

of purchases incresed intially with increase in the depth of treatment the trend reversed at 

higher depth of treatment (>40%). This reverse in trend could be due to including anti-

persuadables customers and also may be due to the negative effects of over advertizement 

on the customers. 

Figure 22a shows the change in cumulative purchases with varying depth of 

treatment using logistic regression uplift model. It can be observed that the optimum 

number of total cumulative purchases took place with 10% depth of treatment. Figure 

22c shows the longitudinal view of cumulative purchase trend for zero treatment, random 

treatment model and uplift model using logistic regression with 10% depth of treatment. 

The shaded area in the graph represents increment in cumulative purchases between zero 

treatment, random teatment (10%) and treatment based on logistic regression uplift 

model. 
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a 

b c 

Figure 22: Cumulative Purchases with increasing depth of treatment per 

phase/time step (Logistic Regression Uplift Model) 

b c 
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4.4 Decision Tree Uplift Model 

Decision tree uplift model comes under two model approach. In this approach two 

different decision trees will be used to predict control purchase probability and treatment 

purchase probability. The methodology followed for building decision trees is slightly 

different from logistic regression model. Customer instances having offer are separated 

into treatment dataset and similarly remaining customer instances are merged into control 

data set. Treatment purchase probability of new customer instances will be predicted from 

decision tree built from treatment data. Control purchase probability of new customer 

instances will be predicted from decision tree built from control data. Control purchase 

probability is subtracted from treatment purchase probability to estimate uplift probability 

based on two model decision tree approach. Figure 23 shows the dynamic probability 

plot using double decision tree model (2% depth of treatment) to select customers for 

direct marketing at each stage. With this plot customer selection for treatment looks 

similar to that of logistic regression but the efficiency with different depth of treatment 

may differ. 

 

Figure 23: Dynamic Probability Trend with Double Decision Tree Model 

(2% depth of treatment) 
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Depth of Treatment per  

phase/ time step 
0% 2% 5% 10% 20% 50% 

Cumulative purchases at the end of 

marketing period (Double Decision 

Tree Uplift model) 

4,632 4,860 4,946 5,123 5,217 5,521 

Table 5: No. of Cumulative Purchases with increasing depth of treatment. (Double 

Decision Tree Uplift model) 

Table 5 shows the total number of cumulative purchases attained for different 

depths of treatment when double decision tree  model is used for shortlisting customers 

to receive offers at each stage. Figure 24b graphically depicts the cumulative number of 

purchases using random model and double decision tree uplift model. The cumulative 

purchases for different depths of treatment using double decision tree model is 

surprisingly less than the random model. Even thought this type of observation is not 

practical, this could be due to improper regularization and decision tree pruning 

methodology followed.  

Figure 24a shows the change in  cumulative purchases with varying depth of 

treatment double decision tree uplift model. It can be observed that there is no clear cut 

inflextion point in contrast to the Logistic regression uplift model.  Figure 24c shows the 

longitudinal view of cumulative purchase trend for zero treatment, random treatment 

model and uplift model using double decision tree with 10% depth of treatment. It can be 

observed that the cumulative purchases using double decision tree uplift model is 

monotonically less than the random model. Decision tree purning is not used while 

building these control and treatment decision trees at each step considering the fact that 

model is not going to handle new customer data. This could be the reason behind poor 

performance of double decision tree uplift model. 
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Figure 24: Cumulative Purchases with increasing depth of treatment per phase/time 

step (Double Decision Tree Uplift Model) 
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4.5 Unified Uplift Model 

In unified modelling approach a decision tree is made on the basis of ∆∆ P. At 

each split, the decision tree will select those parameters for the split which will result in 

maximum difference of difference between percentage of observations belonging to 

control group and treatment group. The stopping conditions for the tree is a minimum 

value for ∆∆ P. The tree building will go on until the tree cannot find further splits which 

have ∆∆ P more than minimum ∆∆ P. Another stopping condition that can be imposed on 

the tree building process is minimum number of observations that can be present in a 

node. If a branch of the uplift tree reaches that limit the node will not be split further. 

 

Depth of Treatment per  

phase/ time step 
0% 2% 5% 10% 20% 50% 

Cumulative purchases at the end of 

marketing period (Unified Uplift 

model) 

4,632 5,438 5,642 5,728 5,745 5,755 

Table 6: No. of Cumulative Purchases with increasing depth of treatment. 

(Unified Uplift Model) 

 

Table 5 shows the total number of cumulative purchases attained for different 

depths of treatment when unified uplift  model is used for shortlisting customers to receive 

offers at each stage. Figure 25b graphically depicts the cumulative number of purchases 

using random model and unified uplift model. The cumulative purchases for different 

depths of treatment using unified uplift model is more than the random model. Figure 

25a shows the change in  cumulative purchases with varying depth of treatment for 

unified uplift model. Figure 25c shows the longitudinal view of cumulative purchase 
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trend for zero treatment, random treatment model and unified uplift model 10% depth of 

treatment.  
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Figure 25: Cumulative Purchases with increasing depth of treatment per phase/time 

step (Unified Uplift Model) 

c b 
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5. Summary and Conclusions  

The following study practically illustrates a methodology for extending the static 

uplift methodology to a dynamic scenario. In this study customer outcomes are a function 

of time as well as a few other dynamic attributes which are changing with time. Three 

different approaches used for static uplift modelling, two model approach, additive model 

approach and unified modelling approach are extended to dynamic uplift modeling. 

Figure 26 shows the total number of cumulative purchases achieved by using each kind 

of uplift model with varying depth of treatment. It can be observed from the plot that 

there is a very steep increase in the number of purchases with increase in depth of 

treatment for unified uplift model. This is due to the inherent tree building structure of 

the unified uplift model. The double decision tree model performed inferior to random 

model because of repeatedly targeting same group of customers.  

 

Figure 26: Comparison of three different approaches used in the study 
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The conclusions from this study are as follows 

1. Simulation studies helps in understanding the higher-level behavior of the system 

based on the behavior of individual entities. The methodology used in this study 

can be used by retail companies to match the customer purchase data available 

with them by tuning the hyper parameters. Further tuned model can be used to 

predict the future purchases. 

2. Dynamic Uplift modelling helps in targeting persuadable customers on time 

dependent basis. This methodology is an extension already available static uplift 

modeling approaches. In this study dynamic uplift modelling helps in increasing 

the total number of purchase in a fixed time period. 

3. Among the three methodologies used in this study, unified uplift methodology 

exhibited highest efficiency in achieving maximum purchases with minimum 

number of promotional offers.  

 

Future works in this area can concentrate on developing customized techniques for 

dynamic uplift modelling. Also, future works can concentrate on developing quantitative 

metrics for measuring the efficiency of dynamic uplift modelling. 
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Appendix A: Nomenclature 

𝜏𝑖 Uplift in Purchase Probability Rubin (1974) 

CATE Conditional Average Treatment Effect 

𝑁𝑎 Number of always buying customers in the study group 

𝑁𝑝 Number of Persuadable customers in the study group 

𝑁�̅� Number of Anti Persuadable customers in the study group 

𝑁�̅� Number of Never buying customers in the study group 

𝑐 Cost of Advertisement 

𝑁 Total Number of customers in the study group 

𝑟𝑢 Revenue from a normal sale 

𝑟𝑠 Net Revenue from a sale with promotional offer 

𝜏𝑟𝑒𝑣𝑒𝑛𝑢𝑒 Uplift in Revenue 

𝑃𝑇 Purchase probability with an offer 

𝑃𝐶  Purchase probability without offer 

𝑈[0, 𝑥) Uniform distribution with bounds 0 and x 

𝑁𝑇𝑅 Number of treatment instances in right child node 

𝑁𝑇𝐿 Number of treatment instances in left child node 

𝑁𝐶𝑅 Number of control instances in right child node 

𝑁𝐶𝐿 Number of control instances in left child node 

𝑆𝑆𝐸 Sum of squared error 

𝑈𝑅 Uplift in right child node 

𝑈𝐿 Uplift in left child node 

𝐾𝐿(𝑃: 𝑄) Kullback-Leibler divergence between two distributions 𝑃 and 𝑄 

𝐸(𝑃: 𝑄) Euclidian divergence between two distributions 𝑃 and 𝑄 

𝜒2(𝑃: 𝑄) Chi-square divergence between two distributions 𝑃 and 𝑄 

𝐷𝑔𝑎𝑖𝑛(𝐴) Increase in divergence based on split on predictor A 

𝐵 Number of trees in ensemble model 

𝜙 Feature space 

𝜙𝑙 Feature space of left split 
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𝜙𝑟 Feature space of right split 

𝐴𝑡, 𝐵𝑡, 𝐴𝑐, 𝐵𝑐 
Constants for converting addiction and loyalty scores into factors 

ranging between (0,1) 

M(i,j) Customer attributes Matrix 

Cj Control Weights Vector 

T(j,1) Treatment Weights Vector for Offer-1 

T(j,2) Treatment Weights Vector for Offer-2 

T(j,3) Treatment Weights Vector for Offer-3 

W(j,k) Control and Treatment Weights matrix 

SPO(i,1) Static Control Purchase Odds 

SPO(i,2) Static Treatment Purchase Odds for Offer-1 

SPO(i,3) Static Treatment Purchase Odds for Offer-2 

SPO(i,4) Static Treatment Purchase Odds for Offer-3 

SPP(i,1) Static Control Purchase Probability 

SPP(i,2) Static Treatment Purchase Probability 

LSi,t Loyalty Score of Customer i at time t 

ASi,t Addiction Score of Customer i at time t 

PCTi Purchase Cycle Time of Customer I 

TF Time Factor 

DCPi,t Dynamic Control Probability of Customer i at time t 

RPTi Recent Purchase Time of Customer i 

DTPi,t Dynamic Treatment Probability of Customer i at time t 

 


