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Abstract

G iv e n  their infrequent o ccu rren ce ,  superce l l  th u nd erstorm s p ro d u ce  an inordinate  

a m o u n t  o f  death  and d a m ag e .  .As a result, th e y  h ave  b een  s tud ied  in ten se ly  for the  past forty  

yea rs .  E ven  so . n u m erou s important q u e s t io n s  c o n c e r n in g  su p erce l ls  rem ain . O ne  such  

q u e s t io n  regards tornadoes and o b ser v a t io n s  o f  sup erce l ls  that appear to be s im ila r  but exh ib it  

very d if feren t  to m a d ic  behavior . R ece n t ly ,  a n a ly s e s  o f  data from  the \O R T E .X  project r e sea led  

that the  th erm od y n am ic  properties  o f  the rear flank dossndraft i R F D i  m ay d ic ta te  w hether  or not 

a su p erce l l  b e c o m e s  to m a d ic .  S in c e  h y d r o m e te o r s  are thought to be an im portant driv ing force  

for the  R E D . it is postu lated  that they m ay  be  important to  its th erm o d y n a m ic  properties and. 

p o s s ib ly ,  to  to m a d o g e n e s is .

T h e  role h o o k -e c h o  h y d ro m eteo rs  p lay  in driv ing  R F D s  is in v es t ig a ted  by est im at ing  

h o o k - e c h o  h yd rom eteor  tvp es  and a m o u n ts  from  p olarim etr ic  radar data an d  b \  using that 

in fo rm a tion  to  drive a re lat ive ly  s im p le  d o w n d r a ft  mvxlel. S o u n d in g s  for the indiv idual c a s e s  

are u sed  to initia lize  the d ow n draft  m o d e l  in order  to  rep licate  the env iron m en ts  o f  the storms as  

c l o s e l y  as  poss ib le .

S in c e  this effort and others  like it require the quan tita t ive  u ti l iza tion  o f  radar data, 

i s s u e s  perta in ing  to this are exp lored . O n e  c o m m o n  research n eed  is the e s t im a t io n  o f  radar 

data o n  a rectangular Cartesian grid. .An e x p lo r a t io n  o f  the c o o rd in a te  tran sform ation  equations  

re v e a ls  that the equ iva len t earth m o d e l ,  w h ic h  is c o m m o n ly  used  to c o m p u t e  the heights  o f  

radar data, is not needed. T h e  h e igh ts  o f  radar data can be e a s i ly  c o m p u te d  u s in g  c o m m o n ly  

a p p lie d  a ssu m p tio n s  w ithout resorting to the e q u iv a le n t  earth m o d e l .

M o re o v er ,  properties o f  a n e w  m e th o d  for e s t im a t in g  radar data  on  rectangular  

C artes ia n  grid are exp lored . T h is  m e th od ,  th e  ad ap tive  B arn es  (.A-B) s c h e m e ,  adapts to the

. \ i i



f o l lo w in g  ch aracter ist ics  o f  radar data; 1 1 the sp a c in g  o f  radar data d e p e n d s  on  d ir ec t io n  and 2) 

radar data  d en s ity  sys tem atica l ly  d e c r e a s e s  w ith  range. It is  found that the  A -B  s c h e m e  not only  

adapts to  th ese  ch aracter ist ics  and th u s  affords  the opportunity  to  retain m o re  in fo rm a tio n  w hen  

a n a ly z in g  radar data, but a lso  a v o id s  p hase  shifts  o f  input w a v e s  and o f fer s  a d v a n ta g es  for the 

p o s t -a n a ly s is  c o m p u ta t io n  o f  d er iva t iv es .  As is the c a se  with any o b je c t iv e  an a ly s is  technique,  

the A -B  s c h e m e  sh o u ld  b e  used w ith  care in order to av o id  m isin terpretations o f  analy s is  results.

T h e  study o f  the  .A-B s c h e m e  led to the d if f icu lt  problem  o f  r e sp on se  fu n c t io n s  for 

arbitrary w e ig h t  fu n c t io n s  and data  distributions. .A n o v e l  approach  to this p r o b le m  was  

dev ised ,  w ith  the principal result b e in g  that the local r e sp on se  function  for d is ta n ce  dependent  

w e ig h te d  a verag in g  s c h e m e s  is the c o m p le v  co n ju g a te  o f  the n orm alized  Fourier transform  o f  

the e f f e c t iv e  w e ig h t  function . T h is  result p rov id es  a fram ew ork  for efforts  like eva lu a t in g  

o b serv a t io n  netw ork  e f f ic a c y  and a p p ly in g  tfie resp o n se  funct ion  to filter d es ign  for irregularly 

sp aced  ob serva t ion s .

T h e  s im u la t io n s  o f  h y d rom eteor  driven  R F D s  show  that h y d ro m eteo r  f ie ld s  inferred  

from radar data are a b le  to drive s ign if ica nt  d ow n d rafts  without the in f lu en ce  o f  vertical 

perturbation pressure gradients .  M o r eo v er ,  they reveal that ab o v e  the boundary layer  supercell  

e n v ir o n m e n ts  are re lat ively  resistant to  d ow n drafts  w h ereas  w ithin the lx)undary layer  they are 

g en era lly  su pp o rt iv e  o f  d o w n d rafts .  It appears that in many supercel l  env iron m ents  relatively  

large hail (>1 c m  in d ia m eter )  or vertica l perturbation pressure gradients  may be n e e d e d  to drive  

d e e p  m id le v e l  d o w n d r a fts  that penetrate into  the boundary layer. B e c a u se  the b oundary  layer is 

an im portant d o w n draft  gen er a t io n /in ten s if ica t io n  layer, its profile appears to  be im portant to  

the sur face  R F D  f ) ,  d e f i c i t  and. c o n s e q u e n t ly ,  to  to m a d o g e n e s is .  T o  further e x a m i n e  these  

is su es ,  a n a ly s e s  using  id ea l iz ed  s o u n d in g s  that represent m ult ip le  p o s s ib le  R F D  en v ir o n m e n ts  

and a n a ly s e s  o f  the c o m p l e t e  set o f  \  O R T E X  c a s e s  are planned.
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Chapter 1: Introduction

Consiclcnng their infrequent iKcurrence. supercells '"  cause an inordinate 

amount o f  death and damage (Mol 1er et al. 1994). Often, supercells cause these through 

severe winds (tomadic or otherwise) and hail. Destructive supercell winds tend to 

produce both loss of life and property, while destructive supercell hailfalls typically 

result only in loss o f  property [hailfalls have, nevertheless, caused deaths (e.g.. Flora 

1956. 6-9)]. Supercell tlcoding may also cause loss of life and property. Herein the 

focus will be on se \e re  winds produced by supercells.

Past supercell events underscore their destructive potential. Tw o of the more 

deadly tornado outbreaks of the past 40 years, the Palm Sunday outbreak of 11-12 Apnl 

1965 and the Superoutbreak of .T4 Apnl 1974. both of which consisted of numerous 

supercells, resulted in 256 and 315 (tornado-related) deaths, respectively (Gra/ulis  

1993). Destructive supercell winds also cause a great deal of property damage. 

G ra/ulis  (2(K)I. p. 206) lists 16 I  S tornadoes that occurred in the past 104 years that 

caused > S200 million in damage each (values inllation adjusted to 1999). The most 

damaging in this list, the 3 M ay 1999 tornado that affected the Oklahoma City. 

Oklahoma, area, caused S I .2 billion in damage. These numbers are impressive

' Herein, a supereel I is def ined  as a eonsee t iv e  storm that has certain d is tinguishing eharaeteristies. The 
must p rom inent eharaeteristie .  a deep  isignificant traction o f  s to rm  depth), pers is ten t  (relative to the 
convective t im e  scale defined  hv the residence time ol an u(xlraft parcel)  m esocvclone . has been used in 
most recent defin it ions o f  supercells  (e g . Dosvvell and  Burgess 199.1). Other characteristics,  w hich  in 
this work are  not rigorouslv enforced, include the requirements that mesocyclones have  vertical vorticitv 
o f  at least 10 '  s ' and that the  updraft and  m esocvclone (vertical vorticitv ) are positively correlated (e.g.. 
D avies-Jones and  Brooks 199.1; .Moller et al. 1994).

It IS o f  historical interest to  note that the original use o f  the term  su p e rc e lf  hv B ro w n in g  11962) also 
indicated the persistence o f  storm characteristics. Originallv. how ever ,  the pers is tent features were the 
radar echo pattern  and the airtlow pattern, which was inferred partially from the  radar echo pattern 
(Brow ning and  Ludlam 1962).



consiclcnng that they concern  only indicidua! tomadcxrs and do not include losses from 

o ther  damaging tornadoes that occurred in the same outbreaks. Moreover, they only 

concern supercell tornadoes and do not consider supercell straight-lme wind events, the 

dam age from which is m uch tougher to quantify.'

Owing in part to the loss of life and property associated with them, supercells 

have been studied intensely for approximately the past 40 years (cf. Rotunno ( 1993) for 

a concise account of the history of supercell studies]. Even so, many scientific 

questions concerning supercells remain. Examples include: I) what are the

hydrom eteor structures (types and amounts) of hook echoes?, and 2) do hook-echo 

hydrometeors play a significant role in driving rear Hank dow ndrafts  in supercells? 

Both o f  these questions relate to se\ere  supercell w inds, w ith the latter having particular 

re le \ance  to tomadogenesis.

It IS believed that, ow ing  to recent developments in p o lan m etn c  weather radar 

technologies and applications (e.g., Doviak and Zmic 1993; S traka et al. 2(X)0), 

significant progress towards answ enng  these questions can be made at this time. Straka 

et al. (2(KK)) have provided a thorough review of the utilization o f  po lanm etnc  radar 

(PR) data for classification and quantification of bulk hydrom eteor fields. While 

difficulties and ambiguities certainly exist, the use o f  PR data in combination with 

physical insight (gained from previous observational and theoretical studies, cf. 

appendix  C) provides a valuable method for in fem ng  bulk hydrom cteor field 

charactenstics . Examples o f  successful applications of this technique (deemed so

T his  sta tem ent is based upon the fact that to quantity  this type o f  d am age  one n eed s  to first verify that a 
superce ll  caused  it. Since s t ra igh t- l ine  wind dam a g e  can result from  various fo rm s o f  convection .



through in situ venfication) include the studies o f  Bnngi et al. { I986a,b). Balaknshnan 

and Zm ic  (1990b). and Ramachandran et al. (1996). As indicated by Straka et al. 

(2(XX)), a fair amount of confidence may be placed in PR-based hydrometeor 

identifications while PR-based estimations of hydrometeor am ounts arc not as certain. 

(For more information concerning the classification and quantification of bulk 

hydrometeor fields using PR data, see appendices C and D).

The purpose of this study is to investigate hydrom eteor distnbutions in hook 

echoes o f  supercells and kinematic, dynamic, and therm odynam ics consequences 

thereof. Because these efforts require the quantitative utilization of radar data, aspects 

of this are intensively studied in chapter 2. The interaction o f  hydrometeors with rear 

flank downdrafts is then examined in chapter with a sum m ary concluding this work 

in chapter 4.

including squall lines, and  since supercells are not a lways easy  to identity (M olle r  et al. 1990; Doswell 
and B urgess  1993). this is not a simple task.



Chapter 2: Quantitative Utilization of Radar Data

2.1 Coordinate Transformation Equations for Weather Radars

2.1.1 Height and Great Circle Distance

The quantitative utilization of radar data often requires knowledge o f  the 

locations of radar data within the atmosphere. In this section the purpose is to 

determine the above ground level height c and great circle distance v (cf. Fig. 2.1 ) o f  a 

radar datum for radars for which the elevation ^  = 0^ is in a direction that is 

perpendicular to the line emanating from the center o f  the earth through the radar. This 

problem has been considered in detail by previous investigators (e.g.. Doviak and Zm ic 

1993. 14-28). A common approach to determining :  and .v is the use of the equivalent 

earth model, which is com posed of two components (Shelleng et al. 1933; Bean and 

Dutton 1966. 56-39; Doviak and Zmic 1993. 18-21). The first is the assumption that 

radar rays follow paths o f  constant curvature. This occurs under the following 

conditions (Doviak and Zm ic 1993. 18-21); I) temperature and humidity are 

hon /on ta lly  homogeneous (i.e.. the atmosphere is sphencally  strati lied). 2) refractive 

index n is smoothly changing [i.e.. within a wavelength the relative changes in 

refractivity N.  where N  ={n -  l )x lO '’. are small]. 3) z « a .  where a  is the radius of 

the earth, and 4) n is linearly dependent upon height. The second component is the 

transformation from the actual spatial configuration to one in which the ray path is 

straight, implying a "bending" o f  both the ray path and of the earth 's  surface (cf. Fig. 

2.1). In this spatial transformation the radius o f  a fictitious "equivalent" earth is



determined so that * and .v are essentially unchanged. With this model. Doviak and 

Zmic obtain the relations

:  = [r--h + / / , ) ■ + 2r( / : / r  + / /Jsin^^j ' - ( k ^ a )  (2.1)

and

rco sO
= (A://)sin ( 2 . 2 )

{k^a)+ .

where r is range, k,. is the constant in the equivalent earth model (usually it is assumed 

that ^ = 4 /3 ) .  and the situation where the (above ground level) antenna height /i,, is 

non/ero  has been incorporated.

.A fundamental assumption in the equivalent earth model is that radar rays 

follow paths of constant curv ature. It w ill be shown herein that with this assumption the 

height and great circle distance o f  a datum  can be determined directly, without drawing 

upon the equivalent-earth-model spatial transformation.

The problem is shown in Fig. 2.1. The assumption that radar rays follow paths 

of constant curvature implies that the curved ray path from R  to D  (from the radar 

location to the datum location) is an arc o f  a circle of radius r , . Doviak and Zm ic  obtain 

the approximate relation for this radius r ~ \ j { - i h i  d z ) . (The assumption that radar

rays follow paths of constant curvature, therefore, is consistent with the assumption that 

the refractive index is linearly dependent upon height.) Doviak and Zmic ( 1993. p. 21) 

indicate that a typical value of dn dz  is -  l /4 t / . so that r = 4u .

Armed with knowledge of r , . relations for :  and s in terms of radar-measurable 

parameters can be determined. The strategy for determining :  is to apply the law of



cosines to the triangle  ORD.  To execute this strategy, however, one needs both ;■ and r'. 

The \a lue  of r' can be obtained by noting, from the circle sector O'RD.  that /? = r /2 r  . 

With this.

r ' = 2 r  s in ( r /2 r  ). (2.3)

The value of ;• can  be determined by noting that the angle between O R  and Rl  is 

; r /2  + 0  and thus that y  = n / 2  0  -  S . From the tnangle w ith vertices at O'. R. and

the mid-point o f  the line R D  and the fact that O'R and RI  are perpendicular. 

S  = P  -  r j2 r  . Thus, y  -  nj2->r 0  -  r / 2 r  and application o f  the law o f  cosines to the 

triangle ORD  results  in

:  -  [ r '  + {cl + //, )■ + 2r'{a + )sin(f? -  r / 2 r  )j -  <i. ( 2.4a)

with r' given by (2.3 ).

Equation (2.4a) can be simplified by noting that because r / 2 r  = r/8<; is ver> 

small for typical w eather radar applications ( r  < -  .3(K) km ). sin(r/2;; ) = r / 2 r  and 

r = r . With this sim plitication. (2.4a) is

r  = [ r ' + (u + / i , J ' - r  2 r (u  + /i, )sm(fy - /-/2r )j - a .  (2.4b)

By expanding sin(6? -  r / 2 r  ) = s in6?cos(r /2r  ) - c o s 6 ? s in ( r /2 r  ) and by making the 

approximations c o s ( r /2 r  )= 1 and s in ( r /2 r  )=  r j2 r  . (2.4b) becomes

-t-(u-I-/i, )• +2r{ci + h J
(

s i n O  cos 6/

I ;

— cl. (2 .4c)

Height values with /i, = 0 k m . u = 6370 k m . r  = 4 a .  and -  4 /3  (consistent 

with the assum ption  r  = 4u ) have been computed using (2.1) and  (2.4a-c).



Compansons for an altitude o f  approximately 20 km (not less than 20 km according to 

(2.4a)j and for different elevations are provided in Fig. 2.2. The altitude of 20 km was 

chosen since this is approximately the highest altitude of interest in weather-radar 

applications and since differences (at a fixed elevation) between the vanous height 

formulations increase with increasing altitude (range). As shown in Fig. 2.2. the 

differences between (2.1 ) and (2.4a) range from +8.8 m at 0.0 elevation to +0.004 m at 

90.0 elevation. Differences between (2.4b) and (2.4a) range from +1.03 m at 0.0 

elevation to +0.001 m at 90.0 elevation; differences between (2.4c) and (2.4a) range 

from +0.88 m at 0.0 e le \a tion  to +0.004 m at 90.0 elevation. The new height 

formulation (2.4a). therefore, agrees very closely with the standard formulation (2.1) 

and (2.4b) and (2.4c) are very good approximations to (2.4a).

The value of used in the above calculations was varied in order to determine

if the standard (2.1) and new (2.4a) formulations could be brought into perfect 

agreement. The attempt was unsuccessful. These two formulations are very nearly, but 

not exactly, equivalent.

Removal of the r j l r  term from (2.4b) or the r / 2 r  cosf? term from (2.4c) 

results in the relation one would obtain if it were assumed that the ray-path is straight 

(and thus that the atmosphere is non-refractive). The r '  and r j l r  terms in (2.4a) and

the r j l r  terms in (2.4b.c). therefore, incorporate height corrections owing to 

a tm osphère  refractivity.

At the beginning of this investigation four conditions were established in order 

to facilitate height determination. The first of  these conditions results in no refraction



of radar rays when 0  = ± 9 0 .0 " .  When 0  -  ± 9 0 .0 ' .  then, the geometry pictured in Fig.

2.1 breaks down and the radar ray does not travel in a path o f  constant curvature, it 

travels in a straight line. In that situation, when f? = + 9 0 .0 ' .  .* = /», + r . and when

0  -  - 9 0 .0 " .  :  = /i -  r . Equations (2.1) and (2.4c) produce these results while (2.4a.b)

do not. Thus. (2.4c) may he preferable to (2.4a.b) because it produces the correct 

results when 0  -  ± 9 0 .0 ' .

A relation for ,v can be obtained by applying the law of sines to the RD  and OD  

sides of triangle ORD.  The result is

V = il sin
r'cos(fy -  r 2r )

il + :
(2.5a)

With the approximation /  = r . this becomes

11 /"cos((9 -  r  2 r  )
V = </ sin

i l  + :
(2.5b)

Another relation lor v results from an application of the law of cosines to the tnangle 

ORD.  with the result

.V = a cos
(t< + /i )' i- (t/ -t -  r'- 

2 { i i  +  h j ( i i  +  : )
(2.5c)

The approximation /  = r applied to (2.5c) produces

.V = a cos
(f/ + / t j '  +(w + : ) '  -  r'- 

2{ii + h J { a  + :)
(2.5d)

Values o f  v have been computed using (2.2) [with :  com puted using (2.1 )|. 

(2.5a) [with :  computed using (2.4a)|. (2.5b) [with :  computed using (2.4b)|. and (2.5d) 

[with :  computed using (2.4c)[. [.Note that (2.5a.c) are exact solutions and produce



equivalent results for elevations from -Æ /2  + r / 2 r  to Æ/2 + r / 2 r  . Equations (2.5a.c)

do  not agree for elevations greater than ;t’/ 2 +  r / 2 r  and less than - ; r / 2 - i - r / 2 r

because the cost)  function in the numerator of (2.5a.b) becomes negative in these 

regions. This results in .v values computed using (2.5a.b) being negative for elevations 

grea ter  than ;r /2  + r / 2 r  and less than - r r / 1  + r (2 r  .] T he  a. r, . and k, values that

w ere used are the same as those used in the height tests. Differences between (2.2). 

(2 .5h.d) and (2.5a.c) are plotted in Fig. 2.3 as a function o f  elevation for an altitude of 

~2() km (not less than 20 km according to (2.4a)]. As with the height formulations, 

d ittc rences . at a ti.xed elevation, between the great circle d istance formulations increase 

with increasing altitude (range). In contrast with the respective height formulations, the 

s tandard  (2.2) and new (2.3a.c) formulations differ by what may be considered to be a 

significant amount for some elevations. As shown in Fig. 2.3. at an altitude of -2 0  km 

the difference between (2.2) and (2.5a.c) ranges trom +152.7  m at 0.0 elevation to -

12.22 m at 90.0 elevation. For elevations greater than about 8.5 (and an altitude of 

- 2 0  km), the magnitude of the difference between (2.2) and  (2.5a.c) is less than about 

50 m. Differences between (2.5b.d) and (2.5a.c). on the o ther  hand, are much smaller. 

As show n in Fig. 2.3. differences between (2.5b) and (2.5a.c) range from +12.77 m at 

0 .0  elevation to +4.88x10 m at 90.0 elevation. T he  corresponding differences 

betw een (2.5d) and (2.5a.c) are +12.78 m and -12 .22  m. T he  new great circle distance 

form ulation (2.5a.c). therefore, contains some significant differences relative to the 

standard  formulation (2.2). These differences are reflected in the appro.ximations 

(2 .5b .d) since they are close approximations to (2.5a.c).



As with the height formulations, the r '  and r jZ r  terms in (2.5a). the r / 2 r  term

in (2.5b). and the r'  term in (2.5c) incorporate corrections owing to alm osphenc 

refractivity. The approximation (2.5d) does not contain any refraction-correction terms. 

While this approximation performs well without any o f  these correction terms, ignoring 

these terms in (2.5a) [i.e.. approximating r'cos(6/ -  r / 2 r  ) as rco sO  | dix:s not result in

as accurate of an approximation. Differences between (2.5a) [with :  from (2.4a)j and 

(2.5a) with refraction-correction terms ignored [with r  from (2.4a)j. for an altitude of 

- 2 0  km. range from + 5 1.45 m at 0.0 elevation to -81 .5  m at 2.5 elevation to -10.01 m 

at 55.0 e le \a t ion  to -12 .22  m at 90.0 elevation.

The no-rcfraction condition when f̂  = ± 9 0 .0 '  requires that .s is zero. Equations 

(2.2) and (2.5d) [when :  is calculated using (2.4c)| satisfy this requirement while (2.5a- 

c) do not. The coordinate-transformation equations (2.4c) and (2.5d). therefore, are 

arguabi) the most useful because of their satisfaction o f  the no-refraction condition 

when 0  = ± 90 .0  and because of their close adherence to the exact constant-cur\a ture  

solutions.

It IS noted that s can be determined directly from radar-measurable parameters 

w ithout computing -. From the law o f  sines applied to the sides OR  and RD  of  tnangle 

O R D  [the angle at D is T t j l -  [sju + 0  -  r / 2 r  ) j.

r"cos(^  -  r 2r )
.V = II  tan

a + /;, -t- / s i n ( ^  -  r 2r  )
(2.6a)

1 0



By expanding cos(^  -  r / 2 r  ) - c o s O c Q s { r / 2 r  ) + s in6?sin(r /2r  ) = cosO -t- ( r /2 r  )sin6?. 

ignonng ( r /2 r  )sin(9 relative to eos6?. and applying the approximation r = r . (2.6a) 

becomes

rcos^?
■V = a tan ' (2.6b)

a + /j, + rsin(6? -  r 2r  )_

W hile (2.6b) satisfies the no-refraction condition when ?̂ = ± 9 0 .0 “ , it is not a very 

good approximation to (2.5a.c) and (2.6a). with difference values for an altitude of - 2 0  

km that are very close to those that result from approximating the r'cos((^ -  r j2 r  ) in

(2.5a) as r c o s O . Ignonng the r / 2 r  term in (2.6b) results in a much worse

approximation to (2.5a,c) and (2.6a) at low elevations.

Shelleng et al. ( 1935). who apparently advanced the use of the equivalent earth 

model (Bean and Dutton 1966. p. 56). indicate that the spatial transformation utilized in 

the equivalent earth model results in negligibly small errors. The agreement between 

(2.1 ) and (2.4a-c) and (2.2) and (2.5a-d) further confirms their conclusion. Moreover, 

the agreement between (2.1) and (2.4a-c) and (2.2) and (2.5a-d) validates the relations 

obtained herein since the equivalent earth model relations perform well under standard 

refractive conditions (Doviak and Zm ic 1993. p. 23). It may be argued, however, that 

(2.4a-c). (2.5a-d). and (2.6a-b) are preferable to (2.1) and (2.2) since they do not require 

the slightly imperfect spatial transformation utilized in the equivalent earth model and 

since they are less complicated conceptually.

It is of interest to compare results obtained using (2.4c) to those obtained using

:  = /i. + rsxnO  (2.7)
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and

r ' c o s ' O
z = /i -hrs \nO + ------------------------. ( 2 . 8 )

2(k,.a)

Equation (2.7) results from assuming that the earth is tlat and that the atmosphere is 

hom ogeneous (non-refractive). while (2.8) is a slight modification (/;,, has been 

incorporated) of an approximation obtained by Bent et al. (1950). [To obtain (2.8). 

Bent et al. (1950) utilized the equivalent earth model and made several simplifying 

assumptions.) Differences between (2.4c) and (2.7) are shown in Fig. 2.4a. Except for 

low (<  15^ ) elevations and moderate to large ( > 6 0  km ) ranges, these differences are 

relatively small. .At 0  -  0 " .  the no-refraction. Ilat-earth model (2.7) provides unsavory 

results since it indicates that data at this elevation are located at ground level. With the 

assumed standard refractive conditions, however, the curvature of the ea r th ’s surface 

results in data with = 0" being located above ground level. On the contrary. (2.8) 

correctly indicates that data collected at = O' are located above the earth 's  surface. In 

fact. (2.8) provides a very good approximation to (2.4c) (Fig. 2.4b). F-igure 2.4b. in 

addition to illustrating the adequacy o f  (2.8). seem s to provide a clue concerning the 

ongin  o f  the slight differences between (2.8) and (2.4c). Because the differences at 

:  = 20 km between (2.1 ) and (2.4c) (Fig. 2.2) and (2.8) and (2.4c) (Fig. 2.4b) are so 

similar, it appears as if the :  < 20 km differences in Fig. 2.4b result primarily from the 

use. in (2.8). o f  the equivalent earth model spatial transformation [and not from the 

o ther approximations applied to obtain (2.8)]. In any case, it is apparent that for 

troposphenc data ( :  < 20 km ). (2.8) is an accurate approximation of (2.4c) [and ( 2 .1 )].



w hereas  (2.7) provides less palatable results, especially at low elevations and moderate 

to large ranges.
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FKï. 2 .1 . Illustration o f  the  height r and g rea t-e ire le d is ta n c e  \  
determ in at ion  p rob lem  for a ray propagating  in an a tm o sp h e re  in w h ic h  
the r e fr a c t i \e  in d ex  n  d e c r e a s e s  linearly w ith  height. In th is s i tuation  the  
ray f o l lo w s  a path o f  co n s ta n t  curvature w ith  a radius o f  curvature  r  . R  

d e n o te s  the radar locat ion . I i , :  is the (radar) antenna he igh t ,  r  is the (s lan t)  
range. D  d e n o te s  the d atu m  locat ion ,  r '  is the length  o f  the chord  R D .  R I  

d e n o te s  the ray path in a h o m o g e n e o u s  (n o n -re frac t iv e )  a tm o sp h er e ,  y is 
the a n g le  b e tw e e n  the lines O R  and R D .  c> is the an g le  b e tw e e n  the l ines  
R D  and R I .  D '  d e n o te s  the p roject ion  o f  the d a tu m  lo ca t io n  to  the ea r th ’s 
surface ,  a  is the radius o f  th e  earth. O  d e n o te s  the c en ter  o f  the earth. O '  

d e n o te s  the  cen ter  o f  the c ir c le  that co n ta in s  the arc R D .  and is h a l f  o f  
the an g le  b e tw e e n  O  R  and O ' D .  For il lustration p u rp oses ,  features like  
antenna he ight //„ and the re lative  curvatures o f  the Earth’s surface  and o f  
the arc R D  are not draw n to sca le .
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c o m p u t e d  u s in g  (2 .4 b ) .  and in (2 .5 d )  ;  w a s  c o m p u t e d  u s in g  ( 2 .4 c i .  T h e  param eter va lu es  

are // ,  = 0  k m  . </ = 6 3 7 0 k m .  r  = 4 u  . and = 4 / 3 .
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F l(i .  2 .4 .  la )  D if f e r e n c e s  b e tw ee n  :  va lu es  (k m )  ob ta in ed  u s in g  the no-refraction . Ilat-earth  
jN R .F H ; Eq. i 2 . 7 ) |  and the con stan t curvature, spherical earth, d irect  so lu t io n  | ( ' ( ' .S E .D S ;  Eq. 
( 2 . 4 c ) |  m tx le ls  as a function  o f  range and e leva t ion ,  lb )  D i f f e r e n c e s  b e tw e e n  v a lu es  (km )  
ob ta in ed  u s in g  the con stan t curvature, spherical eq u iv a le n t  earth, approxim ate  so lu tion  
|C ( ' .S E E . . \ .S ;  Eq. (2 .S ) |  and the constant curvature, spherica l earth, d irect so lu tion  [C C .S E .D S :  
Eq. (2  4 c ) |  m o d e l s  as a funct ion  o f  range and e lev a t io n .  In both  (a )  and lb )  p os i t ive  co ntou rs  
are in d icated  by so l id  l ines,  n egative  co n to u rs  are in d ica ted  by d a sh e d  lines.  :  -  2 0  km

[c a lcu la te d  u s in g  ( 2 .4 c ) |  is ind icated  by the d o tted  line, th e  an tenn a  h e ig h t  is // , =().() k m .  the

earth radius is a  = 6 3 7 0 . 0  k m .  the ray radius o f  curvature is  r  =  4 < / . and the eq u iv a len t  earth

radius u = k ^ a  is = (4 /3 )< r .
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2.1.2 Radar to Spherical Curvilinear Coordinates

When converting from the radar coordinate system to an ( v. \ - t y p e  of 

coordinate system, the Hat-earth" approximation is often used to determine v and y. In 

this situation v and y are given by

v = v s i n c ?  (2.9)

and

y = \cos  0 .  (2.10)

where c>is a /im uth . In the tlat-earth approximation the earth 's  surface is treated as a 

plane (cf. Ayres 1954. p. 189). While this approximation may not generally result in 

egregious errors when working with radar data, errors could be significant for certain 

applications (e.g.. relating earth-relative features (hailswaths. tornado damage paths, 

etc.) to storm structure). .Moreover, it is of interest to explore the results o f  using a 

more contem porary model (sphencal instead of flat) for the earth’s shape.

The goal is to determine v. \ . and :  using r .  o .  f). a .  radar latitude < p , . and radar

longitude . Relations for r (and ,v) have been provided in the previous section. In the

following it will be assumed that the azimuth 0 - 0 °  and elevation 0 - 0 °  corresponds 

to the -f-y-direction (north), the +.r-direction is to the east, and positive rotation in r . O  

and r . O  surfaces is clockwise and towards the zenith, respectively.

In the coordinate system typically used in meteorology, x  represents the distance 

along latitude circles and y represents the distance along meridians (Dutton 1995. p. 

230). With these conventions, the problem of determining .v and y on a spherical earth
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is illustrated in Fig. 2.5. Because the arcs RP„. P„D\  and D'R  in Fig. 2.5 arc all arcs of 

great circles. RP^D'  is a sphencal tnangle (Ayres 1954, p. 147). Note that RD'E  is not a 

spherical tnangle  because ER  is an arc of a small circle instead of a great circle (Ayres 

1954, p. 147). As is customary in spherical trigonometry, both the angles and the sides 

o f  the sphencal tnangle  RP„D’ are e.xpressed in angular measure (Ayres 1954, 148-149).

Three elements of RP„D'. the verte.x 0 a n d  the two sides and s j a , are

known. As will be subsequently shown, knowledge o f  P^ and r t j l  allows one to

determine .v, .v', and y (since the north pole P„ is at one of the vertices of the sphencal 

tnang le  RP„D'  the symbol P„ is used to represent the sphencal angle at that \ertex  ). 

From the law o f  cosines for sides for oblique spherical tnangles (.Ayres 1954, p. 168)

n / l - ç .  = cos '[cos(/r/2 -  ^ Jco s ( .v /u )  +sin(-'r/2 -  (9, )sin(.v/c/)cosc)j. (2.11) 

With know ledge of ï ï /Z  -  (p̂  one can determine P„ using the law o f  sines for oblique 

sphencal tnangles (Ayres 1954, p. 168);

[ s in ( /r  2 - ^ J
( 2 . 1 2 )

Now that P„ and njZ-(p^^  are known, .v, .v', and y can be determined. The 

simplest value to determine is v. Because

y = - ( p , )  = a[nlZ  - ( p ^ -  k / 2  - ( p , ) \ ,  (2.13)

y = a{7tjZ -  (p̂  -  cos '[cos(;r/2 -  cp̂  )cos(.\/u) + sin(;r/2  -  <p̂  ) s in ( . \ /u )c o s 0 | | . (2 .14) 

where (2.11 ) has been utilized.

To determine .v and .v', consider Fig. 2.6, in which the situation pictured in Fig. 

2.5 is redrawn. By definition, the sphencal angle P„ is measured by the angle at O,
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w hich equals the angles at Ok and On  (Ayres 1954. p. 147). With this equivalence it is 

apparent that x - R ^ P ^  and x ' - R ^ P , , .  Expressions tor and R^ are readily 

ascertained by considenng Fig. 2.7. which is drawn in the plane defined by the points 

O. O k. and E. From Fig. 2.7. /?, = ucos(y), ) and. analogously. /?, = u c o s ( ^ ,  ). The 

relations for .v and .v'. therefore, are

sin(.v a )
X = aœs( (p  )P̂  = aco^{(p^ )sin '

sin(.7r 2 -  (pi
sinO (2.15)

and

.v'= (/cos(<(’ , )/ ,̂ = (iCos(<(5, )sin ' I — — - s i n0  !.  (2.16)
[s in lÆ 2 - 49J  j

where (2.12) has been utilized.

It IS useful to recognize that from the above information both / i , . the longitude 

ot the datum, and can be determined. The relatively trivial relations are

X, = /i. + a  (2. 17)

and

= / r / l - ( ; r / 2 - ( p J .  (2.18)

where the term in parentheses on the rhs of (2.18) is available from (2 .1 1 ).

At this point it is appropriate to consider the possible dependencies o f  (2 .1 1 )- 

(2.18) upon the azimuthal quadrant of the datum. (In Fig. 2.5 the case for quadrant I is 

considered. Quadrants I, 2. 3. and 4 are to the northeast, southeast, southwest, and 

northwest, respectfully, of the radar location.) A simple check of the different 

quadrants  indicates that (2 .11). (2.13). (2.14). and (2.18) hold regardless of the quadrant
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of 0. The relation for P„ is more complicated. Determination o f  the relation for P„ for 

azimuthal quadrants 3 and 4 indicates that for these azimuthal quadrants a negative sign 

should precede both the right-hand sides of (2.12). (2.15). and (2.16) and the P„ term in 

(2.17). It turns out. however, that this negative sign serves to keep P„ nonnegative in 

these quadrants. [In sphencal tngonom etry both the angles and the sides arc considered 

to be nonnegative (.A,yres 1954, p. 146)j. Because in the third and fourth azimuthal 

quadrants /i. < . a negative P„ value is appropnate for the coordinate system  used

herein. Consequently. (2.11 )-(2.18) hold regardless of the azimuthal quadrant.

com panson o f  results obtained using the tlat earth |(2.9)-(2.1())1 and the 

sphencal earth [(2.16) and (2.13)| appro.ximaiions. with and :  calculated using (2.5d) 

and (2.4cI. respectively, is provided m Fig. 2.8. In this figure differences are plotted as 

a function of r and 0. v^hich have been conserted into polar v and y coordinates, and at 

an elevation of 0 - 5 . 0 ' .  Because differences at a constant range increase with 

decreasing elevation (increasing .s). the differences in Fig. 2.8 are indicative of the 

largest differences between the flat earth and sphencal earth models. As is apparent in 

Fig. 2.8a. (2.9) closely approximates (2.16). M axim um  differences at r = 2(X) km are 

-0 .0 1 6  km. Figure 2.8b. however, indicates that (2.10) is not as good of an 

approximation to (2.13). M aximum differences at r  = 200 km are -2.21 km. while at 

ranges of 25. 50. 100. and 150 km the maximum differences are approximately 0.037.

0.143. 0.559. and 1.25 km. respectively. [The difference of 0.143 km at r  = 50 km 

corresponds roughly to the length of a city block (0.134 km) and is nearly equal to the 

magnitude of the difference between (2.4c) and (2.7) at this range and elevation). For

21



some applications, like relating earth-relative features (hailswaths. tornado damage 

paths, etc.) to storm structure, differences of this magnitude may be important. For 

typical weather radars with be imwidths of -  1.0° . however, these differences constitute 

a fraction of the beamw idth and thus are not expected to he of significant consequence.

The differences in Fig. 2.8b. which are symm ctnc about the meridian of the 

radar, increase with range (and .v). and are largest for the 90" and 270" azimuths, provide 

clues concerning their pnncipal cause. From this pattern, it appears as if the differences 

in Fig. 2.8b may anse  prim anly  from the effect illustrated in Fig 2.9. As is shown in 

Fig. 2.9b. latitude lines on the earth 's  surface c u r \e  toward the north pole. In the 

sphencal cur\ ilinear coordinate system, this results in data w ith /. t- z. having v values 

that are smaller than in the rectangular Cartesian case (Fig. 2.9a). Because this effect is 

sym m etnc about the meridian of the radar, increases with range, and should be largest 

for the 90" and 270" azimuths, it appears to explain the difference pattern in Fig. 2.8b.
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FlCi. 2 .5. T h e  p r o b le m  o t  d eterm in in g  the  i.  i ' .  and v o f  a radar datu m ,  
on a s p h e r ic a l  earth, g iv e n  the datum 's  great c irc le  d is ta n c e  v and a / im u th  

0 .  the la t i tu d e  an d  lon g itu d e  ot  the radar ç ,  and /!, . a n d  the radius ot the  

earth a .  T h e  var iab le  i is the d is tance from  the m er id ian  o f  the radar to  

the m erid ian  o f  the  d a tu m  a lon g  the latitude c irc le  o f  th e  radar, v is the  
d is ta n ce  f r o m  the  m erid ian  o f  the radar to  the m erid ian  o f  the d a tu m  a lo n g  
the latitude c i r c l e  o f  the datum , and v is  the d is tan ce  fr o m  the la t itude o f  
the radar to  th e  latitude o f  the datum . Radar lo c a t io n  is d e n o te d  by 

R ( < p , . À ,  ) .  P „  in d ica tes  the  north p o le .  D '  indicates  th e  p ro jec t ion  o f  the 

d a tu m  l o c a t io n  to the su rface  o f  the earth. P  in d ica tes  th e  in tersec t ion  o f  

the  m erid ian  o f  the  d a tu m  w ith  the latitude c irc le  o f  th e  radar, an d  ( p ^  is 

the  latitude o f  the  datum .
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FiCi. 2 .0. T h e  p rob lem  o f  d e term in in g  the  i and i'  o f  a radar datum, on  

a spherical earth, g iv e n  P , .  T h e  s y m b o l  .1 indicates  the in tersection  o f  
the meridian o f  the radar w ith  the equator .  B  is the in tersec t ion  o f  the  
m eridian  o f  the d atu m  w ith  the equator. ( )  is the c e n te r  o f  the earth. 

R ( ( P , . À ,  ) is the radar lo ca t io n .  P  is the intersection  o f  th e  meridian o f  

the datum  w ith  the latitude c irc le  o f  the radar. O k  is the in tersection  o f  
the plane a sso c ia ted  w ith  the radar lat itude c irc le  w ith  th e  a x is  o f  the  
earth. D '  is the p roject ion  o f  the d a tu m  locat ion  to the  su rface  o f  the  
earth. O n  is the in tersection  o f  the p lan e  asso c ia ted  w ith  the datu m  

latitude c irc le  w ith the a x is  o f  the earth. P „  is the north p o le .  /?, is the  

radius o f  the radar latitude c irc le ,  and /?, is the radius o f  the datu m  

latitude circ le .
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FIG. 2.7. T h e  p lane that in c lu d es  the c e n te r  o f  
the earth O .  O n  (the in tersection  o f  th e  p lane  
a ssoc ia ted  w ith  the radar latitude c ir c le  with  
the ax is  o f  the earth), and E  ( the  in tersec t ion  o f  
the meridian o f  the datum  w ith  the lat itude  

circ le  o f  the radar). P., is the north p o le .  /?, is 

the radius o f  the radar latitude c irc le ,  a  is the  

radius o f  the earth, and ( p ,  is  the radar latitude.
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; a  )

FIG. 2.8. (a) Differences between v values (km) obtained using the flat earth (PE. Eq. (2.9)| and 
the spherical earth |SE. Eq. (2 .16)| approximations as a function of azimuth and range, (b) 
Differences between v values obtained using the tlat earth [FE. Eq. (2.10)1 and the spherical 
earth |SE. Eq. (2 .13)| approximations as a function of azimuth and range. In both (a) and (b) .v 
was computed using (2.5d) [with :  from (2.4c)|. azimuth and range have been converted into 
polar . V  and y  values, positive contours are indicated by solid lines, negative contours are 
indicated by dashed lines, the elevation is 0  = 5.(F . the radar longitude and latitude are 

) = (-97.81°. 35.48°). the antenna height is //,,=().() k m . the earth radius is 
a = 6370.0 km . and the ray radius of curvature is r = 4</.
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FiCi. 2 .9 .  H orizonta l  su rfaces  in l a i  a r ec ta n gu la r  C artesian  co ord in a te  s \ s t e m  and (b i  a 
spherica l c u rv il in ea r  coord in a te  sy s te m  ( e . g . .  the ear th ’s surface).  R  ind ica tes  the radar 

locat ion .  [ ) '  is the p roject ion  o f  a datum  liK a t io n  to the surface .  £) is az im u th .  À  is lon g itu d e  

( z .  is the  radar lon g itu d e) ,  and ( f l  is latitude ( is the d a tu m  latitude). T h e  arrosss indicate  

the p r o jec t io n  o f  a radar b ea m  w ith  0  -  ; r /2  o n t o  the su rface  and the d a sh e d  arc in b ind icates  

the lat itude c ir c le  o f  the datum .

27



2.1.3 Spherical Curvilinear to Radar Coordinates

W ith the { r . û . O ) - ^ ( . \ . y , z )  transformation relations established, it is prudent to 

investigate the ( . v .y . r ) ^ ( r .o .^ ? )  transformation. In this case P„ and / r / 2 - ( p ,  are 

easily ascertained from v o r .v' and y:

ï ï l 2 -(p^ ,  = n jZ -< p ,  -  y l i i  (2.19)

and

a  = — ( : : ( ) )
a cos( <p, )

or

P. - —
ucos((0,, )

At this point the vertex P„ and the sides n j Z -  (p, and rrjZ -  (p, of  the sphencal tnangle

pictured in Fig. 2.5 are known. From the law of cosines for sides for oblique sphencal 

tnangles (Ayres 1954. p. 168).

.s/u = COS ‘[cos(;r/2 -  <p̂ )cos(;r/2  -  <p̂, ) + sin(./r/2 -  (p, )sin(;r/2 -  ç ,  )cos(/^ )|.(2.22) 

From the law o f  sines for oblique sphencal tnangles (Ayres 1954, p. 168).

s in ( /^ ,  ) s in (Æ  2  -  < p ^
d„„ =sin (2.23)

sin(.v Cl)

where this azimuthal value is labeled as ( (^-intermediate) because this azimuthal 

value will oftentimes be located in the incorrect quadrant. Information concerning the 

quadrant o f  a datum is needed to determine its p.
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Because o f  the nature of the sphencal curvilinear coordinate system, 

determining the azimuthal quadrant of a datum is more complicated than in the case of 

plane-tngonometry. Specifically, determining whether a datum is in either quadrant 

two or three is more complicated than in the plane-tngonometry case. One cannot 

simply use the test y < 0  as in plane tngonometry. The reason for this complication is 

illustrated in Fig. 2.9. In the case of a Cartesian coordinate system (Fig. 2.9a) the 

projection of the o  = Æ/2 radar beam coincides with the -i-.i-direction. For the 

coordinate system used herein (Fig. 2.9b). however, the projection of the 0 = Æ/2 radar 

beam coincides w ith the -t-.v-direction only at the location of the radar R. This results in 

negative y-values for data at azimuths s ligh th  less than and equal to /r/2  and for data at 

azim uths slightly greater than and equal to }/r/2.  Consequently, the test v < 0  would 

incorrectly place some points that are in quadrants one and four into quadrants two and 

three, respectively.

T h e  y - \ a l u e  v, that d i v i d e s  a z im u t h a l  q u a d r a n ts  o n e  a n d  t w o  a n d  th ree  a n d  fo u r  

IS n e e d e d .  It c a n  b e  d e t e r m i n e d  u s i n g  ( 2 . 1 4 )  w ith o  = rtj2  o r  0  -  3 ; r / 2  . T h e  r e su l t  is

V = </{r/2 -<p, -  cos ' |cos(^ /2  -  (p̂  )cos(.v/</)|}. (2.24)

with the quantity s /u  available from (2.22). For a given earth radius and radar location. 

(2.24) provides the y-values that divide azimuthal quadrants one and two and three and 

tour as a function o f  the s ju  values of the data. It can be seen from (2.24) that v, is 

typically negative since, for ()<  .v /u < ; r /2 .  cos(./r/2 -  ^Jcos(.v /t;)  is nonnegative and 

less than cos(;r/2 -  (P. ). resulting in cos ' |cos(./r/2 -  )cos(.\/u)| > ;z'/2 -  .
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One may wonder if the test v < 0  can also fail to correctly indicate whether a 

datum is in either azimuthal quadrant three or four. Fortunately, this test does correctly 

indicate a da tum ’s location within either azimuthal quadrant three or four. This can be 

venfied by considenng (2.12) and (2.15) o r  (2.16). At 0 = 0  and 0  = /T . A, and thus .v 

and .v' equal zero. On either side of these azim uths the sign o f  both x  and .r vanes 

according to the sign of P„.

By recognizing that the sign of the argum ent to the sin '( ) function in (2.23) 

\ a n e s  according to the sign o f  P„. by assum ing that the sin '( ) function in (2.23) 

produces the pnncipal values, and by considenng  the case for each azimuthal quadrant, 

one obtains the relation

0  "  O.n, '  ^  '  > V

0  = ^ -  0„„ < y

O  = 2;r + o„, .1 < 0. \ > \ .

( 2 .2 .^)

Thus, once P„. 7t/ 2  -  ^ ,. and s /a  are known. (2.23)-(2.25) are required to compute the 

correct value of o.

A  relation for r.

r  = [(u + /(, )' + (a + :)■ -  2(a + /i, ){a + :)cos(.v/a)| . (2.26)

anses  from solving (2.5d) for r. In this equation .v is available from (2.22). The 

elevation of a datum  can be determined from the relation

f? = sin

sin

{a + z)'  - { a  + y  -  r '  

2r ( a  + h , )

{ z - h , ) { z  + h, + 2 a ) - r  

2r{a + h J

+ r /2 r  = 

+ r /2 r  .

(2.27)
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which anses from solving (2.4h) for 0  and uses r  from (2.26). In the height 

determination section it was stated that (2.4c) and (2.5d) might he preferable to the 

other relations because of their satisfaction of the no-refraction condition when 

f) = ±90.0° and because of their close adherence to the exact constant-curvature 

solutions. Consequently. (2.26) and (2.27) are provided with the assumption that (2.4c) 

and (2.5d) are used for (.v.y.; )  transformations. Because o f  the difficulty

associated with solving for 0  in (2.4c). 0  in (2.27) is obtained from (2.4b). Since (2.4b) 

and (2.4c) are nearly equivalent (Fig. 2.2). with the largest difference for the conditions 

of Fig. 2.2 being +29 cm. the consequences of using (2.4b) (instead of (2.4c)] to 

determine 0  are expected to be minimal. The only situation in which the use of (2.4b) 

instead o f  (2.4c) for the determination of 0  is expected to potentially make a difference 

I S  when r  is very small.

The relations obtained herein may fail in extreme circumstances. Potential 

failure conditions include;

I .  If r t j l  < 0 <  }/rl2 . where H is expressed such that ( ) < 0  < l n  . s becomes negative 

when calculated using (2.2) or (2.6b) because of the cosO term. This is an 

unlikely problem because elevations are almost always reported in the range 

- n l l < 0 < n l l .

ii. If n / l ^ r  I r  < 0  <}>nj2 + r j2 r  . where 0 is expressed such that 0 < 0 < 2 n , s 

becomes negative when calculated using (2.5a.b) or (2.6a) because o f  the 

co's[0 -  r j 2 r  ) term. Because ele\ ations are almost always reported in the range
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- n l l < 0 < n j l .  this problem is likely to arise only for elevations very near 

(within r /2 r  oft - n j Z .

iii. If <p, = n ' j l . the sphencal tnangle /?P„D' collapses into the arc o f  a great circle. In 

that case = s / a  and P„ -  0  ■ Consequently, from (2.15) .v = 0 ,  from

(2.16) .v'>() (assuming the values o f  0  arc reported such that 0 < o  < 2./: ). and 

from (2.15) y = -  v . The physical meanings of .v. .v'. and y break down in this 

situation. .Moreover, a d n is io n  by zero occurs in (2.20). These relations, 

therefore, do not hold for the situation where the radar is at a pole. 

i \ . If (p, - n j l .  division by zero occurs in (2.12). (2.15>. (2.16). and (2.21). These 

relations do not hold in situations where data points may be at either o f  the poles.

V .  If r > ~ 0 ( a )  the geometry o f  Fig. 2.5 breaks down. The relations provided 

herein are intended for conditions in w hich r <<u .

VI. If r  = 0 . then :  = . <p, = <p,. and .v -  P ^ -  x  = .v' = y = 0 .  This results in division

by zero in both (2.25) and (2.27).

VII. If () = ± r t l2 .  : = h t r  [assuming (2.1) or (2.4c) are used). and

V = P„-  V = .v' = y = 0  [assuming (2.2). (2.5d). or (2.6b) are used). This results in 

division by zero in (2.25).

2.1.4 A Spherical Curvilinear (irid for the Spatial Objective Analysis of Radar 
Data

The establishment of a sphencal curvilinear g n d  for the spatial objective 

analysis of radar data requires careful consideration. If the g n d  is established relative to
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the radar location using x (2.15) and v (2.13) for east-west and north-south 

displacements, then lines o f  constant north-south displacement will coincide with 

latitude lines while lines of constant east-west displacem ent will coincide with 

mendians. The drawback of this system is the convergence of m endians with 

increasing latitude (decreasing latitude in the southern hemisphere). Assuming the gnd  

does not traverse either the equator or a pole, this convergence of m endians results in 

lines o f  constant east-west displacement being closer to each other in the northern part 

of the gnd  (southern part for the southern hemisphere) than they are in the southern part 

o f the g n d  (northern part for the southern hemisphere).

An alternative is to define the east-west displacement using .v' (2.16). In this 

system, lines of constant north-south displacement still coincide with latitude lines 

while lines of constant east-west displacement are roughly parallel to the meridian of 

the radar. .A difficulty anses, however, if one wishes to perform multiple-Doppler 

analyses. In that situation, defining east-west displacements using .v' results in lines of 

constant east-west displacement that are different for each radar (unless, o f  course, the 

longitudes of the radars are equal). Consequently, even if the centers of the analysis 

gnds  (at ground level) for the different radars were collocated, the gnds  would not 

coincide because the east-west displacement lines are defined relative to the longitude 

of each radar.

A solution to this problem is to define east-west and north-south displacements 

relative to the center of the analysis gnd . If the east-west displacem ents are then 

defined as the distance along the latitude circle of the datum  (not the g n d  center), lines 

of constant north-south displacement coincide with latitude lines w hile lines of constant
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east-west displacement are roughly parallel to the meridian o f  the center o f  the analysis 

grid. Note that in this coordinate system only the set o f gnd  points along ,v' = 0 are 

parallel to a m cndian.

The relations for the east-west and north-south displacement of a datum relative 

to the center o f  the gnd . .v'_ and . are obtained from the same reasoning used to 

denve  (2.13). (2.15). and (2.16):

.i',, =ucos(,yi, )(x, (2.28)

and

(2.29)

In (2.28) and (2.29) , is the longitude o f  the center  o f  the analysis g n d  and is the

latitude o f  the center o f  the analysis grid. For the transformation (.i'„. y

I t  can he helpful to express (2.24) and (2.25) in terms of latitude and longitude 

differences:

illai, = V /(/ = n j l  -  (p, -  cos '|cos(./r/2 -  (p̂  )cos(.v/i/)j. (2.30)

0  = O.n, P. ^  0. (p, ~ ( p ^ >  citur,

= <P„ -  (P, (2.31)
0  =  2 ; r  +  <  0 .  ÿ? , ~ ( p ^ >  d l u t , .

It is enlightening to note that the analysis gnd  defined herein appears to be 

equivalent to that used by Brown el al. (1981). .As Brown et al. (1981) indicate, this 

coordinate system is one in which each honzontal two-dimensional g n d  level is part of 

a sphencal surface, each of which is concentnc  about the earth 's  center. Vertical 

colum ns of g n d  points are normal to the earth 's  surface (i.e., are "radiating" outward
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from the earth ’s center). The analyzed data can be displayed by deform ing the analysis 

g n d  into a rcctangular-Cartesian gnd. As noted by Brown et al. ( 1981). the errors that 

result from this deformation are negligible because o f  the limited domain size 

(honzontal extent typically less than ' 6 0  km and vertical extent less than - 2 0  km).

2.2 Objective Analysis

Spatial objective analyses of radar data are oftentimes performed to estimate 

radar data on a rectangular Cartesian gnd. Three important motivations for doing so are 

the removal of noise, the incorporation of radar data into num encal weather prediction 

models, and phenomenological studies. The latter reason anses  in part because the 

analysis of radar data is simplified for coordinate systems that are aligned with physical 

processes. The melting o f  h\drom eteors. for example, tends to progress as those 

hydrometeors fall to u ard s  the Earth. This physical process is approximately aligned 

with the z direction but is not aligned with any of the directions o f  the sphencal 

coordinate system that underlies most radar data.

Spatial objective analyses o f  radar data are used in this study to enhance 

analyses of physical processes. In the application o f  spatial objective analyses to radar 

data numerous issues arose that deserved investigation. These issues are considered 

presently.

2.2.1 The .Adaptive Barnes Scheme

The investigation o f  a new filter for the objective analysis of radar data was 

motivated by the following two fundamental characteristics of the spatial density of
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radar data. 1) Data spacing depends on direction. Because data spacing in the radial 

direction is fi.xed (e.g.. every 150 ml whereas data arc spaced in the a/.imuthal and

elevational directions at angular intervals, data spacing depends on direction. 2) Data

density systematically decreases with increasing range: Data in the azimuthal and 

elevational directions are collected at angular intervals and the distances associated with 

these intervals increase w ith increasing range.

Because of these charactenstics it has been proposed (Askelson et al. 2(X)0) that 

the following weight function be utilized in distance-dependent weighted aseraging 

(DDVVA) spatial objectise analyses of radar data:

r ' o '
.0 ,  . 0  ̂ ) = expj ------- -—  —-  ^. (2.32)

I A" J

where r,; is the radial distance between the i'*’ analysis location and the observation

location, a .  and 0^ arc the azimuthal and elevational differences between the i

analysis point and the k " observation, and K\ . K\ , . and K„ are the smoothing parameters

in the radial, azimuthal, and elevational directions, respectively. With (2.32) the weight 

assigned to an observation depends upon the differences in the coordinates  o f  the 

observation and the analysis point. Moreover, the form of (2.32) allows the 

specification o f  anisotropic weight functions. The weight function (2.32) is referred to 

as both the adaptive-Bam es (A-B) weight function and the A-B filter.

The implications of using (2.32) have been thoroughly investigated. Because of 

the timing of the work in this area, the decision was made to move forward with the 

publication o f  this research, which is contained in Askelson et al. (2000). .A b n e f  

summ ary o f  their findings, taken directly from their  conclusions section, is:
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" l ) T h e  A-B filter can directly account for the dependence o f  radar data spacing on 

direction and for the tendency of radar data density to decrease with range. 

Within the confines of one-pass DD W A schemes, the A-B filter facilitates the 

retention o f  the ma.ximum amount o f  information.

2) Consistent with the anisotropy o f  radar data spacing, more information concerning 

waves with short to medium  wavelengths in the highly resolved direction can be 

retained by decreasing the smoothing in that direction using the direction-splitting 

design of the A-B filter. This occurs without egregious phase shifts or orientation 

changes o f  input waves.

} ) Because the weight assigned to an observation depends upon the differences in the 

coordinates o f  the observation and analysis points, the A-B filter automatically 

adapts to the svstematically decreasing radar data density with range. With the 

A-B filter information content at close ranges does not have to be sacrificed 

because o f  poor resolution at more distant ranges.

4) W indowing weight functions produces nnging in their response functions. Effects 

on the main lobe of the one-dimensional, Barnes response function are small when 

the weight function is w indowed at or below 0.05.

5) For radar data, postanalysis gradient fields o f  analyses produced using an isotropic 

weight function will generally suffer trom contributions by gradients in the 

analysis weights. Because o f  its consistency with radar data, the direction- 

splitting A-B filter, w hen applied away from data boundaries and to radar data that 

are at regular radial, azimuthal, and elevational intervals, results in postanalysis 

gradient fields that have virtuallv no contribution from gradients in anaKsis
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weights. However, even when the additional restnetion ot collocated observation 

and analysis points is imposed, postanalysis gradients are not equal to analyses of 

gradients because o f  the scale factors associated with the sphencal coordinate 

system o f  radar data.

6) The .A-B filter should be used with caution since imbalances in the data, including 

preferential onentation  of fincscalc structure and decreasing finescale structure 

w ith range, can be retained by the .A-B filter. The retention o f  these imbalances is 

what ironically produces both the potential benefits and detnm ents o f  the .A-B 

scheme. Potential detriments anse  since retention of data imbalances cou ld  lead 

unwary analysts to form incorrect conclusions concerning the phenom ena being 

studied. Isotropic schemes, at the cost of information loss, attempt to normalize 

these imbalances."

In the above summ ary, windowing at a certain level means treating the non- 

normalized weight function as if it were zero when its value is below that level. 

Because computational resources are finite, limits must be placed on the am ount of 

information that is used to obtain analysis values. In DDW A objective analyses, these 

limits are enforced through windowing. The traditional strategy is to ignore data for 

which the weight function is small since those data have little influence upon analysis 

values. Windowing, through either design or data limits, is inherent to most objective 

analyses.

One finding that is not listed above is that for data with infinite and continuous 

domains, the DDW A is a cross correlation, not a convolution. In this conte.xt cross 

correlation is the composition o f  two functions as defined by Papoulis (1962. p. 2-44)
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and Bracewcll (200(), p. 46). This distinction is important when considcnng the phase 

modulations expenenced  dunng  DD W A objective analyses (Askelson et al. 2000).

A frustration encountered dunng  this work was the response function for 

arbitrary weight functions and data distnbutions. Lack of knowledge concerning this 

issue precluded certain avenues of investigation. Consequently, this issue has been 

investigated, as discussed presently.

2.2.2 Response Functions for .Arbitrary Weight Functions and Data Distributions 

2.2.2.1 Introduction

Distance-dependent weighted averaging (DDW.A) can be viewed as a 

fundamental process m most of the objective analysis techniques that are commonly 

employed m meteorology (Thicbaux and Redder 1987. 5-6; Daley 1991. 50-51 ). In one- 

pass schemes that use prescribed distance-dependent weight functions (e.g.. Barnes 

1964). analysis values are produced directly through DDW.A. Furthermore, multiple- 

pass schemes using prescribed distance-dependent weight functions (successive- 

correction schemes) can be rewntten as DDW A (Caraccna 1987; Dos we II and Caracena 

1988). Similarly, schemes that employ least-squares function fitting also obtain 

analysis values through a process that is equivalent to DD W A (Thiebau.x and Redder 

1987. 22-25; Daley 1991. p. 49). Statistical objective analysis schemes utilize the 

spatial correlation structure o f  the variables used in the analysis to construct a DDW A 

scheme that minimizes analysis-error variance. Variational schemes, while possibly not 

generally expressible in terms of DDW A. often utilize techniques that are equivalent to 

DDW.A to facilitate solution (e.g.. Testud and Chong 1985).
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Given the importance o f  DDVVA to the spatial objective analysis techniques 

used in meteorology, it is prudent to understand the effects DDW.A has upon the data. 

These effects can be expressed through the response function"*. As typically defined in 

meteorology, the response function is the ratio of the Fourier transforms o f  the post- and 

pre analysis fields. Assuming one-dimensional fields and denoting (direct) Founer 

transforms with non-scnpt capital letters, the response function !^ ( i )  is 

î^ ( i  ) = F ,( i  ) / /■'(»■). where F ,( i  ) is the Founer transform o f  the analysis field /\(.v). 

F{\ ) IS the F ouner transform of the observation field / ( .v ) ,  and v denotes the 

frequency dependence. Herein, the one-dimensional (direct) F ouner transform is

defined to be /• ( r ) =  FT[ / ' ( . v ) ) =  | / ' ( .v ) e , \p ( - 72 ; H ’. v ) < / [ v  . where j  -  yf-A . The response

function IS a generalK complex-valued function that provides information concerning 

amplitude and phase changes undergone dunng  analysis.

The response function for DDW.A analyses of continuous, infinite data has been 

understood for some time (e.g.. Barnes 1964). Observations, however, are rarely 

continuous or infinite; observations arc typically discrete, bounded, and irregularly 

distnbuted. O f  these three charactenstics. the discrete nature of observations is the 

most straightforward to address in terms of the response function. N um erous texts (e.g.. 

Hamming 1998) and journal articles (e.g.. Jones 1972) exam ine the situation where the 

observations are both regularly-disinbuted and collocated with the analysis points. A 

com m on approach used to determine the response function in this situation is the 

eigenfunction approach (e.g.. Weaver 1983. 259-260). The efficacy of this approach is

* Ttie re.spon.se tunc t ion  is know n by other names, including iranst'er funct ion  and sys tem  function.
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diminished, however, when either the analysis points are not collocated with the 

observations or the observations are irregularly distnbuted.

Pauley and Wu ( 1990) considered a special case o f  non-collocated analysis and 

observation points. They determined the response function for the situation where 

analysis points are kK'ated midwav between observations that are discrete, regularly 

d istnbuted. and infinite in number. The case o f  irregularly d istnbu ted  observations was 

beyond the scope o f  their investigation.

For irregularly distributed observations, the response function can be viewed 

from two standpoints. The first standpoint is a domain-wide response function, which 

IS some sort of average response function that cha rac ten /es  the domain-wide spectral 

effects of an analysis. Domain-wide response functions for specific data-point 

d istnbutions have been investigated (e.g.. Vang and  Shapiro 1973; Bu/zi et al. 1991 ). as 

have dom ain-wide response functions for random data-point d istnbutions (Stephens and 

Pol an 1971).

The second standpoint is the local response function, which is the subject of this 

study. As discussed by Thiebau.x and Pedder ( 1987, p. 105) and B uz/i  et al. ( 1991 ). the 

response function for D D W A  analyses of discrete, irregularly d istnbuted  data depends 

upon both frequency and location. Others (e.g.. Jones 1972; Yang and Shapiro 1973; 

Sc hi ax and Chelton 1992) have denved  the local response function for D D W A  analyses 

of discrete, irregularly distributed data by using what is termed here the back- 

substitution approach. In this approach a spectral representation o f  the observation field 

is first substituted into an expression for a DDW'A analysis. Then, the result of  this 

operation is manipulated to obtain the response function. Herein, an alternative
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approach, labeled the convolution-theorem approach and  based upon the approach 

outlined by Caracena et al. ( 1984). is utilized to obtain the response tunction for DDW.A 

analyses of discrete, irregularly distnbuted data.

The purpose here is to outline a method tor determining the local response 

tunction for DDVVA analyses of arbitrarily distributed data using arbitrary weight 

functions. In doing so. the response function for D D W A  analyses of discrete, 

irregularly-distributed data is denved. Although this response function is the same as 

that determ ined previously (e.g.. Jones 1972; Yang and Shapiro 1973; Schlax and 

Chelton 1992). the method outlined herein is enlightening because of the additional 

insights it provides. In order to provide a logical progression to the final result and to 

c lanfy  issues pertaining to a previous result obtained by Pauley (1990) (henceforth 

P90). the steps taken to obtain the response function for discrete, irregularly-distnbutcd 

data are retraced in the chronological order in which they were discovered. 

Consequently , the response function for continuous, bounded data is first denved and 

tested in section 2 .2 .2 . 2  and then the response function for discrete, irregularly- 

d istnbu ted  data is denved  and tested in section 2.2.2.3. An extension to multiple 

d imensions is provided in section 2.2.2.4. Results are d iscussed in section 2.2.2.3 and 

conclusions are presented in chapter 4.

2.2.2 2 Continuou.s, Bounded Data

2.2.2 2 .1 The Problem

W hereas response functions for DDW A schemes applied to data away from data 

boundaries are relatively well understood (e.g.. Pauley and W u 1990). less is known



concerning the response functions for DDW A schemes applied near data boundaries. 

Even though this topic has been the subject of past investigations by P90 and 

Achtemeier 1 1986). problems with these earlier papers motivate further examination.

For one-dimensional, continuous, bounded data with boundanes at , 1 7  and the

first-pass. D D W A  analysis field / ,( .v )  is given by

j / ( . v ,  ) u i t ,  -  x ) dx ,  j f ( x , ) p ( . x j n i . x ,  -  x )dx ,

J u tv ,  -  .v)iZv,

where /  (-v„) denotes the observations. u(,v -  ,v) is the weight function.

//(.v)= J'v(-v, -  . x)dx, IS the normalization factor. p(,v ) is the pulse function given by
\ . r

X A ,)  = j '  ,2.34)
[ 0  otherwise

.v„ depicts observation locations, and .v depicts analysis locations.^ With the substitution 

1 '  =  . V ,  -  X  . (2.33) becomes

j/ '( .v  f  x ' ) n i x ' ) d x '  | /  (.v -h x ' ) p ( x  + x ' ) n i x ' ) d x '

= ^

As indicated in (2.35). both ii{x) and  p(x  + x' ) arc functions o f  x  (position in the 

analysis domain).

It IS noted that in D D \V . \  analyses observation  and analysis domains are distinct. This is true even 
thouuh  thev can  share som e, o r  even  all. locations.
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Examples of the dependence of //(.v) on v (for the Gaussian weight function 

given by u(.v) = exp(- ,v ‘/ v ,  ). with v ,  = 3 | are p rov ided  in Fig. 2.10 for a continuous, 

bounded case (Fig. 2.10a). three discrete, regular!y-distnbuted cases (Fig. 2.10b). and a 

discrete, irregularly-distnbuted case (Fig. 2.10c). T he  dependence o f  n{.\) upon both 

analysis type (continuous versus discrete) and location .v. as illustrated in Fig. 2.10. 

requires some explanation. In the continuous case (Fig. 2.10a). /;(.v) is nearly constant 

in the center of the observational domain at a \ a lu e  that agrees with the infinite domain 

value it the boundanes are sufficiently removed trom  each other, decreases to half the 

infinite domain \alue at the boundaries, and shrinks to near zero outside of these 

boundanes. This pattern anses because, as the analysis  point land  weight function 

peak) approaches and passes a boundary, the a rea  under the portion of the weight 

tunction that resides within the observational dom ain  decreases

The same pattern is also present in the discrete , regularly-distnbuted cases (Fig. 

2.10b). In these cases, however. n(.x) increases with decreasing data spacing [the data 

spacing IS 1.0 (dotted line). 0 . 5  (thin-dashed line), and  0.25 (solid line)]. This can be 

understood by considering that D D W A  schemes p roduce  weighted averages using, in 

the one-dimensional discrete case, equations of the form

- - 0

=  . (2.36)

; : 1

where / ,(.v) is the analysis field. /( .v„  ) denotes the i'*’ observation, and N  is the total 

num ber o f  observations. As the data densitv increases, so does the num ber of times the

44



weight function is sampled, which leads to an increase in the normalization factor. 

[This situation is similar to that of a running mean. As the data density increases, the 

num ber of values within the averaging interval (the normalization factor for the running 

mean) increases.] Because of this and because the Gaussian weight function is largest 

for small values of v'. peaks in n{ \ )  are also e.xpected in conjunction with clusters of 

observations in the discrete, irregularly distributed case (Fig. 2.10c).

The final aspect of Fig. 2.10 that requires explanation is the relative magnitudes 

of n(.v) for the continuous and the discrete cases. Despite the use o f  the same weight 

function. n{ \ )  values in the discrete cases often exceed those in the continuous case. 

The reason for this can be ascertained by considering (2.36). Multiplication of both the 

numerator and the denominator of (2.36) by A.v = I converts both into Riemann sums 

(sums of products of function values and intervals), while neither analysis nor

normalization-factor salues are altered. The Riemann sum in the denominator, 

how escr. is generally an im proper  approximation to the integral o f  the weight function 

because observational intervals are not generally equal to one. When the data spacing is 

less than one. as is often the case (cf. Figs. 2. lOb.c). intervals overlap and

overestimation results. In the regularly distributed cases o f  Fig. 2.10b. the 

normalization factor can be converted into a proper  Riemann-sum approximation of the 

integral o f  the weight function by multiplying by the actual data spacing. Doing so for 

the cases in Fig. 2.10b results in all o f  the curves being nearly identical to that for the 

case w ith a data spacing of 1 . 0  and to that for the continuous case.

In her equation (P2a) P90 expresses the first-pass, Barnes. D D W A  analysis field

for one-dimensional, continuous, bounded data as
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| c \ p |  j / ( . V  +  , v ' ) ( Z v '  

k'„lA) = - -:— ---------------- . (P2a)
fexpl 4  dx
!,  ̂ 41 ;

where i'„(.v) is the analysis field. e . \p ( - .v ' ' / / l , ' )= n iv '. / i , , ) is the (Barnes) weight 

function, and f ( \  + ,v') denotes the observations. (Equations from P90 are labeled with 

a P followed by the corresponding equation number in P90). In order for (P2a) to be 

consistent with (2.35). .v/ must equal .v, -  .v and .v; must equal -  .v .

PdO derived the response function for the Barnes scheme applied to onc- 

dimensional. continuous, bounded data by taking the Founer transform o f  (P2b). 

Equation (P2b). which resulted from introducing a pulse function into (P2a). is

■ r f -  v'-
Jexpj f { . \ - t \ ' ) p ( x ) d \ '

= - - 7- ---------------------. (P2b)

je x p  j / ’(.v')</.v'
' 4 1

The pulse function in (P2b). however, was set up incorrectly. Data boundanes should 

be expressed in terms of observation space— ,v„ as used herein o r  X as used in Pauley 

and W u ( 1990). This means that the pulse function in (P2b) should be wntten as 

p(.x + v'). as in (2..T5). The numerator on the rhs of (2.35) [and (2.33)]. therefore, is the 

cross correlafioii u(.v) and the function /(.v)/>(.v). denoted as n{ . x ) * f { x ) p ( . x ) .  As 

shown b \ Papoulis (1962, p. 244). \ \ i x ) ' ^ f ( x ) p ( x ) - \ \ i - x ) *  f ( x ) p { x ) .  where * 

denotes convolution. This result can also be obtained directly by recognizing that the 

numerators of (2.33) and (2.35) are the convolution of n ( - .v )  and f { x ) p { x ) .  Thus, a 

concise expression of (2.33) and (2.35) is
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f  tv( v ) * / ( . v ) r ( - 0  _ n ( - -v )* / ( .v )p ( .v )
' « ( v )  l l ( . \ )

Attempting to obtain the response function by taking the F oune r  transform of 

(2 .3 7 / ’, which IS the corrected version o f  (P2b), results in difficulties. Taking the 

Founer transform of (2.37) produces

F , ( r ) =  (2.38)

where .Vf(r) = F T |h ( - , v)^^/'(.i )/ï(,v) |,  .V, ( i )  = FT(l//i(.i ) | . ç denotes frequency

dependence, and the product theorem (W eaver 1983. p. 73) has been applied. Using 

the convolution ' (Weaver 1983. p. 72). similanty* (Bracewcll 2000. p. 108). and

product theorems. .V/(i ) can be expressed as iV/(i ) = W ( - r )  | F ( ( ^ ) F ( r  -

where (//denotes frequency dependence. Substituting this result into (2.38) results in

l - \ {v)= I I  | F ( ( / / ) F l ; - ( y ) d ( / / | w ( - ; ) , \ ( i  (2.39)

'' The  tlomain ot the analysis  Held is considered  to  he continuous an d  inl'inite; both with in  and outs ide ol 
the o h se r \a t io n  dom ain .  anaK sis  \a lu e s  are de te rm in ed  using (2.. '7 ) .  C 'onsequentK . Fourier theor \  tor 
one-d im ensional.  continuous, infinite dom ains applies  to this problem.

T he  form o f  the product theorem used here sta tes that if two functions / ( . v )  and ,i;( v ) . the dom ains  of 

which are infinite and continuous, h a se  f-ourier t ransfo rm s given b> F ( v )  and (v(i ) .  respectively, then 

the f-ourier transform o f  the product o f  / ( i )  and ,i,’ ( r )  is given by the convolution  o f  /-'(i ) and f / ( v ) .

'  T he  form o f  the convolu t ion  theorem used here sta tes that if two functions f { x )  and  g ( t ) .  the dom ains  

o f  which are infinite and  continuous, have Fourier  transforms given  by F { \  )  and G ( i  ).  respectively, 

then the F-ourier transform  o f  the convolu t ion  o f  / ( . v )  and g (  t )  is g iven  by f ( i  ) g ( v ) .

* T h e  one-d im ensional similarity theorem  states that if the Fourier transform o f  the infinite, continuous

do m ain  function f { \ )  is F ( i  ). then the Fourier t ransfo rm  of  f { t L x )  is F |  —
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The response function cannot be expressed explicitly using (2.39) because F(\ ) is 

bound within convolution integrals. That is. F(v)  cannot be taken outside the integrals 

(de-convoiced), preventing the solution for F^(v)/F{\■).  .Moreover, rearranging (2.37) 

prior to applying the Founer transform does not help because the num erator on the rhs 

of (2.37) IS the cross correlation of u(.v) and f{.x)p{.x).  No matter how (2.37) is 

expressed, upon application of the Founer transform, this cross correlation results in a 

convolution between / ' ( i  ) and P{v).

P90. however, did obtain an explicit expression for the response function 

through a process similar to that outlined above, albeit as a consequence o f  the incorrect 

specification of the pulse function in (P2b). .As stated above, the pulse function is used 

to descnbe the distribution of the observations and thus is a function o f  observation 

IcK'ation. v, = X + ,v'. P90 incorrectly casted the pulse function as a function of v'. the 

local coordinate system centered on the analysis point v. Because of this error, the 

pulse function in the normalization factor o f  (P2b) is not a function o f  .v as it should be. 

and so ii{.x) passes through the F ouner transform as a constant in P 9 0 ."  Furthermore.

The F-ouncr transform P (  \  \ can  be evalua ted  either d irec tly  o r  through  the eva lu a t ion  o f  the Fourier 

transform o f  the shifted pu lse  function, that is cen te red  upon  the orig in  (e.g.. Bracevvell 2000 . p. I . ' 7 1. and 
the subsequent application o f  the shift theorem  (Bracevvell 20 0 0 .  p. 1111.
"  In P90  the norm aliza tion  factor was erroneously  treated as  a constant,  with a value appropr ia te  for the 
particular analysis  location o f  interest las explained further in this, and in the fo llow ing, sections). P90 's  
treatment did correct the e rro r  in .Achtemeier 1 1986). in w h ich  i in  effect)  the pu lse  function was not 

included in the norm aliza tion  factor and so led to a constan t value o f  /i( v ) .  regard less  o f  location. Hven 

so. P 9 0 's  treatm ent is inconsistent with |2 .37 )  because o f  the  previously  descr ibed  e rro r  that was made in 
det'ining the pulse  function.
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the (incorrect) num erator o f  (P2b) is a cross correlation o f  u( v)/j(.x ) and /( .v )  rather 

than a cross correlation o f  u(.v) and f { x ) p ( x )  as in (2.37). The F oune r  transform of 

the latter binds F (\  ) within integrals and so does not readily lead to a response 

function.

Interpretation is facilitated using the concept of a window, which is defined at 

each analysis point as the effective "view" of the data. For one-dimensional. 

continuous, bounded data, the window at an analysis point is the product of the pulse 

function and the normalized weight function. p(.v + .v')|u(.v')//i(.v)|. and extends from 

.V, -  X to Xf. -  X . Examples of unnormalized [i.e.. not divided by n(-v)| windows for 

this situation are provided in Fig. 2.1 la. [It should be noted that this analysis holds for 

any wix ' ) .  The in Fig. 2.11 is simply an example, which has been made

asym m etnc in order  to avoid the implication of special charactenstics . | .As is obvious 

from Fig. 2.11a. the analyses at points A and B "see" the data through different 

windows. In fact, the window is generally different for each analysis point. If. on the 

other hand, the analysis somehow would view the data through the sunu' window at 

each analysis point (Fig. 2.1 lb). n(x)  would be constant and the pulse function would 

onlv depend upon ,v'. resulting in the numerator of the rhs of (2.37) being a cross 

correlation of w{ x ) p { x )  and f ( x ) .  Because of the fixed data boundaries at .1 7. and .v«. 

however, the scenario pictured in Fig. 2.1 lb does not hold and the problem  investigated 

bv P9Ü needs to be reexamined.

'■ P90 treated the num era to r  on the rhs ot (P2b) as a c o m o l u r i o n  o f  n,„(.v) and / (  v ).  where 

u „ (.1 ) = n ( r . ) p {  \ ) . when it is ac tually  a c r o s s  c o r r e l a t i o n  o f  u „ ( v) and / (  v ) . T h e  two operations
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vsould be equal it » „ ( - v) = u;„ ( v). This does not hold, however, tor (P2b).
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FIG. 2.10. Examples of the spatial dependence of the normalization factor n{\ )  for (a) a 
continuous, bounded case, (b) three discrete, regularly-distributed cases, and (c) a discrete, 
irregularly-distributed case. Thick-dashed lines indicate observational domain boundaries in (al 
and (bl and the limits of the possible observation locations in ic). with actual observation 
locations in (cl denoted by arrows. In (bl. the dotted, thin-dashed, and solid lines are for 
observational spacings of I. (1.5. and 0.25. respectively. The figure in (aI corresponds to the 
analysis results shown in Fig. 2.12 while (cl corresponds to the analysis results shown in Fig. 
2.13. Data for (bl are courtesy of P. Pauley. The weight function for (a-cl is 
w(.v) = e \ p ( - w i t h  \  , = 3.
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(b)

F l( i .  2 .1 1 .  ll iusiration.s i)f tw o  ty p es  o f  u n n o r m a l i / e d  [not d iv id e d  by /i( v ) |  w in d o w s  for 

DDVVA a n a ly se s  o f  o n e -d im e n s io n a l .  co n t in u o u s ,  boun d ed  data. (a i  E x a m p le s  o f
u n n o r m a l i / e d  w in d o w s  at p o in ts  .A and B for an actual a n a ly s is ,  (b) E x a m p le s  o f
(e q u iv a le n t )  theoret ica l u n n o r m a l i /e d  w in d o w s  at p o ints  .A and B. In la ) ,  the th ick -d a sh e d  
l in e  represents  the p u ls e  function . In ib ) .  the th ick -d a sh e d  line represents  the p u lse  funct ion  
for point A and the th ick-dotted  l in e  represents  the eq u iv a len t  p u lse  funct ion  at p o in t  B. In 

b oth  (a l  and (b l  the  so l id  line represents  w(.v') for  point A and the th in -d ash ed  line

represents  u (  i ' )  for point B. T h e  » (  v') s h o w n  in (a )  and (h i  is not specia l;  in this an a ly s is  

i i ( .v ')  is arbitrary.
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2.2.2.2.2 The Solution

This quandary can he resolved by defining a hypothetical analysis for vvhich the 

scenario in Fig. 2. l i b  holds— that is. the same window applies across the entire analysis 

domain. Owing to its equivalent treatment of data across the analysis domain, such an 

analysis is called herein an "equivalent analysis". To produee an equivalent analysis for 

this situation, consider the actual analysis at some point, like point A in Fig. 2.11. 

Further, suppose that observations are available not just within  the observational domain 

(I.e.. from .v/ to v«) but thnnnihont the equivalent analysis dom ain ( - 0 0 . 0 0 ). The 

equivalent analysis field / ,  ,  ( . v . . v , . ,  = .a) i s  then produced by using, throughout the

entire equivalent analysis domain, the same weight and pulse functions (i.e.. the same 

window ) that are used in the actual analysis at point A. (The symbol .w., represents the 

reference location, in this case point A. for which a response function is desired.) In 

this imaginary analysis, therefore, each point in the infinite dom ain "sees" the same 

relative distnbution of observations as the actual analysis "sees" at point .A. Because of 

Its equal treatment across an infinite domain, this construction allows an e.xplicit 

expression of the response function using F ouner theory for one-dimensional. 

continuous, infinite data.

Mathematically, the equivalent analysis field can be expressed as

‘ - 11. '

i  .  i , ,  -  I  • (2.40)

j u  (.v, -  .v)J.y,
I - « - ' - (/ I
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Note that the hypothetical equivalent analysis value at each a is different for each 

equivalent analysis (i.e.. each reference location .xv,,). Because within each equivalent 

analysis .v/f. .1 7 . and .iv.y are constant, the normalization factor in the denominator of 

(2.40) IS constant. This is more obvious when (2.40) is transformed using the 

substitution = a -  a . which results in

I  /  (  A  -  A  )  Vl  (  x ' ) d \ '  j  / ■ (  A  4 -  v '  )  A „  ,  )  u  { \ ' ) l L \ '

/ / i(-V.A,_, )=  ■ - = ■ - . (2.41)

where

)= (2.42)
1 I, I.,, I

IS the equivalent analysis normalization factor and the equivalent analysis pulse 

function ,(a • T,. ) given by

I .V, - .x„ ,  < a' < . v̂ - A
' <2.43,

1 0  otherwise

Because within each equivalent analysis x,,., is constant. P m U"- '  ) depends only upon

a ' .  Consequently, for each equivalent analysis, the numerator and denom inator on the 

rhs o f  (2 .4 1 ) are

I »

| / ( . x  4- ) \ i i x ) i L x '  =  u ( a ) / 3, _ , ( . v . . x ; „  ) * f i . x )

= U;„(-.V..X7 ,̂ ) * / ( .x )  (2.44)

and
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' ‘i \ ( ( • ( 2  45)

respectively. The "etfective" weight function vi;„(.v,.v,^, )=  u-(.v)/’^,(.v..v,^, ). which is

the product o f  the weight function and  the pulse function, embodies the actual weights 

that are applied to the observations du r ing  equivalent analyses [cf. (2.41 )].

L’sing (2.44). (2.41 ) can be expressed  as

I \ »‘ (-.v)/>, J - .v . .v „ ,  )* / ( .v )  m ;„ (- .v . .v ,^ J* /( .v )
f , A  (■'. -T,. ) = -------------------,----- r------------ = -----------------   r-----. (2.46)

This expression illustrates an important difference between the actual and equivalent 

analyses. In the actual analysis (2 .37). the pulse function is associated with the 

observation field /( .v);  in the equivalent analysis (2.46). the pulse function is 

assixriated with weight function u(.v). The equivalent analysis construct results in the 

pulse function moving across the convolution symbol.

The Founer transform of (2.46) and the application o f  the convolution theorem 

produce the response function

H r )  )

where the fact that ) 's constant for each .v̂ .., has been used. The term

be expressed in a more useful form by using the similarity 

theorem, the definition o f  the Fourier transform, and the definition o f  )•

From the sim ilanty theorem. if FT[u\.., ) |=  ). then



FT[h;„ ( -  V. )] = H’„ ( -  r,,v,_, ). L’sing the definitions o f  the Founer transform and of 

P m ( '  • )• (' - -v,,. ) can be expressed as

IF., (i-. ) = ju (A ic o s ( 2 ;nA)(A + j )sin( 2 m A (2.48)

Substituting -r for i- in (2.48) to get FT[u;„ ( - a, a,_., )|. as dictated by the similanty 

theorem, and inserting the result into (2.47) produces

Ju(.v)cos(2;nA)(Zv -  |vr{A)sin(2.mA)tZv

---------------7----- \------------- j ------------— 7----- \----------- (2.49)

This IS the response function for DDWA analyses of one-dim ensional. continuous, 

bounded data. The only assumption concerning the weight function is that the integrals 

in (2.40)-(2.42) and (2.44)-(2.49) exist. A well-known (e.g.. Caracena et al. 1984; 

Achtemeier 1986; P90) consequence of data boundaries is indicated in (2.49): wlwn 

data are houndt’d, the response function  depends upon the weight function  u (.v). the 

fretiuency v. and  the location  a,_, .

At this point it is instructive to relate this result to that of P90. P90 applied the 

Founer transform to (P2b) and then utilized the convolution theorem and the pulse 

tunction definition for (P2b) to obtain an explicit expression for the response function. 

It has already been shown [cf. (2.39)| that when the correct version o f  (P2b). namely 

(2.37). is used, this methodology does not result in an explicit expression for the 

response function. How. then, did P90 obtain an explicit expression for the response 

function? The answer is that the incorrect definition of the pulse function in (P2b)
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emulates equivalent analyses. To  e.xamine the local response function for analysis 

points located at or near a boundary, P90 utilized a pulse function that fixed the 

boundanes relative to each analysis point. The difficulty is. in DDW.A analyses 

boundanes relate to observation, rather than analysis, locations. The concept o f  an 

e q u i \ aient analysis, as in (P2b). allows the boundanes to be specified relative to 

analysis locations.

With the incorrect definition of the pulse function, the normalization factor in 

(P2b) IS constant and the pulse function depends only upon .v'. In fact, with

-V, = .V, -  v,_, and .v, = v̂ . -  v,,. . P90's response function (P4). which in slightly

modified form is given by

| u (  .V )cos( 2.m V )d \  Jii( V )SIn( 2;n.v ) J.\

. T,. ) =   r--------------------+ V-— r------------------- • (P4i

j u  ( Ju (.v)iZv
» t

IS equivalent to (2.49). This equivalence is somewhat puzzling, however, since P90 

incorrectly regarded (P2b) as a convolution rather than a cross correlation, which should 

lead to a negative sign in the imaginary term in (P4). P90 does not give sufficient detail 

in the derivation o f  (P4) to definitively resolve this sign problem. It is possible that a 

sign error w as made w hen P90 set up the Fourier integrals. If so. this error resulted in 

(P90) obtaining the correct response function. .Another possibility is that the alternative

definition o f  the (direct) Fourier transform F ', , ; ( i  )=  J/(.v)exp(;2;n'.v)(Zv was used

and that no sign error was comm itted when the F o u n e r  integrals were set up.

Considering that Paulev and W u (1990) used the same (direct) Founer transform as
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used herein, however, this seems unlikely. In any case, despite the pulse function 

problems, if (P2b) were correctly treated as a cross correlation, if the Founer integrals 

were correctly set up. and if the same (direct) F oune r  transform were used. (P4) would 

be equivalent to (2.49). The incorrect treatm ent of (P2b) as a convolution leads to a 

sign error in the imaginary term o f  the response function. The consequence is a

difference in the sign of the phase shift undergone dunng  analysis, as illustrated

presently.

2.2.2.2.3 \  erification

The application of the similarity theorem  in the denvation  of (2.49) resulted in a 

change in the sign of the imaginary term. Consequently . (2.49) is the complex

conjugate of F T |u;., (.v..v„, )|//t, ) = W'.. (r..v„, )//i, ,(.v„, ) = » \  (v..v„, ) and is

denoted here as U\‘ (v..v,, ). The important result that (he local response f im a io n  is the

com plex conjugate o f  (he norm alized F ourier (ransform  of (he e ffecdve \eei^h( funcdon  

IS succinctly expressed as

•KM.x„. )  = \V:(v.x,_.].  (2.50)

In (2.50). )=  ) -  ).

Using the definition o f  the response function, the Founer  coefficients of the 

equivalent analysis field can be expressed in polar form as

)|v'xp[y(<^,,., r  , , ) | . (2.51)

where lF(v)j and )j are the m agnitudes o f  F( v )  and ) und

=^rg[F(v);FK,(v).F |,„(v) | and

58



, , =arg[uV(v..v,^^ ).-VV\,,Jr..x;,, )] are the phases, or arguments, of

F (v )  and U\’(\ . v̂ _, ) . ' ’ Using (A 10) from appendix A. ,(-v. ) can he vvntten as

/ m U-A... )= I  )cos|2;nx , j(A . (2.52)

where <>'"(»■) is 0 except for at i = 0 .  where it is I. and the fact that 

4 ?^., = I has been utilized. Equation (2.52) shows exactly what happens to

each Founer coefficient dunng an analysis. D unng an analysis, the amplitude of each 

F ouner  coefficient is modified by the factor

|UV(r..v.„ |  = ! U \ ( r . , v , J  = f \ '  '  (2.53)

and the phase of each Founer coefficient is altered by

-V ’». . , , = -a rg |u \(c . .v .^ ,  - )l

The response function (2.49) can now be venfied by using it to predict analysis

values and by com panng these predicted analysis values to actual analysis values

obtained using (2.33) or (2.36). This has been accomplished using "observation" fields 

o f  the form

/ ( .y, ) = A. c o s ( ).  (2.55 )

where A, is the amplitude and v, > 0 is the frequency of the input field. To perform

these tests, knowledge of ) and ) is needed to evaluate |F'(i )j and 4 7 ^,^,

' ' T h e  r e p re se n ta t io n  o f  the a rg u m e n t  fu n c t io n  a rg  in the  fo rm  .urg |F (vf.  ( '  )l m ean s  the

a r g u m e n t  o f  F i  1 ) .  w h ic h  d e p e n d s  u p o n  ) a n d  F , „ ( i ) .  T h e  a rg u m e n t  o f  F i  i ) is the  a n g le  (p, 

su c h  that  |F ( i  Ijcos^i, is the real par t  o f  F i 1 1 a n d  |F ( i  Is inc? ,  is the  im ag inary  par t  o f  F i i i ;  it is the
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(since (2.52) is to be utilized, only v values greater than or equal to zero are of concem j. 

For the input field (2.55) with > 0 . -  r  ) and ) -  0 .  where é{x )  is

the Dirac distnbution (Bracewell 2(XX). 7 4 - 8 5 ) . These result in |F(r)( = )

and =0, J T . depending upon whether .1, is positive or negative, respectively. For 

the input field (2 55) with r, > 0. therefore. (2.52) becomes

/ m U-T,. )-j.-V||u\'(y.-v,, |cos(2;n-.v + çi,,, , , . ,). (2.56)

where the sifting property o f  the Dirac distnbution. -  a)  f ( x ) d x  -  f{ci)

(Bracewell 2()()(). p. 79). has been exploited and the fact that ) = () if v, t  0  has

been utilized. Because the response in (2.49) and (2.50) is valid only at .v = v,,, . 

t,  \ix.x^^. ) values from (2.56) are relevant to the actual analysis values only when 

v = .v,,, in (2.56).

.Actual and predicted analysis fields for ,v, = 0 .  ,v̂ . = 1 0 .  A, = 1 . i = 1/3 . and 

w(.v) = e \ p ( - v / v ,  ). with K', = 3 .  are shown in Fig. 2.12a. This figure confirms the

a n g le  m  the  c o m p l e x  p lan e  that  the  vec to r ,  o r ig in a t in g  t r o m  zero  a n d  e n d in g  at F i i  i .  m a k e s  w ith  the  

p o s i t iv e  v-axis.

14 'f.. I \ . , - 1 1  1 ^ / 1 ( ./ \ . t
T h e  real c o m p o n e n t  o t  F{\ ) to r  an  inpu t  field g i v e n  hv (2 ..s5 i is ] = — ô(\ -  i ) - I - 1

w h ic h  c a n  he  e x p r e s s e d  as - |v  j). S in c e  the  o n e  s id e d  s p e c t r u m  is h e in g  u t i l ized  i i > 0  i

a n d  s in c e  i . >  0 .  the s e c o n d  te rm  is z e ro  an d  (i ) = - ^ c ) ' ( i  -  i ).

' '  T h e  te rm s  D i ra c  d i s t r ib u t io n  an d  c o m b  d is t r ib u t io n  (n e x t  sec t io n )  a re  u se d  instead  o t  th e  te rm s  D irac  
d e l t a  fu n c t io n  a n d  c o m b  fu n c t io n  s in ce ,  s tr ic t ly  s p e a k in g ,  th e se  a re  n o t  fu n c t io n s ,  but a re  distnlnuums ( o r  
g e n e r a l i z e d  fu n c t io n s ) .  D is t r ib u t io n  th eo ry  is b e y o n d  the  s c o p e  o f  th is  s tudy .  F o r tu n a te ly ,  for the
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veracity of (2.49) since it shows that the predicted analysis values (pius-sign symbols), 

obtained using (2.49). match the actual analysis values (solid line).

Predicted analysis values obtained using a response function d enved  under the 

incorrect assumption that DDW A entails convolution, instead of cross correlation, are 

illustrated by the thin-dashed line in Fig. 2.12a. .As this line indicates, this incorrect 

response function, given by (P4) with a negative sign preceding the imaginary 

com ponent, does not correctly predict analysis values. The difference between (2.49) 

and this incorrect response function can be understood by noting that a repetition o f  the 

above analysis for the incorrect response function results in a positive, rather than 

nega ti \e .  sign in front o f  , , , in (2.52) and (2.56). The response function that

results from incorrectly treating DDW.A as a convolution correctly specifies the 

amplitude modulation and the phase shift magnitude but incorrectly specifies the sign of 

the phase shift. It results in an incorrect response function that is the complex conjugate 

of the correct response function (2.50).

The amplitude )j (solid line, left axis), phase , , (thin-dashed

line, right axis), and ideal-amplitude (dotted line, left axis) modulations for the test 

illustrated in Fig. 2.12a arc shown in Fig. 2.12b. The ideal amplitude modulation is the 

response function for infinite, continuous data and is thus also referred to as the ideal 

response function. [For the weight function used in these tests, the ideal response 

function is l ^ , ( r )  = c . x p [ - ] (Barnes 1964).] As Fig. 2.12b indicates, the

D p e ra t io n s  u sed  h e re in  the  d i s t r ib u t io n s  c o n s id e r e d  b e h a v e  m u c h  l ike  fu n c t io n s .  F-or th o se  w h o  are  
in te re s te d .  B ra ce w e l l  ( 2 0 0 0 )  p ro s  ides a  re la t iv e ly  s t r a ig h t fo rw a rd  in t ro d u c t io n  to d i s t r ib u t io n  t h e o r s .
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response is nearly ideal in the central portions o f  the observational domain. For .v < ~ 3 

and . V  > -  7 ,  however, the boundaries affect the analysis and force non-ideal results.

The phase shifts expenenced  near and  outside o f  the obserxational domain 

boundaries are particularly illuminating. S ince positive values of , , , result in

shifting the input wave to the ngh t while negative values o f  , result in leftward

shifts [cf. (2.56)|, it is apparent that near the boundaries the analysis obtains information 

from towards the center of the observational dom ain . This also holds true outside of the 

observational domain up to a certain distance from the domain boundaries. At that 

point the phase shift changes from ± I 8 ()' to T I8 0 " .  with the phase-shift values 

oscillating with increasing distance from the dom ain  boundanes. These oscillations 

result from the constraint that -  ISO' < 4^, _ <  1 8 0 ' .  which was imposed dunng  the

calculations. This constraint does not necessan ly  produce the correct value of 

4 7 a ,, , Stnctly speaking, any 4 ^1 ,, , ,  = 4 7 - t - (3 6 0 ') ,  where -  IS O '< 4 7  < 180° and

n is an integer, could be considered valid at any point since 3 6 0 ' -increment changes in 

4 7 » , do not alter the results o f  (2.56). W ith in  the observational dom ain it appears

as if the restncted (p̂  ̂ , , values are correct s ince the analysis does not need to look

very far away to obtain information. This is not true, however, for analysis points 

outside o f  the observational dom ain. Consider the situation at .v = 12. where (the 

restncted) , = - 6 8 . 6 9 ' .  Since the nearest information is two units away, which

corresponds to 240° for this wave (wavelength o f  À = 3 ) .  it seems that the correct 

phase shift value at this point is -t-291.31°. N o te  that this value implies a physically
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plausible nght ward migration of information for this point. From reasoning that is 

supported by the phase shift values near the data boundanes. consequently, it appears 

that the correct phase shift values for points outside of the observational domain result 

from incrementing the restncted phase shift salues by an appropnate multiple of 360*. 

To the ngh t (left) of the observational domain, the corrected phase-shift values increase 

(decrease) monotonically with increasing distance from the nghtmost (leftmost) data 

boundary.

The interpretation of analysis consequences in terms of the amplitudes and 

phases of the Founer components, therefore, facilitates understanding. For the analysis 

illustrated in Fig. 2.12. for example, extrapolation is achieved by shifting information 

contained within the observational domain to points outside of the observational 

domain. This statement, moreover, appears to be fundamental to all extrapolations. A 

further consequence o f  the extrapolation illustrated in Fig. 2.12 is decreasing filtering 

with increasing extrapolation distance. This is indicated in Fig. 2.12b by the increasing 

amplitude modulation with increasing distance from the observational domain. It is not 

known if this is a fundamental attnbute of all extrapolation schemes.
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I

FKi. 2 .1 2 .  (a )  T h e  input Held (d o tted  l ine)  and actual ( so l id  l ine),  r e sp o n se - lu n ct ion  predicted  
(p lu s -s ig n  s y m b o ls ) ,  an d  c o m p le x  co n ju gate  r e sp o n s e - lu n c t io n  predicted  (th in-dashed line)  
a n a ly s is  f ie ld s  lor  a D D W .A  a n a ly s is  o f  o n e -d im e n s io n a l ,  c o n t in u o u s ,  b ou n d ed  data, (b )  T h e  
a m p l itu d e  ( s o l id  l ine , left a x is )  and p h a se  ( th in -dash ed  line, right a x is )  m od u la t io n  funct ions  and  
the ideal r e sp on se  fu n c t io n  (dotted  line, left a x is )  for the test s h o w n  in (a). In both (a) and ( bi  
the th ick -d a sh ed  lin es  in d icate  the observ a t ion a l  d om ain  boun d aries .  T h e  ob sersation a l f ie ld  is 

g iv e n  by / (  v) = .1 cos(2.)A v ) . w ith  ,-V = 1 .  v = 1 / 3 .  and the w e ig h t  function  is g iv e n  b>

vv(.v ) =  e x p ( -  v / v ,  ). w ith  v ,  = 3 .
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2.2 2.3 Discrete, Irregularly Distributed Data

2.2.2 3 .1 Derivation

For simplicity, the problem considered  is again one-dimensional. In this 

situation, the analysis field / , (  v) is determ ined using (2.36). which is repeated here for 

convenience and is

- v )

= --------------------- . (2.57)

I

where / (.x , ) denotes the i"’ observation and  .V is the total number of observations.

(Note that this denvation is designed for the  case where the number of observations is

finite. It could easily be modified for analyses involving an infinite number of

observations.) .As in Caracena et al. ( 1984) and Pauley and Wu ( 1990). the observation

locations can be descnbed using a comb d istnbu tion  (rather than a pulse function).

C om b distnbutions are typically defined (e.g.. W eaver 1983. p. 131 ) as infinite trains of

equally-spaced Dirac distnbutions. In this case, however, the irregular data spacing

requires what is called here an irrei’u la rc o m b  d istnbution. which is given by

\
icomb(.y,) = ^ d '( .v „  -  .v,„ ). (2.58)

. 1

where <>'(.v) is the Dirac distribution. The sifting property o f  the Dirac distnbution. 

together with (2.58). allows (2.57) to be e .\pressed in the form

J /( .v ,  ) icomb(.y, )vc(.v, -  x ) dx ,

l \ i x )  = ^ ---------------- — ---------------------- . (2.59)
;i(.v)
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where the norm ali/ation factor n{.\) is given by /;(.v) = -  v).
1

With the substitution v' = v -  v . (2.59) can be rewntten as

| / ( . v  + .i')icomb(.v + -v')u-(,v')fZv'

 —  . (2.60)

.As in the bounded, continuous case, both «(.v) and icomb(.v + .v') depend upon v. In 

this situation. the numerators of (2.59) and (2.60) are 

u(.v)'^/'(.v)icomb(.v) = u (- .v )^  /'(.v)icomb(.v). Thus, a succinct expression for (2.59) 

and (2.60) is

'i(.v)

•Attempting to determine an explicit expression for the response function by taking the 

Founer  t ranslbrm  of (2.61 )"' produces

T ,(v )=  J.V/(.-).V,,(v-.= ) J c .  (2.62)

where A/(i ) = F T j i i ( - .x )* / (,v)icomb(.i) |. .V,(i ) = FTli///(.v)|. ç denotes frequency 

dependence, and the product theorem has been applied. Using the convolution, 

s im ilanty. and product theorems. A/(v) can be expressed as

A s  in ttie c a s e  to r  c o n t in u o u s ,  h o u n d e d  d a ta ,  the  d o m a i n  o t  th is  a n a lv s i s  t ie  Id is c o n s id e r e d  to he
c o n t i n u o u s  a n d  in t ln i te .
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A/(\ ) = U ' ( - v) Jf'(i^/")ICOM B(\--  . where denotes frequency dependence.

Substituting this into (2.62) results in

i " f V - \
/•',(» )=  | !  i U ' ( - ç ) . V , ( v - ç ) J ç .  (2.63)

- I .y -, I

.As with (2.3V). the response function cannot be expressed explicitly using (2.63). 

.Moreover, rearranging (2.61) pnor to applying the Founer transform docs not help 

produce an explicit expression for the response function.

.Again, the artifice of an equivalent analysis allows the determination o f  the local 

response function. Consider the hypothetical situation in which the observation field is 

known everywhere and an equivalent analysis field ) is produced using, for all

points in the equivalent-analysis dom ain ( - °° . °° ) .  the same relative distribution of 

observations and weights that is used to produce an actual analysis value at the point 

.V,. . The non-weight component of the window through which the observations are

"seen" is. in this case, a sliding irregular comb, as opposed to the sliding pulse function 

em ployed earlier in the equivalent analyses of continuous, bounded data. This 

equivalent analysis lie Id is given by

J / ( .v  -k ,v') i c o m b ,  , (  C. C.r

/m( v-v.. ) = — ------------------- -,------:---------------------. (2.64)
" f .a c w  )

' T h e  F o u n e r  ( r a n s fo rm  o f  (he p ro d u c t  o f  a  f u n c t io n  / ( . v )  a n d  a c o m b  d i s t r ib u t io n  can  b e  in te rp re ted  

u s in g  the  s i f t ing  p ro p e rtv  o f  the D irac  d i s t r ib u t io n ,  a s  sh o w n  in B racew e ll  ( 2 0 0 0 .  p. 1.181. In the  case
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where

\ »
'  ~ '  r. )=  |icomb^,(.v'..v,^, )n<.v')rZr' (2.65)

' - 1 , -

is the equivalent analysis normalization factor and the equivalent analysis irregular 

com b distribution is

ic o m b , , (.v'. .V,,. ) = ^  rf[.v' -  (.V „ -  ,v,̂ . )]. (2.66)
;  I

Within each equivalent analysis .v,̂ , and ) are constant and icomb, ,(.v'..v, ,̂ )

depends only upon v'. Hence, in this situation the numerator and denom inator of (2.64) 

are

I/'( .v + v 'licom b, ,(.v'..v„, )\v { \')d x ' = n(.v)icomb^,(.v..v,,, ) * / { \ )

= n( -  .V ) ic o m b , , ( -  ,v. .v„, )* / (  .\ )

= ( -  V..V.,, ) * / ( .v )  (2.67)

and

)iZv'. (2.68)

respectively. The effective weight function vi;,, (.v..x;,, )=  ir(.v)icombf_^(.v..x;^, )

em bodies not only the structure o f  the weight function but also the distribution of the 

observations about the point , .

\ s h e r e  / ( » )  = ! .  ih is  p ro d u c e s  the F o u r i e r  t r a n s lo rm  o l  th e  c o m b  d i s t r ib u t io n .  F o r  the  c o m b  d is t r ib u t io n  

g i v e n  by  i 2 .5 8 i .  IC O M B ( i  ) -  ^ e \ p ( -  j 2 ^ x ).
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The following determination of the response function proceeds as in the 

continuous, bounded case. With (2.67). (2.64) can be e.xpressed as

\ M(-.v)icomb,,(-.v..x;^, ) * / ( .v )
) = ---------------------7----- ;----------------- = ------------- 7----- 7---------. (2.69)

As in the continuous, bounded case. (2.69) illustrates an important difference between 

the actual and equivalent analyses. In the actual analysis (2.61). the irregular comb 

distribution is associated with the observation field in the equivalent analysis

(2.69). the irregular com b distnbution is associated with the weight function u(.v). The 

equivalent analysis construct, in a manner similar to that in the continuous, bounded 

case, results in the irregular comb distribution moving across the convolution symbol.

The Founer  transform of (2.69) and the application of the convolution theorem 

produce the response function

/  ( ' ) " ,  J  T,' )

where the fact that «, ) is constant for each iv,, has been used. The similanty

theorem indicates that if FT[vi;,. (.v,,v,_, )1 = (i ). then 

FT(vv;„ (-.V..V,,, )| = IT,„ ( -  ). Using the definitions o f  the F oune r  transform and of

icomb^ ). IF,, (I'. v.., ) can be e.xpres.scci as (see footnote 17)

K f  ( ' • ’ • T . ,  )  =  Z  -  -U .., ) c o s [ 2 ; n i y „  -  .v ,^ , ) |

1 (2.71)

+ "  U..' )sin[2 ;zv(.y„ -  )]|.
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Substituting -r  for r  in (2.71) to get FT[u_,, ( - )j. as dictated by the similanty

theorem, and inserting the result into (2.70) produces

\

%  -  )cos[2 ;n'(.y„ -  .v,,. )|

\

' ^ ) s i n ( 2 m iv „  -  ,v„, )|

(2.72)

As in the case for continuous, bounded data, the response function for DDW.A analyses 

of discrete, irregularly-distributed data depends upon the \veii;ht function  u( v). the 

frequency v. and  the locution  .v, . .

2.2.2.3 2 Vvrirication

The response function (2.72) is tested by using it to predict analysis values and 

by com panng  these values to actual analysis values obtained using (2.57). As in the 

continuous, bounded case, the input to these tests is prescnbed by (2.55). Furthermore, 

since in this case ..v„, )=  FT[vv;„ (-.v..i;^, )]/u^ ,(.v,, )=  ). as in the

continuous, bounded case [(2.49) and (2.50)]. the analysis from (2.50) to (2.56) applies 

here also. In this case, o f  course. ) is given by (2.72) rather than by (2.49).

Actual and predicted analysis fields for A, = 1 .  v = 1/5. A '= 20 .  and 

vf(.v) = e . \p ( - .v /^ ' , ,  ). with V, = 3 .  are shown in Fig. 2.13a. (Each .y„ was obtained 

using a pseudo-random num ber generator and was restncted  such that .v, < .v„ < .v .̂. 

with .V, = 0  and .v, = 1 0 . )  In this figure the limits o f  the possible .y„ values are
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indicated by thick-dashed lines, the input field is indicated by the dotted line, 

observations are indicated by diamond symbols, observation locations are indicated by 

the small arrows at the top of the figure, the analyzed field is indicated by the solid line, 

and the predicted (using (2.56)] analysis values are indicated by the plus-sign symbols. 

As this figure show s. (2.72) is correct since it predicts actual analysis values.

The amplitude | U \ ( i - ) j  and phase (p̂  ̂ , modulations for the test

illustrated in Fig. 2.13a are shown in Fig. 2.13b. Except for the arrows that indicate 

observation locations along the top of this figure, the elem ents o f  Fig. 2.13b are as in 

Fig. 2.12b. with the amplitude modulation field (left axis) indicated by the solid line, the 

phase modulation field (nght axis) indicated by the thin-dashed line, and the ideal 

amplitude modulation field, or ideal response, (left axis) indicated by the dotted line. In 

this case, amplitude modulations are generally far from ideal and significant phase 

shifts are common. (The presence of significant phase shifts in Fig. 2 .13b is consistent 

with the misalignment in Fig. 2 .13a of the maxima and m inima of the input and analysis 

fields.) Figure 2.13 illustrates well the impact an irregular observational distnbution 

can have. When observations are irregularly distnbuied, the response can be far from 

ideal both within and outside of the observational domain limits.

The phase shift values that are outside o f  the observ ational domain limits in Fig. 

2.13b behave similarly to the phase shift values that are outside o f  the observational 

domain limits in Fig. 2.12b. Because the , values plotted in Fig. 2.13b were

restricted as they were in Fig. 2.12b, i.e. such that - 180" ’ , < 180"^. the

extrapolation phase shift discussion of section 2.2.2.2.3 applies here as well. .A plot of
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corrected , , values would thus indicate monotonically increasing (decreasing)

phase shifts with increasing distance to the nght deft) o f  the nghtm ost (leftmost) 

observational dom ain limit. As with the continuous, bounded case, e.xtrapolation is 

achieved by shifting information contained within the observational dom ain to points 

outside of the observational domain.
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FiCi. 2 .1 3 .  (a ) T h e  input f ie ld  (dotted line», o b serv a t io n s  (d ia m o n d  s y m b o ls ) ,  and actual ( so l id  
l in e )  and r e sp o n s e - fu n c t io n  pred icted  (p lu s -s ig n  s y m b o l s )  a n a ly s is  f ie ld s  for  a D D W A  a n a ly s is  
o f  o n e -d im e n s io n a l ,  d iscrete ,  irregularly-distributed data, (b )  T h e  a m p litu d e  (so l id  line, left 
a.vis) and p h a se  ( th in -d a sh e d  line, right a x is )  m o d u la t io n  fu n c t io n s  and the ideal resp on se  
fu n ct ion  (d ot ted  line, left a x is )  for the test sh o w n  in (a). In K n h  (a) and (b) the th ick-dashed  

l in es  in d icate  the  l im its  o f  p o ss ib le  o b sersa t io n  lo c a t io n s  and the arrow s d enote  actual  

o b ser v a t io n  lo ca t io n s  T h e  ob servat ional field is g iv e n  bv /  ( v ) = . \  cos(2 .7 \  v ) .  with = 1 .

V = 1 /5 .  and the w e ig h t  fu n ct ion  is g iv en  by vt( v) = e x p ( -  v , ). vv ith v ,  = 3 .
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2.2.2 4 Extension to Multiple Dimensions 

2.2.2.4.1 Derivation

The purpose is to extend the general response function framework to 

multidimensional problems. To illustrate how this can be accomplished, the simplest 

multidimensional problem, that concerning two dimensions, is considered here. The 

extension to three or more dimensions can be accomplished by generalizing the 

methods presented herein.

In this analysis the direct F ouner transform of /'( .v. v) is def ined to be

/•'(//.r)  = FT[/(.v. v)| = j  | / ’(.v. v ) e x p ( - y 2 >7 ( « . v i  vll^ZvJv . (2.73)

w here u and r  denote f requency and y = V - 1 . The corresponding indirect Founer 

transform is defined by

f{ . \ .y)=  I  jF(u.v)c\p{ + vy)\Juilv . (2.74)

To illustrate the application of the general response function framework in two- 

dimensions. the two-dimensional, diserete. irregularly-distnbuted case is analyzed. To 

proceed, the expression for distance-dependent weighted averaging (DDW.A) analyses 

o f  such data must be expressed in a form to which Founer theory for infinite, 

continuous data can be applied. The DDW.A analysis of discrete, irregularly- 

d istnbuted. two-dimensional data can be expressed as
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X  / ( . y„, )'* (-v„ - -v .y „  -  v)

f \ ( x . y )  = — -----   . (2.75)
2 ]v»tv , -  .v.y„ -  y)
I - I

where / . ,(  v. y ) is the analysis field, /'(.v,,. y ,, ) denotes the i"" obser\a tion . .V is the total

num ber o f  observations, and uf.v , -  v. v,, -  v) is the weight function. To manipulate

(2.75) into the desired form, the two-dimensional impulse symbol (Bracewell 2(XK). p. 

89).

' (>'( .V. V ) = cS( X )cS( y )  = < "  ( 2.76)
I oo .V + V' = 0 .

IS required. This impulse symbol is defined (cf. Bracewell 2(M)0) such that

I  j ' - ( H x . \ ) d x i h  =\  (2.77)

and

I  j ' d i x  -  u. \ ' -  h ) f { x .  y ) d \ J y  -  f ( a . h ) . (2.78)

This latter sifting property means that (2.75) can be expressed as

I  ) ‘icomb(.y,. y , )iv(.v, -  .v. y, -  y ) d x ,  Jy ,

/ , ( .v .v )  = -       . (2.79)
/j(.v.y)

where

-|Comb(.v,. y , ) = ^  -  .y„. y, -  y„ ) (2.SU)
i  :  I

\
and //{.V. y)  is the normalization factor given by //(.v. y ) = X  n(.v,, -  .v. yy, -  y ) .
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With the substitutions i '  = v -  v and y ' = y -  y . (2.79) can be rewritten as

J  J / ( .v  -t- ,v'. y + y ')  'icomb(.v + .v'. y + y') u(.v'. y ') d \ 'J y '

/ \ ( .v .v )=  ■ — '  ----------------------------     . (2.81)
/i(.v.y)

The numerator on the rhs of (2.81 ) is the two-dimensional cross correlation  o f  ni.x. v)

with the composite function / (.v. y ) "icombf.v, y) and is denoted as

M(.i. >•)♦ ★/■(.V.y)'icomb(.i.y). By substituting u(.v, y) = u j - . v , - y ) . thereby 

defining ivj.v. v) = vi (-.v, -  y ). and by subsequently performing the change of \a n a b le s  

X = \  + ,v' and Ï  -  y + y ' . one obtains the result

n(.i. \ )★ ♦ / ( . V .  y ) 'icombl.v, \ ) =  u ( - . v , -  y )* ^ / '( .v .y ) 'icomhf.v. y ) .  where ** denotes a 

two-dimensional convolution (Bracewell 2(KK). p. 331 ). Thus. (2.81 ) can be expressed

as

n(.x.y)

Attempting to determine an explicit expression for the response function by 

taking the Founer transform o f  (2.82) fails because the F oune r  transform of / ( .v .y )  

becomes bound within convolution integrals, preventing one from obtaining 

F\ ( u . v ) / F{ u . v ) .  One can obtain the response function, however, if the 

concept of an equivalent analysis is applied. Consider the hypothetical situation in 

which the observation field is known everywhere and an equivalent analysis field 

/ f  ,(.v. y ..v„ ,. y,,,, ) is produced using, for all points in the equivalent-analysis domain.

the same relative distribution o f  observations and weights that is used to produce an
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actual analysis value at the point (.v,,,. y,_, ). The non-weight component of the window

through which the observations are 'seen" is. in this case, a sliding, irregular, two- 

dimensional com b distnbution. This equivalent analysis field is given by

) =

j  | / ( . v  + .v'. V + y') icom b^, (.v'. y'..v,^,. ) uTv'. y ' j d x ' d y ' . (2.83)

. )

w h e r e

\

. 1

= j  j ■ ic o m b , , (.v'. y'. .xy,, .  \y,, ) vv( x'. \ ') d \ 'J y '

(2.84)

and

-icom b, ,(.x'. y'..x,„ . \y., ) = ^  " 4 /  -  (-T, -  -v,, ). y ' -  (y,„ -  y.,, )1. (2.85)
,  I

R ecogni/ing that the numerator on the rhs of (2.83) is a cross-correlation and using the 

same transformation between a two-dimensional cross-correlation and a two- 

dimensional convolution that was used previously. (2.83) can be expressed as

-  X. -  y ) -icomb,, x. -  y. xy ,̂. xŷ . * /(.x . y )
) = ------------------------------ :------------ r-------------------------- . (2 .8 6 )

.y .„  )

Note that in the equivalent analysis (2.86) "icom b, ,(.x. y..xy_,. yŷ , ) is associated with

u(.x .y ).  whereas in the actual analysis (2.82) "icomb(.x.y) is associated with / ( .x .y ) .  

The equivalent analysis results in the two-dimensional irregular com b distribution
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moving across the convolution symbol, which is the key alteration that enables the 

determination ot the response function.

Taking the F ouner transform of (2.86) and applying the convolution theorem for 

two-dimensional F ouner  transforms"^ (Bracewell 2(XX). p. 332).

/ FT[u-(-.v. - v ) - ic o m b , , ( - .v . -v . .v ,„ . .v „ ,  ))
 ̂r, , • r, r / , ,

_ F T k , ( - . v . - v . l . . i ; ) i  •

where ( - . v . -  y..v,,,,. \y_, )=  u ( - . v . -  y) i c o m h ^ r.- y..v,_,. ). The similanty

theorem for two-dimensional Fourier transforms‘‘' ( Bracewell 2 (KK). p. 332) states that if 

FT[w^.. (.Y.y..v„,. ) 1 = U',,, (ii.i . ,v„.. v„, ). then

FT[vi,., (-.V. -  \ ..v,_,. y,,, )j = U'„ -  r..v, ,. v,_, ). From the definitions of the two-

dimensional Fourier transform and of 'icomb, ,(.v. y ..v„,, v,_, ).

\V„ (« .r . .v „ , . v„, ) =
\

J ] u ( .v  , -  -V„,. v„ -  )cos{2 ;r(«(.v,, -  v.,, )+ v( v„ -  v„, )|} ( 2 .8 8 )
. 1

I \ 1

+ y - E  -  -V.,,. y,„ -  v.„ )sin{2;r[«(.Y„ -  .v,„ ) + i( v -  v, ,̂

T h e  iw o -d im e n M o n a l  e o n \ u l u i i u n  ih e u re m  elates that it tw o  funciion.s / (  v. v) a n d  the

d i im a in s  o t  w h ic h  a re  in t ln i te  a n d  c o n t in u o u s ,  have  E-ourier t r a n s to r m s  g iv e n  by F ( k . c )  an d  G{u.\ ). 

re sp e c t iv e ly ,  th en  the  F o u r i e r  t r a n s fo rm  o f  the c o n v o lu t io n  o f  / (  i .  v ) a n d  g( v. v) is g iv en  by 

F ( u .  I ) t / ( u .  V ).

' ' T h e  t w o - d im e n s io n a l  s im ila r i ty  th e o r e m  states that  if  the  F o u r ie r  t r a n s f o rm  o f  the  in t ln i te .  c o n t in u o u s

d o m a in  fu n c t io n  / ( v .  v) is F  ( « .  i ) .  th en  the  Fourier  t r a n s fo rm  o f  / ( u . x . h \ )  is k -  F^ —
V (I h
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Substitution o f  -ii for u and -v for r  in (2.88). as dictated by the sim ilan ty  theorem, and 

insertion into (2.87) results in

\

-  -V.,. )cos{2 ;r[//(.v„ -  .v . ,J +  v(y„, -  ){}

----------------------------  (2.89)

( \
j \  -  X  )sin{2 ^[„(.i  ,, -  .v,̂ , ) y- v( v„ -  y„, )[}

y . . .  )

This is the response function for DDW.A analyses o f  discrete, irregularly-distnbuted. 

two-dimensional data.

2.2.2.4 2 Vérification

As in the one-dimensional case, the local response function is the complex 

conjugate o f  the normalized Founer transform o f  the effective weight function, which in 

two dimensions is succinctly expressed as

l^ ( / / . r . .v „ , . v„, ) = Vl\’ (// .v ..v„ ,.y„, ). (2.90)

In (2.90) . v.̂ , ) = . y,_, ) -  ). where

\V\ («.r..v;,, . V.,, ) = FT[uv„ (.t.y..t\„ )l/'0 >( T ., . .v.,, )•

From the definition of the response function, the F oune r  coefficients of the 

equivalent analysis field can be e.xpressed in polar form as 

(»''■■-T.. . y . , J  =
(2.91 )

|exp(;(49,,^  ,,    , ) ) .
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where | f ' ( » . i  )( and . y, ,̂ )j are the magnitudes of F{ii.v)  and

(//,»•. v„, ) and and . are the phases of F( u a ) and

U\‘ (//. r..v._,. y,_, ). Using (B12) of appendix B and (2.91). v..v,,,. y„, ) can be

written as

/,^(.v.y..v„.. )= j  j  - - - - - - - J — i/--(n.v^|»V(«.v.Ay^,.
, (»•) (2.92)

cos[2 ; r (» .v ^ rv )^ Ç 0 , , ,  ,, ^ ,[}d«Jr.

where <>'"(r) is 0 except for at r  = (), where it is I. and the fact that

V’, . . , has been utilized. .As m the one-dimensiona! ca.se. (2.92)

shows exactly what happens to each Founer ciiefficient d u n n g  an analysis. D unng an 

analysis, the amplitude of each Founer coefficient is m odified  by the factor

|U\’ (n.''.-V.,.. v„.  )| =lU' .  ( n . i - . A , . , . V.,, |

=  -.U.. )■ H

and the phase o f  each F ouner  coefficient is altered by

. ... ... , =

-  a rg [u \  (ii.v. .V.,,. y, ,̂ ); \ \ \ («. r. , ). W\  ( a . r .  -V.., .  \ )).

(2.91)

(2.94)

where a rg |w \ (n.x'..xv^,. ):U\K,(n,r. .v. , . . y,., ) . r..x;,,, .y.^, )| means the

argument o f  (n.i-. x, , , . \ŷ , ). which depends upon r. .x„, . y. ,̂ ) and

'.U,. ) ■

To venfy (2.89). an input field similar to that used for discrete, irregularly- 

distnbuted. one-dimensional data is used:
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/ ( - V , .  y , ) = A cosl2;r(//.ly i y, )|. (2.95)

In (2.95) A, js the amplitude and u, and v, are the input trequcncics. For the input field

(2.95). ) = -hu^.v-hv ) and ) = 0 .  which can

be \ en  tied by insertion into (2.74). These result in

= LM -<)'(;/ -  // . r  - 1- ) + ^  •()'(« i- II .V + V ) and , = 0 . / r .  depending upon

whether .A, is positi \e  or negative, respectively. For these tests both u, and v, are greater 

than zero. Since in (2.92) r  > 0 .  only the first term in |/-'(//.v)j contnbutes and thus for 

an input of the form (2.95) and for u, and v, both greater than zero (2.92) becomes 

/;,(.v. v..v„,. v„, ) =
, ii V r I (2.96)
lA | |U \ ( i / . r  ..vy,.. v,. ]|cos[2;r(«,v + r  v) + ^ . , ,  , , - ( 0 » , , ,].

where the sifting property of ' S( . x . y)  has been exploited and the fact that A"(v ) = 0  if 

V, ? 0 has been utilized. Because the response in (2.89) is valid only at ( v,_,. \ŷ , ).

,(.v. y..v,_,. \y , ) values from (2.96) are relevant to the actual analysis values only 

when (.V. y) = (.v,,,. \y, ) in (2.96).

Test results for .-V = 1 . k = 1 /4 .  r  =1/10. and u(.v.y) = e x p ( - ~  .v ' / a ,  ). 

with V, = A = 2 .  are provided in Fig. 2.14. From Figs. 2 .14b.c it is apparent that the 

analysis field and respon.se-function predicted analysis field appear to be equivalent. In 

fact, the greatest difference between these two fields has a magnitude of 1.00136x10 

which is within the expected accuracy for single-precision computations. This correct 

prediction o f  analysis v alues, therefore, verifies (2.89).



O f particular interest are the differences between the actual analysis (Fig. 2.14b) 

and the analysis field for infinite, continuous data (Fig. 2.14d). As these indicate, the 

actual analysis is far from replicating what is obtained in the ideal situation of infinite, 

continuous data. Figures 2 .14b.d. coupled with the amplitude (Fig. 2.14c) and phase 

(Fig. 2 .14f) modulations, illustrate how strongly the distribution of the observations 

affects the analysis. If the data were infinite and continuous, the amplitude modulation 

would have a constant value o f  0.24 and the phase modulation w ould be zero. Instead, 

the amplitude modulation varies significantly, having a m axim um  of 0.927 and a 

m inim um  of 0 .015. and the phase modulation is considerable over  much of the analysis 

domain. The causes of these non-ideal amplitude and phase modulations and. thus, of 

an analysis field that differs significantly from the ideal case, are the irregular 

distribution of the discrete observations and the data boundanes. Considenng that on 

average there are about 2 ..̂  observations per wavelength of the input wave, the irregular 

d istnbution o f  the observations should strongly affect analysis fidelity. In fact, in the 

nomenclature of Doswell and Caracena ( 1988). this is an inadequately-sampled wave. 

W hen the wave is w ell-resohed. in which case the num ber o f  observations per 

wavelength meets or e.xceeds 12 (Doswell and Caracena 1988). the analysis resembles 

the ideal analysis much more closely, although the effects of the data boundanes are 

still significant (not shown).
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a)

FKî. 2.14. The (a) input tie Id. (b) analysis field, ( o  response-function predicted 
analysis field, (d) analysis field for infinite, continuous data, (e) amplitude 
modulation, (f). phase modulation, and (gi observation distribution for a DDWA
analysis of two-dimensional, discrete, irregularly-distributed data. The
obsersational field is given by / (  v. \ ) -  ,\ cos(2 .?r(u .x + v v ) | , with .I -  I .
u, = 1/4. and v, = I/It) . and is sampled at the 40 random locations (restricted to be

in the domain (- .> .5 jx (-5 .5 |)  shown in (g). The weight function is given by 

vi(.v. v) = e.\p(- -x’/ a \  -  V '/v  ). with k\  = k =2 . In te l  the theoretical amplitude

modulation is the amplitude modulation that would be realized for infinite, 
continuous observations.
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2 2.2.5 Discussion

As indicated in section 2.2.2.1. the response function can be viewed from either 

a domain-wide or a local pcrspecti\ e. In some situations, like the use of a fi.xed weight 

tunction in the DDVV’.A analyses o f  continuous, infinite data, these are equivalent. 

Generally, however, they are not. The local response tunction concerns spectral effects 

at a particular location while the dom ain-wide response function denotes some sort of 

average response. This is a very important distinction, as illustrated presently. For the 

purpose o f  illustrating this distinction, the domain-wide response function is defined as 

being composed of the domain-wide average amplitude and phase m odulations.'"  

Given this, consider Fig. 2.12. In Fig. 2.12b. the average o f  the phase m odulations is 

zero. From a phase-shift standpoint, this implies a good analysis (no domain-wide 

phase shift). This is a misleading measure o f  analysis quality, however, since local 

phase shifts are significant both near and outside of the observational domain 

boundaries. In fact, the impact of these phase shifts is apparent in the differences in the 

locations of the extremes of the analvsis and input fields near the boundaries of the 

observational domain (Fig. 2.12a). The local response function, therefore, appears to be 

a supeno r  measure of lcx;al analysis fidelity.

Differences between dom ain-wide and local response functions are also 

illuminated by the factors that affect post-analysis Fourier content, which can be 

exam ined  using (2.39). (2.63). (2.49). and (2.72). Equation (2.39) indicates that for 

continuous, bounded data the post-analysis, domain-wide Founer content results from

This  m easure  of the dom ain-w  ide response function is similar to one  o f  the forms sugges ted  by Buzzi et 
ai. (1991).  in their form, however, they app lied  the averaging o pe ra to r  prior to the ca lcu la tion  o f  
am plitude  and  phase.
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three steps: 1 ) the eonvolution of the input Fourier content with the Founer transform o f  

the pulse function. 2) the multiplication of the result of  I ) with the Founer transform o f  

u-(- a ) . and 3) the convolution of the result o f  2) with the Founer transform of 1//i(a). 

Equation (2.63) indicates that the situation is much the same for discrete, irregularly- 

distributed data, the only difference being that the input Founer  content is first 

convolved with the Founer transform of the irregular comb distribution. Consequently, 

the analysis scheme affects the post-analysis, dom ain-wide Founer content through the 

Founer  content of both vr(- v). the reflection o f  the weight function about v = 0 .  and 

l/;i(.v). the inverse of the normalization factor. The observation distribution affects the 

post-analysis. domain-wide Founer content through the Fourier content o f  the pulse 

function (continuous, bounded data) or irregular com b distnbution (discrete, irregularly- 

distributed data) and the Fourier content of l///(.v) [both the analysis scheme and the 

observation distribution affect n(.v)l. The post-analysis, local Founer content, defined 

here to be the Founer content under the conditions of an equivalent analysis, is 

specified by either (2.49) or (2.72). From the analyses preceding these equations [cf. 

(2.47 ) and (2.70)]. it is apparent that the post-analysis, local Founer  content results from 

two steps: I ) the convolution of the Founer  content o f  .r) with the Founer content 

of either p^,(-.v..v,., ) or icomb^, ( - ,v..v;_, ) and 2 ) the multiplication of the result of I) 

with ). .As opposed to the situation for post-analysis, domain-wide

Founer content, the normalization factor has a relatively minor affect on the post- 

analvsis. local Fourier content since it onlv serves to normalize that Founer content.
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Equations (2.39). (2.49), (2.63). and (2.72) provide a basis for studying the 

effects observation distnbutions and analysis schemes have upon response functions. 

While a ngorous exploration of this topic is beyond the scope of this work, a bnef 

indication o f  research progress is appropriate.

The effects rectangular windows have on domain-wide spectral content arc 

discussed in both textbooks (e.g. VV'eaver 1983. 134-137; Hamming 1998. chapter 5) 

and articles (e.g.. Caracena et al. 1984). as are the effects infinite regular comb 

distnbutions have on domain-wide spectral content (e.g.. Weaver 1983. 131-134; 

Pauley and Wu 1990). The impact of finite regular com b distnbutions has also been 

considered (e.g.. Caracena et al. 1984). With respect to local spectral content, the 

impact of pulse functions (Achtemeier 1986; Pauley 1990). infinite regular comb 

distributions (e.g.. Pauley and Wu 1990). finite regular com b distnbutions (e.g.. Jones 

1972). and finite irregular comb distnbutions (e.g.. Jones 1972; Sc hi ax and Chelton 

2(K)2) have all been considered to varying degrees.

The effects weight functions have on Founer content have been considered bv 

numerous investigators (e.g.. Barnes 1964; Stephens 1967; Koch et al. 1983). However, 

the role the normalization factor plays in domain-wide spectral content, as indicated by 

(2.39) and (2.63). has not been considered previously.

As discussed in section 2.2.2.1. the response function (2.72) has been denved  in 

one form or another by others (Jones 1972; Yang and Shapiro 1973; Thicbaux and 

Redder 1987. p. 105; Buzzi et al. 1991; Schla.x and Chelton 1992). To obtain the 

equivalent o f  (2.72). these investigators substituted a spectral representation of the 

observation field into their expressions for D D W A  analyses and subsequently
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manipulated that result. This ’back-substitution method' differs from the 'convolution- 

theorem approach' used herein. Since both techniques produce the same response 

function, one may contend that little has been gained in this exposition. On the 

contrary, it is argued that the convolution-theorcm approach provides insights into 

DDW A analyses that are not available from the back-substitution method. Specifically. 

I ) the convolution-theorem approach provides an infrastructure for interpreting both the 

separate and  a m ih in ed  impacts that data distnbutions and weight functions have upon 

analyses and 2 ) the convolution-theorem approach illustrates exactly what the local 

response function for D D W A analyses is: the local response function is the com plex  

conjui^ate o f  the norm alized Fourier transfonti o f  the effective weiiiht functioti.

Similarly, the response function (2.89) has been denved  previously (Buzzi et al. 

1991). .As in the onc-dimensional case, the convolution-theorem approach has the 

advantages of providing an infrastructure for interpreting the impacts data distnbutions 

and weight functions h a \e  upon analyses and of illustrating exactly what the local 

response function for (two-dimensional) DDW A analyses is. In two dimensions, the 

local response function is as it is in one dimension— the complex conjugate o f  the 

normalized Founer transform of the effective weight function.

While other methods for interpreting the response function exist (e.g.. 

Achtemeier 1986). the most straightforward interpretation seems to be in terms of 

amplitude and phase modulation as descnbed  in detail in this study. With this 

approach, the effects of a DDW  A analysis scheme are descnbed  quite  simply by how 

the analysis scheme changes the intensity of input waves (amplitude modulation) and by 

how the analysis scheme moves input waves around (phase modulation). Because in
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real D D W A  analyses the inhomogeneous distnbution of observations generally results 

in phase shifts (Pauley 1990. Buzzi et al. 1991), phase modulation information should 

be included in addition to amplitude modulation information in the evaluation of 

response functions. L’nfortunately. as Buzzi et al. (1991) indicate, phase modulation 

has received less scrutiny than it would seemingly warrant. Its importance has been 

increasingly noted. how e\er.  in numerous analyses and discussions, including 

.Achtemeier ( 1986). Pauley ( 1990). Buzzi et al. ( 1991 ). Carr et al. (1995). and Askelson 

et al. (2(XX)). In fact. Buzzi et al. (1991) provide illustrations of amplitude and phase 

modulations (their Figs. 5 and 4) that are essentially of the same form as Figs. 2.12 and 

2.15 of this study.

The technique outlined herein has numerous potential applications. The most 

obvious IS the evaluation of the amplitude and phase fidelity o f  DD W A analysis 

schemes. In this regard, an interesting use would be the evaluation of the filtenng 

properties o f  statistical o b jec tn e  analysis (SO.A) schemes. It would be particularly 

interesting to determine whether SO.A schemes, in their procurement of a DD W A 

analysis that minimizes analysis-error vanance. also minimize phase shifts.

Another potential use is the evaluation of observation networks. Doswell and 

Lasher-Trapp ( 1997) have suggested the use o f  the gradient o f  the normalization factor 

to charactenze the degree of irregularity o f  observation networks. It seems that phase 

modulation could be used in much the same manner since nonzero phase shifts anse 

from the inhomogeneity of observation distnbutions. A potential complication, 

however, would be the ±«271 ambiguity in the determination o f  phase shift values, 

which is d iscussed in section 2 .2 .2 .2 .3.
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Amplitude modulation could also be quite useful m the evaluation of 

observation networks. Its principal utility is probably its ability to indicate how well 

DDW A schemes retain signal while repressing noise (e.g.. Jones 1972; Schla.\ and 

Chelton 2002). By charactenzm g filtenng potential, the technique outlined herein 

could be especially useful for networks that are limited in both extent and number of 

observations, for which the determination of network viability is particularly difficult.

It is noted that the technique outlined in this study is sufficiently general so that 

It should be applicable to arbitrary weight functions and data d istnbutions as long as the 

concomitant integrals and summations are defined. Extension to situations where 

combinations o f  discrete and continuous data are available should be possible by 

combining pulse functions and comb distnbutions.

Finally, an exciting potential use is in the design of filters that will replicate 

prescribed amplitude and phase modulations as closely as possible given an observation 

distnbution. This could be a very useful filler design technique, especially considering 

the difficulties in applying SO.A to situations where error covanances  are uncertain or 

background estimates are unavailable. Work on the design o f  such a filter is currently 

underway.
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Chapter 3: Interactions of Hydrometeors with Rear Flank
Downdrafts

3.1 Background

Numerous theories exist for supercell tom adogcnesis (in an unpublished 

manuscript, Rasm ussen and Straka (1997) outline 11 tomadogenesis hypotheses). 

Recently, the roles downdrafts. especially the rear flank downdraft (R FD ) (Lemon and 

Doswell 1979). m ay play have received more attention (e.g.. VValko 1993; Davies-Jones 

and Brooks 1993; Davies-Jones 2000). Davies-Jones ( 1982) sparked increased interest 

in the downdraft when he found that it probably plays a critical role in establishing 

vertical vorticity near the ground. .As Davies-Jones (1982) and Davies-Jones and 

Brooks (1993) reason, m an environment with negligible background vertical vorticity 

an "in. up. and ou t"  circulation dnven pnm an ly  by forces aloft could  not establish 

significant vorticity near the ground since in this process parcels that obtain vertical 

vorticity are significantly elevated. To produce, in this type of circulation, significant 

vertical \o r t ic i t \  near the ground through updraft tilting of hon /on ta l  vorticity. an 

abrupt upward turning of streamlines, strong pressure gradients, and large vertical 

velocities are needed near the ground. [Alternatively, eddies could transport vertical 

vorticity dow nw ard against the flow. This process, however, has not been observed 

(e.g.. W alko 1993).] W hile these features do anse  in updrafts in ax isym m etnc  tornado 

models, it is doubtful that they arise in supercells without the influences o f  downdrafts 

(Davies-Jones and Brooks 1993). [These features can be present along gust fronts and 

can result in significant near ground vertical vorticity in updrafts (e.g.. Adlerman et al.
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1999). For these gust fronts to anse, however, downdrafts are generally needed.| Thus. 

It seems that downdrafts may be crueial to tomadogenesis. Specifically, the RFD is a 

pnncipal downdraft suspect in the tomadogenesis mystery. Incriminating evidence 

includes observations of low-level cyclonic-anticyclomc vorticity couplets straddling 

the RFD and hook echo (suggesting vorticity production by the RFD through tilting) 

just p n o r  to and at the time o f  tomadogenesis [e.g.. Fig. 4 o f  Grandes ( 1978) and Figs. 9 

and 10 o f  Dowell and Blucstein (1997)). and observations showing that supercellular 

tom adoes typically form along the interface o f  the updraft and the RFD (e.g.. Lemon 

and Doswell 1979). .Moreover, simulations indicate that RFD air Hows into areas of 

low-level rotation (Wicker and Wilhelmson 1995; .Adlerman et al. 1999) and both 

observational (e.g.. Lemon and Doswell 1979; Grandes 1981) and numencal (e.g.. 

.Adlerman et al. 1999) studies show that the evolution o f  low-level rotation and the RFD 

are linked.

A partial understanding of RFD dynam ics can be gained through the 

consideration o f  the vertical component o f  the equation o f  motion expressed in the 

perturbation (hydrostatic base state) form;

ill /)„ c-,, )

In (3.1) perturbations are indicated by single-pnm es. the base state is indicated by a 

subscript zero, w is vertical velocity, p  is density, p  is pressure. :  is the vertical 

coordinate, g is the acceleration due to gravity. 0  is virtual potential temperature, c is 

the specific heat o f  dry air at constant volume, is the specific heat of dry air at
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constant pressure, r,, is the total hydrometeor mixing ratio (cloud r,, rain and ice r,). 

and F. represents the viscous and eddy stress terms (e.g.. Houze 1993. 35-36). The 

first and second (of three total) terms on the rhs o f  (3.1 ) are the vertical gradient of the

I
perturbation pressure field and the buovancv B -  i» ——

I t-;, P.
. respectively.

(In the buoyancy term it is assumed that the hydrometeors are falling at their terminal 

velocities and thus that the drag that they exert upon an air parcel is equal to their 

weight, resulting in the r,, term.) .As indicated in (3.1). the RFD may be driven by 

vertical perturbation pressure gradients, buoyancy. \ iscous  and eddy stresses (believed 

to be o f  secondary importance to this problem), or a combination thereof.

.Numerous investigators have illustrated the importance of vertical perturbation 

pressure gradients to supercell evolution. As background for the consideration of these 

studies. I t  I S noted that u i th  the anelastic assumption

V ( / r „ v )  = 0  ( 3 . 2)

( V  I S vector \ elocity) and the assumption that C onolis  forces are insignificant (relatiselv 

good approximations tor deep convection ( Klemp and Rotunno 1983; Emanuel 1994. 

$1.3)]. the pressure perturbation field p ' can be split into two components p'„ and /»',. 

The pressure perturbation owing to buoyancy p'^ is defined by

dz

whereas the pressure perturbation owing to dynamic forcing p',, is detlncd by

V-p),  =-V- (p>o' ’ Vv)  + V - ( F n f ) -
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where F is the viscous and eddy stress vector (cf. Klemp and Rotunno 1983; Houze 

1993, ^7.2). With this decomposition. (3 .1 1 can be expressed as

dt p,. ÔZ [ p„ dz I 

In this form, the first term on the rhs of (3.5) represents dynamic forcing (related to the 

How field and to viscous and eddy stresses, (3.4)) while the second term represents the 

net forcing due to buoyancy.

Rotunno and Klemp (1982, 1985) and W eisman and Klemp (1984) have 

underscored the importance of dynamic forcing to supercell updraft maintenance and 

evolution. Rotunno and Klemp (1982) found that dynamic pressure perturbations 

resulting from the impingement of sheared environmental How upon the updraft 

(tenned herein linear pressure forcing) can favor nght moving storms in veering wind 

profiles (thus explaining why nght moving storms are favored in these w ind profiles). 

Further, Rotunno and Klemp (1982, 1985) found that dynamic forcing plays a 

fundamental role in supercell splitting while both W eisman and Klemp (1984) and 

Rotunno and Klemp (1985) found it to also be important to supercell propagation. 

W eisman and Klemp further found that in addition to being important on supercell 

updraft penphenes ,  dynamic forcing can be significant (responsible for up to -ôO^Î of 

the updraft magnitude) in supercell updraft cores.

With regard to downdrafts, Klemp and Rotunno (1983) simulated what they 

termed an ‘occlusion downdraft ' that arose at the tim e of low -level gust front occasion 

and that was dnven  pnm an ly  by dynamic pressure perturbations (owing to strong low- 

level rotation). Thev found the occlusion downdraft to be distinct from the storm scale
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rear flank downdraft. Wicker and Wilhelmson ( 1995) and Adlerman et al. ( 1999) also 

s im ulated occlusion downdrafts that were forced by dynamic pressure perturbations. In 

their studies the t^Kclusion downdraft was either initially distinct from the RFD and then 

subsequently merged with it (W icker and W ilhemson 1995) or it developed on the 

eastern fringe of the RFD (Adlerman et al. 1999).

Evidence indicates that dynamic pressure perturbations m a\ also play a role in 

driving the storm scale RFD. Both Grandes ( 1984) and Hane and Ray ( 1985) display 

retrieved pressure perturbation fields that support this statement. The pnncipal cause of 

these downward-directed pressure perturbation forces is probably linear pressure 

forcing, which was elucidated by Rotunno and Klem p (1982) and was considered by 

Lemon and Doswell ( 1979) to be the mechanism that may initiate storm scale RFDs.

Even though, as the foregoing discussion indicates, dynam ic pressure 

perturbations provide significant up- and downdraft forcing in supercells, they do not 

solely dictate vertical motions w ithin these types o f  storms. In fact, buoyancy forcing is 

considered by many to be the primary forcing m echanism  o f  the storm scale RFD (e.g.. 

Browning 1964; Barnes |978a,b; Lemon and Doswell 1979; Brooks et al. 1994; 

Adlerman et al. 1999), although further research is needed to conclusively prove this 

assertion. The evidence for this conclusion is oftentim es based upon the association 

between the RFD and precipitation in the rear-flank. Dowell et al. ( 1997), however, do 

provide evidence that buoyancy is principally responsible for the storm scale RFD in 

one o f  the storms (the W oodward storm) they analyze.

The negative buoyancy associated with storm scale RFDs is thought to be 

provided principally by hydrometeors. Hydrom eteors produce negative buoyancy

1 0 0



through 0[ (cooling through melting, sublimation, and evaporation) and through their 

drag ( r,. in B).

Hydrometeors are capable of dnving  intense downdrafts. In fact, in their 

comprehensive review Knupp and Cotton (1985) found that precipitation-driven 

downdrafts are among the largest and strongest downdrafts associated with convective 

clouds. Some relatively simple, one-dimensional downdraft models have successfully 

elucidated hydrometeor-dnven downdraft properties. These models have evolved from 

steady state models (Hookings 1965; Kamburova and Ludlam 1966; Das and Subba 

Rao 1972; Betts and Silva Dias 1979) to time-dependent models (Snvastava  1985. 

1987). Key findings of these eftorts include 1 ) cooling by evaporation is most efficient 

when the raindrops are small (e.g.. Hookings 1965; Snvastava 1985). 2) cooling by 

melting is more efficient when the ice-hydromcleors are small (Snvastava  1987). 3) 

downdraft descent is oftentimes somewhere between dry and moist adiabatic (e.g.. Das 

and Subba Rao 1972). and 4) downdrafts are more vigorous the closer the 

environmental temperature profile is to dry-adiabatic (e.g.. Kam burova and Ludlam 

1966). the smaller the hydrometeors are. and the larger the liquid- and ice-water 

contents are (e.g.. Snvastava  1987).

In addition to its mere existence, thermodynamic properties of the RFD also 

appear to be important to tomadogenesis (Markowski et al. 2(X)2). Analyses of 

VO RTEX (Rasmussen et al. 1994) data have indicated that surface RFD air associated 

with strong supercellar tomadoes (>F2 intensity and lasting >5 minutes) is relatively 

buoyant {0^ and 0  deficits relative to the environment typically <2 K and <4 K. 

respectively) while surface RFD air associated with non-tomadic supercells tends to
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have little buoyancy ( 0  and 6 / deficits relative to the environment typically >5 K and

>10 K. respectively).■' These findings led Markowski et al. (2(X)2) to conclude that 

evaporative cooling and entrainment o f  potentially cold, midlevcl air may play smaller 

roles in the formation o f  RFDs associated with tomadic supercclls as com pared to those 

associated with nontom adic supcrcells.

The purpose o f  this research is to infer kinematic and therm odynam ic properties 

of RFDs associated with tomadic and non-tomadic supercells. Specifically, answers to 

the following questions are sought; 11 How strongK do hook-echo hydrometcors drive 

the RFDs of tomadic and nontomadic supercells and 2) Could hydrometeors affect 

tomadogenesis through their modulation of RFD strength and thermodynamic 

properties? In order to answer these questions (at least tentatively), po lanm etnc  radar 

(PR) data are used to infer properties (phase, si/e  distribution, amount) of hydrometeor 

populations observed within the hook echoes of tomadic and nontom adic supercells. 

This information is then used to dnve  a one-and-a-half-dimensional downdraft model 

similar to that descnbed by Snvastava ( 1985. 1987). With these results, the kinematic 

and thermodynamic properties of hook-echo-hydrometeor-dns en model-RFDs 

associated with tomadic and nontomadic supcrcells can be analyzed and compared. A 

descnption of both the one-and-a-half-dimensional downdraft model and the PR-based 

hydrometeor classification and quantification techniques used herein follow s.

■' M arkow ski et ai. (2002) used itie 0  = 6̂ (1 ^ 6 l r  -  r  ) definition o l  virtual potential tem perature ,  

w here  0  is potential tem p era tu re  and r. is water vapor mixing ratio. S ince T  = T { \  b \ r  ) .  this

, n C '" '
detin it ion  d i t te rs  trom the 6? =  T  ] —^  detinition ot virtual potential tem pera ture ,  where R j  is the

I r  ;
gas constan t for d ry  air and p,*, is a reference pressure, by the quantity - O r ,  .
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3.2 1.5D Downdraft Model

3.2.1 Dynamics

The dynamic framework of the one-and-a-half-dimensional downdraft model 

used herein follows that of Asai and Kasahara ( 1967). Ogura and Takahashi (1971). and 

Ogura and Takahashi (1973). The downdraft is assum ed to he circular and to have a 

time- and height-independent radius u. Relevant equations are expressed in cylmdncal 

coordinates ( r . x . r ) .  are written in flux form using the continuity equation, and then 

a \e raged  over the area of the do\\ ndrafl. By defining

/ \ = — r f [ A r d r d / . .  (3.6)
/•ar

I f .
= —  \ . \d À  at r  = 1/ .  (3.7)

. 0

. \ — .3 . (3 .8)

and

. (3.9)

where A is a general quantity, relations for the rate of change A can he obtained. The 

relation for îë is

dir _ d i r  2 a ~ 2  _
—— = -  vr  ------------viiu- -t- — -  vr, j + B . (3.10)
at oz a ' (I

where a '  is the lateral mixing coefficient and it is assumed that there is no vertical 

motion m the environment o f  the downdraft. The first term on the right hand side of

(3.10) is advection. the second is mixing owing to lateral eddv exchange, the third is
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dynamic entrainment (required to satisfy mass continuity), and the fourth is buoyancy. 

Buoyancy is com puted from

' y  '  \

(3.11)
\ '.II )

where r// is the total hydromcteor mi.xing ratio, the subscript zero indicates 

environmental values. a n J  the perturbation pressure contribution has been dropped  

since no mechanism exists f o r  its computation in this m odel  (Ogura and Takahashi 

1 )̂71 ). By using the relation between I\ and i f  to relate the differential of I\ to that of 

ff.  I t  can be \e n f ie d  that the form of buoyancy in (3.11) is consistent with the form 

discussed in ?j3.1.

Radial intlow/outflow on the boundary of the downdraft /7, is diagnosed from 

the continuity equation

a I IV d / I ,  dvv
u , =  — --------- —  + (3.12)

2 1 / }„  d :  d :

The dynamic entrainment term for a general vanable I is com puted , follow ing .Asai and 

Kasahara (1967). Ogura and Takahashi (1971). and O gura  and Takahashi (1973). 

according to

3 = .3. it /7, > 0 .

This results in dilution of the downdraft w hen there is inflow from the environment and 

no effect on the downdraft when there is outflow to the environment. Mi.xing is 

param etenzed in the form o f  lateral eddy exchange terms, but is restncted to the 

honzontal since vertical mixing is neglected in this model.
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The conservation equations tor the other prognostic vanables have forms similar 

to (3.10). The thermodynamic equation is

' 2a-

where Vj is the dry adiabatic lapse rate, q is the specific heating rate, and cy. is the heat 

capacity of dry a i r ."  Diabatic processes that contribute to q  include thermal diffusion 

between hydrometeors and their en\ironments and are discussed in the next section.

The conservation equations for water vapor mixing ratio n  and cloud water 

mixing ratio r, are

àr  _ d r  2 a ' .  .. . -  -  r -  -  \ .
( ) t  u :  I I  a

and

()r - d r  2 r / '  2  _  . _  _  . _  ,
- T  = -  "  ------------------------------------------------   (3.16)
( I t  ( I :  a  a

where Sn .onj and Sr, are sources/sinks for r, and r, owing to

condensation/evaporation (discussed in the next section). In (3.16). the fall speeds of

cloud droplets are ignored and the environment is assum ed to be non-cloudy.

Because details of rain and graupcl/hail size distributions may be very important

to downdraft properties, the prognostic variables for rain and graupel/hail are number

concentration densities— the number of hydrometcors of a certain size per unit volume

per unit size interval. The prognostic equations can be denved  by applying Leibnitz's

rule and the divergence theorem (e.g.. Reddv and Rasmussen 1990. 97-103) to a

T he  weak d epen den ce  otTy, on  water vapor mixing ratio is ignored
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population of hydrometeors of the same size. Following the same set of operations that 

are applied to the o ther variables, the equations become

i), ^ dz dz  «

+ - ii ,( /V (D , ) - ,V ,(O jJ + ,V (D ,  + i \ , „  ,

and

.  .v(o„ v (« „  )

 ̂“'T,W(D.. Jw. )K ,.v>

where V(/), ) is the number of drops of diam eter Dr per unit volume per unit size 

interval, iv  is the terminal \eloeity  o f  a raindrop. is a souree/sink of ,V(D, )

owing to evaporation. .S\^, , is a souree/sink of .V(D, ) owing to the complete 

melting of ice hydrometeors. ) is the num ber of graupel/hail of diameter D^i, per

unit volume per unit size interval, r,̂ ,/, is the terminal velocity of a graupeI/hailstone.

. I ...Mwi ^ source/sink of *v(/),J ow ing to condensation/evaporation, and

I nvii ^ source/sink of . v ( d , , J  owing to melting. .As with cloud water, the

environment is assumed to contain neither rain nor graupel/hail. In addition, 

condensation onto raindrops is not included since, relative to cloud droplets, the growth 

rate o f  raindrops by condensation is quite small (this issue is discussed further in the 

ne.xt section). Finally, it is noted that (3.17) contains the extra  term iW{D^){dv,Ji)z)
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relative to the similar equation given by Ogura and Takahashi (1973) because here a 

dependence ot terminal velocity on altitude is included, as illustrated presently.

3.2.2 Microphysics

3.2.2.1 Terminal Velocities

The terminal velocities o f  raindrops can be estim ated using multiple techniques. 

These include the Davies number approach (e.g., Davies 1945: Berry and Pranger 1974: 

Beard 1980). the Beard (1976) approach, and adjustment factor approaches (Beard 

1977: Beard 1980: Beard 1985). As Foote and Du Toit (1969) point out, the Davies 

num ber approach is stnctly valid only for ng id  bodies, for which the drag coefficient C'd 

depends only upon the Reynolds number Arc "' This  motivated Beard (1976) to 

develop a more ngorous method for determining terminal \elocities of raindrops. 

Unfortunately, this approach is quite complex. Consequently. Beard ( 1977. 1980. 1985) 

investigated an alternative approach in which changes in terminal velocities owing to 

changes in air density and viscosity can be easily incorporated using adjustment factors. 

In this study, the relation used to determine the terminal velocity of raindrops r,  ̂ is

(3 .i9 )

where v,rii is the terminal velocity at a reference density ^ ) .  Dr is in mm. and iv  and i’, )̂ 

are in m s '. The relation used in (3.19) is

■' T he  terminal veloeiiv o f  a hydrom eieor  r, is the fail speed at vshieh the drag force f - ' i ,  balances the 
buoyancy  force o f  the hydrom eteor  For steady, ax isy m m etn c  (low and for a rigid body . Pruppacher

and Klett 1 19‘)7. section 10.2.2 ) show that the drag force can  be e x p re s se d  as F .  = ^  i ' A.  C  . where p

Is  the densi ty  o f  the air. A ,  is the cross section of  the h ydrom eteo r  no rm al to the air  flow , and C p  depends  
only  upon  the R eynolds  n um ber = p D v J t ] . with D  being h y d ro m e te o r  d iam eter and  /; being the
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) = [9.65 -  I0 .3cxp(-  0 .6 0 ,  ) | . (3.20)

which is the terminal velocity relation obtained by Atlas et al. ( 1973) that closely fits 

the Gunn and Kinzer ( 1949) data. Since the Gunn and Kinzer ( 1949) data are for an air 

density o f  1.2 kg m f h  has this value in (3.19). The m  value is set at 0.45, w hich falls 

approximately in the middle of the range of iti values (0.4 to 0.5) suggested by Beard 

(1985) and represents a compromise between the values appropnate  for small drops 

( -0 .4 )  and for large drops (-0.5). The form (3.19) is a simplified \ers ion  of the 

adjustment factor approach. It is expected to he the quite accurate for most raindrops 

but to incorporate significant errors for drops smaller than about 1 mm in diameter. The 

method for determining raindrop terminal velocities encapsulated in (3.19) and (3.20) 

represents a comprom ise between complex, highly accurate techniques (e.g.. Beard 

1976) and simple, inaccurate techniques that do not include adjustments for changes in 

a tm osphenc conditions. It requires only one equation for the calculation of raindrop 

terminal velocities, as opposed to the several that are required in the accurate form of 

the adjustment factor method (Beard 1980). In addition, in (3.20) it incorporates a 

dependence upon Dr that is much more accurate than power-law relations and yet is still 

convenient when computing moments of raindrop size d istnbutions that involve

The terminal velocities of hailstones and graupel are even more complicated. At 

first sight, the problem seems to be simplified by the rigidity o f  these hydrometeors, 

which seemingly makes Davies number approaches viable. While this is true for

dy n am ic  v i.scosity. T)ie buoyancv force o f  a hvdrometeor is given hy = { p  ~  P u  )) „ v’ • where p u  and 

\ ' / i  are the density  and volum e o f  the hydrom eteor ,  respectively.
T h is  s ta tem ent regarding conven ience  is based upon the expec ta tion  o f  using e i th e r  gam m a or 

exponen tia l  d is tr ibutions as m odels  for ra indrop size distributions. In that case, as w ith  power-law
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hailstones and graupel that are not experiencing significant changes owing to wet 

growth, melting, etc.. the wide variety o f  graupel/hailstone shapes alters C7 )-/Vr,. 

relations and complicates the picture. Furthermore, melting also significantly alters 

terminal velocities and presumably relations o f  graupel and hailstones

(Rasmussen and Heymsfield 1987). These complications imply that accounting for all 

effects in the calculation of the terminal velocities of graupel and hailstones is a 

daunting task.

The most sophisticated techniques for computing terminal velocities of graupel 

and hail (e.g.. Beard 1980; Rasmussen and Heymsfield 1987; Bcihm 1989) use the 

Da\ ies num ber approach, in which the pivotal step is the application o f  an effective C /r  

Vr,. relation. Herein, a simplified adjustment factor approach similar to (1.19) is used. 

An important component o f  this approach is the relation for terminal velocities at the 

reference density /j,. To provide guidance concerning this relation. and G)-.Vr,. 

relations arc examined subsequently.

As indicated earlier in footnote 23. the terminal vekK'ity of a hydrometeor is 

reached when the drag force balances the buoyancy force o f  the hydrometeor. This 

balance results in

_ ( 3 . 2 1 )

relatiDns tor i . î. (.V20) cnahle.s itie use ol the gam m a tunction m the computation ot m om enta ot ra indrop 
size d is tr ibutions in \ c J \ in e  i .,.
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where V,;, is the terminal veUxriiy of the hailstone and and V;, are the density and 

volume of the hailstone, respectively. Since p «  p. . p  is typically dropped from the 

numerator, resulting in

■ (3.22)
' \  ^  /) I

For hail that is spherical, an assumption that is applied to both hail and graupel in this 

study. (3.22) becomes

where Di, is the diameter o f the hailstone.

From (.3.23). it is apparent that if Ci> is constant. v,i, depends upon '

Howcner. theory for the drag coefficient of spheres (Abraham 1970). results for graupel 

and hailstone models (.Vlacklin and Ludlam 1961; List and Schemenauer 1971; List et 

al. 1973). and studies of actual graupel and hailstones (Heymsfield 1978; Matson and 

Huggins 1980; Knight and Heymsfield 1983) indicate that for hailstones having 

diameters smaller than -2 .5  cm Cp generally decreases with .Vk,-. Since 

. where /; is the dynamic viscosity. /V«c should increase w ith F);,. all else

i p  and /;) being equal. Thus. Cp should decrease with increasing D/,. all else being 

equal, and \-,i, should have a greater than square root dependence upon D/,. In fact, a 

fairly simple G rA W  relation that holds roughly for the diam eter range of 0.05 to 2.5 cm 

is C i, = uN'^̂ . [cf. (B3) o f  Rasmussen and Heymsfield (1987). Matson and Huggins 

( 1980). and Beard ( 1980)j. Inserting this into (3.23) results in
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V..., = u " - •  'I ] ■ ■ " / ; " ...........   n '   (3.24)

which agrees with the findings of Beard (1980) concerning correction factors for an 

assumed CVr/V'Kc relation of the form Q ,  = . With typical values of h being -0 .2 / '

(3.24) illustrates that for C/)-.Vk .̂ relations typical of hailstones, v,u docs have a greater 

than square root dependence on Di, In fact, with h = -0 .2 . v,i, is proportional to D','"'.

C unously . both .Matson and Huggins ( 1980) and Knight and Heymsfield ( 1983) 

obtain relations that are not consistent with their C/,-Nn^ relations. Matson and

Huggins (1980) obtain v.̂  (ms ' ) =  I I.4.3D.*' (cm) and Knight and Heymsfield (1983)

obtain i_ (m s  ')  = 8.44.3/4',’' ' (cm). To be consistent with their C'/j-Akc relations, they 

should have Di, exponents of 0.64 and 0.84. respectively.

As indicated earlier, a simplified adjustment factor approach is used to 

determine the terminal velocities of graupel and hail. In the simplified adjustment 

factor approach used herein.

where is the terminal velocity of a graupel or hailstone. is the terminal velocity 

o f  a graupel or hailstone at the reference density and D^i, is the diam eter of a graupel 

or hailstone. For this method to perform well, it is important that an accurate 

relation is used. .As indicated in the above discussion, such a relation should depend 

approximately on for graupel and hailstones having diameters between 0.05 to 2 . 5

■' K nighi and Heym.sticid 1 1 9 8 3 1 obiam ed h  -  - O J b l .  Matson and l lug g in s  ( 1980) ob tained b  -  -0.1689. 
and  I B.31 ot Ra.smu.ssen and  ( leym stle ld  co rresponds  to /> = -0.19
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cm. Since this si/c range encapsulates most of the graupel and hail considered in this 

study (see below), this dependence is appropnate here. Interestingly, em pincal tenninal 

velocity relations for graupel and hail tend to have exponents that are either above or 

below this value (Pruppacher and Klett 1997. section 10.5.2). Moreover, slight 

inconsistencies between V;/,-D/, and Cd-N r .̂ relations anse  in studies of hailstone 

charactenstics (Matson and Huggins 1980; Knight and Heymsfield 1983). It seems that 

these may result from scatter in the onginal data. In fact, by draw ing a curve to the 

Matson and Huggins (1980) v,irlhi data that seems to represent those data better than 

their least squares fit. the following relation was obtained:

I , , J / ) J = 1 1 . 6 / y  ' .  (3.26)

where i\,,,d is in m s ' and is in cm. This i\.,,„ relation is more in line with what is 

expected from both theory and observations of C/j-̂ Vk  ̂ curves. Since the evidence 

concerning these curves is quite extensive and since observational scatter likely 

comprom ised empincal relations. (3.26) is used to calculate graupel and

hailstone terminal velocities. Because (3.26) is from the Matson and Huggins (1980) 

data. /Jt) in (3.25) is their 0.993 kg m ’ value. The value of m in (3.25) is set at 0.42. 

which is represents a compromise between the adjustment factor appropnate for 

relatively small graupel (0.34 for -0 .05  cm diameter graupel) and the adjustment factor 

for large hail (0.5).'"

Although melting significantly impacts terminal velocities o f  graupel and hail 

(Rasmussen et al. 1984b). no efforts like those o f  Rasmussen and Heymsfield (1987) 

were made to adjust for these effects. Once a graupel or hailstone completely melts, it
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is added to the raindrop population and falls with the appropnate  terminal velocity. 

Although this appro.\imates a naturally smooth terminal velocity transition with an 

abrupt one. it is expected that the consequences for these modeling efforts are minor.

i.2.2.2 .Microphysical Processes

The source/sink term that is considered first is Sr, end. the source/sink of r, 

owing to condensation/evaporation. This term is handled using the Soong and Ogura 

(1973) saturation adjustment scheme, with saturation vapor pressure given by equation 

(4.4.13) of Emanuel ( 1994). In this scheme, supersaturated air is adjusted to the point 

of saturation, with the excess water vapor condensing into cloud w ater. Alternatively, if 

cloud water is present and the air is not saturated, that cloud water is depleted until it is 

either completely gone or the air is saturated. It is noted that when supersaturated 

conditions iKcur. all excess water vapor is assumed to condense onto  cloud drops, as in 

Ogura and Takahashi ( 1971 ). The justification for this simplification is that the grow th 

rate of raindrops is much smaller than the growth rate of cloud drops. For graupel/hail 

condensation still occurs, which means that if supersaturated conditions anse, total 

water mass is not conserved. The impact o f  this is likely small ow ing  to the relatively 

small condensational growth niies of graupel/hail (which are nonetheless important to 

the energy balance of each hailstone). It is of no consequence here, however, since 

saturated conditions do not anse  in these simulations.

The Sn a.nd tcrtTi is comprised o f  contributions owing to 

condensation/evaporation of cloud drops, w hich is handled using saturation adjustment.

T h o e  \ a l u e s  w ere  J e t e r m i n e d  uM ne  l- ie  3 and  T a b l e  1 ot B e a r d  1 1980)

113



evaporation ot raindrops, and condensation/evaporation o f  m elting graupel/hail. The 

evaporation rate of raindrops is calculated using

4 - ^ 1 .  (3.27)
T T. ]

where is the density o f  liquid water. R, the gas constant for water vapor. D, is the

diffusivity o f  water vapor in a i r . /  is the ventilation coefficient for mass, c and T  are 

the (model) vapor pressure and temperature (the values in the environm ent of a 

raindrop), and i\r and Tr are the saturation vapor pressure and temperature at the surface 

o f  a raindrop (Rogers and 'ï'au 1989. chapter 7). The relation o f  Hall and Pruppacher 

(1976).

D  - ( 2 . 1 1 x 1 0  ' m-s
T

1 94
1013.25 mb

273.15 K r
(3.28)

IS used to compute / / .  The ventilation coefficient for m a s s /  is com puted  using

11.0+0.108%  - % <1.4
/. = <1 ‘ . (3.29)

(0.78 + 0.308%, 1.4 < % ,

w here % = . with A v  the Schmidt number and Nuc the Reynolds num ber for a

raindrop (Beard and Pruppacher 1971; Pruppacher and Rasmussen 1979). Since 

curvature and solute effects are small for raindrops (cf. Rogers and Y au 1989. chapter 

6 ). they are ignored in the computation of i\r The raindrop temperature Tr is assumed 

to be equal to the thermodynamic wctbulb temperature T,,. which is a commonly 

applied simplification (e.g.. Srivastava 1985). Regarding this simplification. Snvastava 

and Coen (1992) warn that T» and T, can differ by several degrees celsius. This is 

substantiated by the com pansons of 7',, and Tr provided by Ludlam ( 1980). which show
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that while T» and Tr are nearly equivalent for most conditions, differences on the order 

of a degree Celsius can occur. Although the impact of this assumption is likely very 

small. It will be considered in future work.

To compute the contribution of raindrop evaporation to a.nd one could 

com pute raindrop evaporation rates as descnbed  above, convert these values into rates 

o f  changes o f  mass, compute the total amount o f  evaporation in a model time step for 

each raindrop si/e , sum the contributions from all raindrop sizes, and convert this result 

to a mixing ratio change by dividing by the (model) dry-air density. This is not the 

approach taken herein, however, since in addition to computing .SV, one also needs 

to compute 5 , , , ,  .S', , can be com puted bv relating 5 ,  ,, to the» > ' I ’ es ,ip \  ,ip » •  *- \  I , ) e \ a p

evaporation rates of individual raindrops given by (3.27). The relation is

(3.30)

as given by Ogura and Takahashi (1073). It can be d e n \e d  by applying the Leibnitz 

rule to | .V (/7  . which is a constant since evaporation (and condensation) does
l> />. „.n

not alter the total num ber o f hydrometeors. The contnbution o f  raindrop evaporation to 

-Vn cond. i ’n oap ram- IS obtained b\' computing S , , , ,  , and subsequently summ ing the

effect o f  evaporation across the raindrop size distribution;

..... W. 11 o.V', j
 I » "

w here AD, is the width of the i''’ raindrop size bin and p j  is the density of the dry air.
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Before proceeding. It is noted that melting graupel and hail are modeled as 

having cores com posed of ice water and air inclusions surrounded by liquid water coats, 

as observed by Rasmussen et al. 11984b). In addition, graupel and hailstones are 

assumed to be spherical, with sphencal cores and spherical water coats. This 

assumption may seem unjustified considering the observations of Rasmussen et al. 

( 1984b). Because the equations that are used to obtain condensation and melting rates 

o f  graupel and hail are formulated in terms o f  equivalent radii, however, this is the 

correct approach (Rasmussen et al. 1984a.b; Rasmussen and Heymsfield 1987). 

S n \ a s t a \ a  ( 1987) also assumed that graupel and hailstones are sphencal. with sphencal 

cores and spherical w ater coats.

Condensation/evaporation for graupel/hail is computed using the relations of 

Rasmussen and Heymsfield (1987). which apply only for melting graupel and hail." 

These relations are based upon both expen mental and theoretical studies and together 

com pnse  the most complete treatment of the subject to date. The equation for 

condensation/evaporation o f  graupel/hail has a form similar to (3.27) and is given by

J, R '"■"■[T T„ ,

where is the total mass of a graupel/hailstone. is either the total diameter of 

the melting graupel/hailstone D̂ ./, (diameter of the unmelted portion plus the diameter of 

the liquid water coat) or the diameter of the unmelted portion D,„ (composed o f  ice and 

air). IS the saturation vapor pressure at the surface of the melting graupel/hailstone. 

and T î, is the temperature at the surface of the melting graupel/hailstone. The exact
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form of dm^ijdt  depends on the Reynolds number of the graupel/hailstone. For all 

Reynolds numbers except those in the range 3.0x10^-6x10’. is 273.15 K: for 

Reynolds numbers in the range 3.Ox IO’-6 x 10’. is determined by solving an implicit 

equation for denved  by Mason 11956). For Reynolds num bers in the range 2 .5 x 1 0 -  

6 x 1 0 ’. f\ I S  computed using (3.29). Outside this range. /, exhibits different 

dependencies owing to convective effects within the liquid water coat, shedding, or 

enhanced ventilation owing to surface roughness effects. For Reynolds numbers greater 

than 6 x 1 0 ’. is used because nearly the entire water coat is shed. Otherwise. is 

used.

The contnbution o f  graupel/hail condensation/evaporation to .SV. o.nd- 5’n 

is simply the sum of the contnbutions from all of  the graupel/hail bins

I |  I
   - — -— -=-------------------■ I ' t i l

P.,

In (3.33). A/7,„ is the width of the i'*’ graupel/hail si/e bin.

The source/sink of .v (d „ ) owing to condensation/evaporation..S\,,, , . is

easily calculated once condensation/evaporation growth rates are known from (3.32). 

Since the condensation/evaporation of graupel/hail does not alter the total number o f  

graupel/hail.

S
dt

(3.34)

’ Thi.s IS a limitation o t  this model,  which was designed tor dow ndratts  in which the graupel and hail are 
melting. This  m odel cannot presently be used tor si tuations in which the graupel/hail are not melting.
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with ilD .̂i, Jd t .  the rale o f  change of owing to condensation/evaporation, computed

from

di ;Tf\ D-, dt

The density of liquid water is needed m (3.35) because the condensation/evaporation 

growth of a melting graupel/hailstone occurs on its liquid water coat.

To compute and sources/sinks of S { D . )  and

owing to the complete melting of graupel/hail. one must track the amount of ice m a 

melting graupel/hailstone. This is accomplished hy computing /,' „„ the mass fraction of 

ice in a melting graupel/hailstone. From the definition o f/ ,  „„ its rate of change is

O M ,
dt /// ,„ dt m ,, dt

where m, is the mass of the ice core and dm..i,ldt is available from (3.32). The rate of

melting o f  the ice core d m jd t  is computed from the energy balance o f  the 

graupel/hailstone following Rasmussen and Heymst'ield (1987). The three processes 

important to this energy balance are conductive heating, heating owing to 

condensation/esaporation. and melting/free/ing. The conductive heating rate o f  a single 

graupel/hailstone (/,,*, is given hy

 0 .37,

where is the thermal conductivity./,, is the ventilation coefficient for heating, and the 

units o f  (/,,/„ are J s '. The thermal conductivity /t,, is computed using the Beard and 

P ruppacher (1971) relation

= 2 .382x10 - + 7 .032x10  V .  (3.38)
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where k„ has units o f  J m ' s ' K ’ and T is in C. The ventilation coefficient for heating 

generally has the same dependence as f[ with the Prandtl num ber replacing the 

Schmidt num ber ,V’sc (Pruppacher and Klett 1997, p. 541 i. Thus,

f 1,0+ 0.108%; X, <1,4
' ~ | ( ) ,7 8  + 0 .308X , 1.4 < X , '

where X. -  . The evaluation 7 \i ,. f i, .  and in (3.37) follow the same

Reynolds num ber rules as for and in (3.32). With the conductive heating

rate (3.37) and the condensational heating rate given by L (t.,, where A, ( )

is the enthalpy of vaporization at the heat balance of a graupel/hailstone results in 

(Rasmussen and Heymsfield 1987)

where A,(273.15 K) is the enthalpy o f  fusion at 273.15 K .\t first glance it appears as if

(3.39) neglects heat storage effects since all excess heating goes towards melting the ice 

core and none is applied towards altenng the thermal structure of the melting 

graupel/hailstone. However, because the equations of Rasmussen and Hevmsfield 

(1987) are v e n  lied against observations, heat storage effects are implicitly included in

(3.39). W hether heat storage is included or not, its impact appears to be minimal (Pellet 

and Dennis 1974).

The computation of /  ,,, can be accomplished in an Eulerian fram ework in the 

following manner. First, allow to evolve through the dynamic terms in (3.18)

(i.e., excluding the source/sink terms). Then, for each location and each graupel/hail
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bin that has a nonzem . v ( d , J .  estimate the f, that a particular graupel/hailstone

started with at the previous time step before arriving at that location. Then. (3.36). 

(3.32). and (3.39) arc used to estimate the current value o f  f, If /, drops below zero, 

these graupel/hailstones are removed from and redistributed into .V(D, ). In

this process, mass is conserved so as to conserve loading and internal energy. This is

the manner in w hich and one o f  the two terms in .S\|„ , are computed.

A second .S\ ,, term exists because the melting o f  the ice core of a

graupel/hailstone results in a change in D̂ .i, owing to the differences in the densities of 

the liquid water coat and the ice core. Since dunng  melting the total num ber of 

graupel/hail is conserved, this second term. . .  is computed from

<3.40,

w here JD^i, J J t  is the rate o f  change of D^i, ow ing to melting. J d i  is computed

from

dt 1

where is the density of the core. Equation (3.41 ) can be derived by equaling the rate 

of change of the mass of the core to the rate of change of the mass o f  the w ater coat.

The only source/sink term in (3 .I0)-(3 .I8)  that is not specified is q, the specific 

heating rate, which is composed of three terms. The first is the specific heating rate 

owing to condensation/evaporation o f  cloud water. This term is handled in the

P . -  p  . 1 dm
(3.41)

V P.d^:,l dt
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saturation adjustment scheme. The second term is the specific heating rate owing to the 

evaporation of raindrops. This term is

rain = ~ ^r, ram ~  K  ) ' (3.42)
I P  )

The third term is the specific heating rate owing to the concomitant 

condensation/evaporation and melting/freezing o f  graupel/hailstones. The only portion 

of this energy balance that contributes to this term is conduction since this is the 

mechanism by which a graupel/hailstone exchanges thermal energy with its 

environment. Consequently, this term is

Z e ,„ , .v (o ,. )a d „

3.2.3 Initialization

3.2.3.1 Knvironmental initialization

In order to perform downdraft experiments, the model must be initialized using 

appropnate en \ironm enta l soundings. While this may seem like a straightforward task, 

difficulties do anse. Thus, a descnption o f  the methods used is provided here.

First, data from mandatory and significant levels at which total pressure p ,  

temperature T. and dew point temperature T, are available are retrieved from a sounding. 

Then, the hypsom etnc equation is used to calculate the altitude o f  each o f  these levels. 

The hypsom etnc equation is based on the hydrostatic assumption and the equation o f  

state and is given bv
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X — Z, + —— ln( p j P -  ) • (3.44)

where

/ >  \ r d \ w p l  In r  . (3.43)

Z  represents geopotentiai height/'* /?,/ is the dry gas constant (287.04 J kg ' K '). 

(,', ,=9.80665 m s ' .  7, is virtual temperature, and subscripts I and 2 represent two

le \e ls  in the atmosphere (1 represents a smaller altitude than 2). The altitude ot each 

level IS com puted e \e n  though altitude estimates are provided in many ot the soundings 

in order to ensure hydrostatic consistency within the model.

To compute altitudes, intdrmation concerning the vanation ot /', between levels 

IS required. The assumption that /', vanes linearly with \np between levels.

7 = 7 , — ‘ - ( I n / ' - l n p ,  ). (3.46)
In p ,  -  In

IS justified by both theoretical considerations [cf. Richner and Viatte (1995) and 

references therein] and by our com pansons  of computed [assuming (3.16)] and 

provided (computed using the full-resolution radiosonde data) mandatory-level 

geopotential heights. With (3.45) and (3.46). (3.44) becomes

Z, = Z , I - ^ j l n ( / 7 , / / 7 , ). (3.47)

The altitudes o f  sounding levels where p. T. and Tj are available are calculated using 

(3.47).
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Al this point one must estimale p. 7. r,. anti T, at the model loeauons using 

the p . T. and 7'/ values at the sounding locations Z  First, vapor pressure e. r,. and 1\ are 

com puted  at the sounding locations. Then, using the assumption that T, vanes linearly 

with In/ 7  between sounding levels [(3.46)]. the height o f  a model point that lies 

between sounding levels Z  and Z - i  is related, through (3.47). to the temperature and 

pressure fields by

T - T
- | l n ( r / r ) | -  ^ 2 7 '  \n (p  ! p ) - ^ ^ ^ --- -  = n. (3.48)

ln(r /’ - i )

where p  is the pressure at Since everything in (3.48) but p  is known, this quadratic 

equation can be solv ed for p. resulting in

7 -  7

ln(r p . . )
(3.49)

P c \ p
I

JR T
7 = 7

The solution for p  must split according to w hether or not T is equal to T  in order to

avoid division by zero ((3.48) is no longer quadratic in this case). Calculations show 

that the negative root in (3.49) produces viable values.

With p  known at the model points, environmental T, values are determined by 

linearly interpolating 7', as a function of In/) from the sounding data. At this point, the

T he  geopoten tia i  height.s com puted  herein are treated a.-, actual heights. Con.sidering the relatively 
small he igh ts  (<  5 km) ot the model dom ain ,  this approxim ation  results in negligible errors (e.g.. List 
1951.217^-223).
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environmental vanables that remain to be determined are T  and r,. These cannot be 

determined directly from T  since only one piece of information is available concerning 

two values. In order to close this problem, the assumed linear variation o f  T  with Inp is 

utilized. By utilizing the approximation T  = 7*(l -t-.608r ) and through some algebraic

manipulation, it can be shown that the assumption that 1\ vanes linearly with Inp is 

consistent with linear vanations of T  and r, with Inp. Consequently, environmental T  

values are determined by linearly interpolating them as a function of Inp from the 

sounding data. Environmental n  values are then calculated using

where t' ~ R, j R  . with R, the gas constant for water vapor (461.5 J kg ' K ‘ ).

3.2.3.2 Microphysical Initialization

The first step required m the microphysical initialization of this model is the 

assumption o f  size distnbutions for ram and graupel/hail. This is necessary in order to 

reduce the degrees of freedom associated with size distnbutions to a manageable 

num ber that can be inferred using radar data. A comm on form used for the distnbution 

o f  rain is the gamma distnbution

. V ( D J = . \ V D r e x p ( - A , D J .  (3.51)

where Dr is the equivolume diameter (the diameter of a spherical drop that has the same 

volume as an actual drop). ;V(D, ) is the num ber of drops of diameter Dr per unit
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volume per unit size in terval. '  * Nnr is the intercept. Ur is the shape parameter, and .\r  is 

the slope (Ulbrich 1983) (subscript r  indicates rain). Another com m on form used for 

raindrop size distributions is the e.xponential distnbution (Battan 1973. §7.2). which is 

descnbed by (3.31 ) with j U , - 0 .  Herein, it is assumed that raindrop sizes are 

distributed exponentially.

For hail, the Cheng-English exponential distnbution (Cheng and English 1983; 

Cheng et al. 1983). in which the intercept and slope are related, has gained some 

acceptance and will be used herein. (Note that numerous studies (e.g.. Federer and 

Waldvogel 1973; Xu 1983; Cheng and English 1983; Cheng et al. 1983) indicate that 

hail IS exponentially d istnbutcd . although exceptions (power law. gamm a) have been 

documented (.Auer 1972; Ziegler et al. 1983).] The relation between the intercept and 

slope that is used is that of Cheng ct al. ( 1983). = (lOO m ' m m ' " . with

in m ’ mm ' and .\ ,̂/, in mm ' (the subscnpt i-lis indicate graupel/hail). Strictly 

speaking, the Cheng-English distribution holds only for hail, for which I) > 3 mm. 

There is evidence, however, that graupel (for which D < 3 mm) are also exponentially 

d istnbuted (Xu 1983). Thus, graupel are assumed to have an exponential distribution 

and are furthermore constrained to have and . \  values that are equal to those of the 

hail size distnbution. This results in a single distnbution that descnbes the sizes o f  both 

graupel and hail. [The assumption of matching, exponential hail and graupel size 

distributions is a fairly com m on one that has been utilized in numerous other 

computational efforts (e.g.. Lin et al. 1983; Bnngi el al. 1986a,b; Aydin and Zhao 

1990).]

. \ \  a matter of  eonvcnience. equivolume diameter D ,  will often be referred to a.s simply diameter.
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In order to relate PR data to s t/c  distnbution parameters, information concerning 

raindrop and graupel/hail shapes, canting, and incidence angles (essentially elevation 

angles) is needed. Raindrops arc assumed to have equilibnum  shapes approximated by 

oblate spheroids (shown by Warner and Hi/al ( 1976) to be a good appro.ximationj with 

axis ratios that vary with size according to the relation found by Green (1975). The 

degree to which raindrops assume equilibnum  shapes is controversial. From an 

analysis o f  aircraft data. Chandrasekar et al. (1988) found that the oscillations of 

raindrops arc slight (oscillation amplitudes o f  lO^f o f  the axis ratio). Zm ic and Doviak 

(1989) showed that oscillations of this magnitude minimally affect polanm etnc 

measurements. From surface observations in heavy showers (Jones 1959; Jameson and 

Beard 1982) and a model o f  collisionally-induced raindrop oscillations (Beard et al.

198.1 ). however, indications arc that in moderate to heavy rainfall collisionally-induced 

oscillations can result in raindrop shapes that deviate from equilibrium (and toward 

sphcncity). Moreover, . \ndsager  et al. (1999) found that even without collisions 

raindrops may oscillate (apparently from resonance with vortex shedding) stronglv 

enough to alter average raindrop shapes towards sphericity. Since the impacts 

oscillations have on raindrop shape are not fully understood and since differences are 

not expected to have a large impact on the results o f  this study, equilibrium shapes are 

assumed for raindrops. In addition, raindrops are assumed to experience no canting 

(Beard and Jameson 1983) and are treated as though the incidence angle is zero [a good 

approximation for the low-elevation data used herein (Stapor and Pratt 1984; Jameson 

1987)]. Graupel/hail are assumed to be sphencal (see appendix C). With this 

assumption, canting and incidence angles are relatively unimportant.
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Int'ormation concerning maximum and minimum raindrop and graupel/hail 

diameters is also required for the microphysical initialization o f  this model. (With this 

intormation. two degrees of freedom remain for the interaction of raindrop populations 

with electromagnetic energy while one remains for graupel/hail populations. Thus, only 

two measurands are needed to initialize rain and only one is required to initialize 

graupel/hail.) For raindrops, the minimum diameter Dr mm is 0.2 mm while the 

m aximum diameter Dr mav is equal to the approxim ate spontaneous breakup size limit of 

8.0 mm (Komahayasi ct al. 1964). The m inim um  raindrop diam eter is based upon the 

definition o f  raindrops (or. more precisely, drizzle drops). The maximum raindrop 

diameter, on the other hand, is believed to be realistic not so much because 

collisionally-induced breakup is re la tnely  inactive (thus allowing spontaneous breakup 

to dictate m aximum drop size), but because in the raindrop-containing hook echoes 

considered here the production of large raindrops through the melting of graupel and 

hail IS believed to be significant (e.g.. Conw ay and Zm ic 1993). For graupel/hail.

-  0.05 mm and D = 9 .0  mm. The m axim um  graupel/hail diameter is set

so that a parameterization of shedding would not be needed; Rasmussen et al. ( 1984b) 

found that ice particles w ith diameters smaller than 9 mm do not shed while melting. In 

future work, shedding will be incorporated in the model and larger hailstones will be 

allowed.

The PR-based hydrometeor classification and quantification techniques that are 

used herein are partially descnbed in appendices C and D. To quantify the rain and 

graupel/hail fields, the reflectivity factors at horizontal polarization for ram Z/„ and ice 

(graupel/hail) Z/„ and the reflectivity factors at vertical polarization for rain Z,r and ice
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Zi, must be determined. Then Z/mv. the differential retlectivity ow ing  to ram. can be 

estimated. With the assumptions concerning raindrops. .V,,̂  and . \ r  o f  raindrop size 

distnbutions depend only upon Z^r and Zimr (Seliga and Bnngi 1976). Furthermore, 

with the assum ptions concerning graupel/hail. only Z,„ is needed for the initialization of 

graupel/hail.

T w o  methods are em polyed to estimate Z/„. Z,„. Z,,. and Z„ from PR data. As 

discussed in appendix C. the measured reflectivity factor at honzontal polanzation Z, 

and the differential reflectivity Z/,* ( Z„^(dB) = Z ,(d B Z )  -  Z  ( d B Z ) . where Z  is the

reflectivity factor at \ertical polanzation] are used to compute the reflectivity difference 

Z')f> (dBZ). which IS defined by

Z,„, = l()log(Z^ - Z  ) = l()logl(Z., ^Z „  ) - ( Z , ,  + Z ,  )|. (3..S2)

where Z, > Z . Z„ = Z , , -r Z„ . Z = Z , + Z . and linear-units (e.g.. mm'" m ') 

reflectivity \a lucs  are used. [Equation (3.52) can be expressed as 

Z,„, = Z , + 10log(l - [ ( ) ' ' '  where Z,,^ > 0  dB. Znr  is in dBZ. Z„ is in dBZ. and Z ,«

IS in dB.j For raindrop size distnbutions conforming to the gam m a distnbution. 

Golestani et al. ( 1989) found that

Z , J d B Z )  = u Z ,„ ,  + /) .  (3.53)

where (dBZ) = lOlog(Z,„ -  Z , J  is the Z/)/> corresponding to rain and a and h  are

constants. Observations from regions dominated by rain have confirm ed the validity of

(3.53) (Golestani et al. 1989; M eischneret al. 1991; Conw ay and Zm ic 1993; Carey and 

Rutledge 1996; Tong et al. 1998). By using (3.52). (3.53). and the key assumption that 

the ice-water hydrometeors are effectively isotropic with respect to reflectivity factor
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(see appendix C) so that = Z  and Z,„, = . one can obtain Zi,r from Z/, and Z,.

With this, one can determine Z/„ (and Z ,  and Z .J .

The second method for separating Z, into Z,r and Z„ is also discussed in 

appendix C. It was introduced by Balaknshnan and Zm ic  ( 1990a) and. as with Zp/-. 

depends upon the ice hydrometeors being essentially isotropic with respect to honzontal 

and vertical polanzation states. In this method, however, it is presum ed that the ice

hydrometeors do not affect the specific differential phase Kpr  (see appendix C). Then,

the utilization o f  Ki)r-R and relations, where R  is rainrate. produces an estimate of 

Z;,r. From the R = 37 1( )" K d^ R  relation proposed by Sachidananda and Zmic

(1987) and the Marshall-Palmer Z,,, = 200/f' ' R-/.i,r relation (Marshall et al. 1955). 

Balaknshnan and Zm ic ( 1990a) obtained

Z,, = 64 .840  ( A ' , (3. 54)  

where Z „  is in mm'' m ' and K/,r is in km ' [with Z „  in dBZ (3.54) is 

Z,„ = 13.86log( A',„. ) 48 .12 . which is consistent w ith (3.57) below j.

From the two Z„ estimates available from these two methods. Z„. (from Z[>r) 

and Z„i (from A'/>/>). we calculate the fractional contnbution of ice to Z , from Z o f.  as

F (3.55)

and F,k. the fractional contnbution  o f  ice to Z, from Kdp. as

F,,=  —  . (3.56)
Z,

with the retleclivities having linear units. It is not clear which of these is better. Error 

sources for F',- estimates include measurement errors in Z/, and Zpp [Tong et al. ( 1998)
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show that the standard error of //>/• is nearly equivalent to that of Z,,|. raindrop size 

d istnbutions that do not conform to the range of gam m a distnbutions considered by 

Golestani et al. (1989 )’". graupel and hailstones that are not isotropic with respect to 

reflectivity, and the use of non-calibrated coefficients in (.1.5.1 ).’' Error sources for 

estimates include measurement errors in Km-, inaccuracies in the assumed Km'-R  and R- 

Zur relations owing to vanations in raindrop size d istnbutions [more severe for R-Zi,r 

relations (Doviak and Zm ic 199.1. p. 2.14)]. and graupel and hailstones that are not 

isotropic with respect to differential phase. Based on the work o f  Balaknshnan and 

Z m ic  (1990a). Straka et al. (2fKX)) argue that /•',* should be supenor to /•'. because 

anisotropic graupel/hail affect K^r  less than they affect Z/w [see Figs. 5 and 6  and 

associated text of Balaknshnan and Zm ic ( I990a)|. While this is true, the utility of 

relative to is decreased by two factors. The first is the dependence of upon an R- 

Zkr relation. These relations seem to suffer more from raindrop size distribution 

vanability than do Z/„-Z/,/v relations (see preceding footnote). The second is the 

accuracy with which &/,/- can be estimated. Because the Knr  algorithm used herein is 

similar to the NSSL A'/;/> algonthm  (Brandes et al. 2(X)I ). the standard deviation of Knr  

[SD(Af/)/-)| estimates for Cimarron radar data is 0.12 to 0.1 km ' (Ryzhkov and Zmic 

1996; Brandes et al. 2(X)I ). The upper SD(AC/,/ ) value o f  0.3 ’ km ' equals the expected

G ole^ian i el al. 1 1989) >taie that their linear Z .-Z ,)/.. re la tion  vsa.s ob ta ined  hy \a r s in g  gam m a- 
d is tribu tion  param eters  o se r  a sside range. T hes do  not. bo ssese r. ind ica te  the ex ten ts o f  those ranges. 
M easu rem en ts tG o les tan i et al. 1989; M eischner et al. 1991; C’onssas and  Z rnic I99.T  C arey and 
R u tledge 1996; T ong  et al. 1998) and d isd rom eter-based  ca lcu la tio n s i.- \sd in  and G in d h a r  1992) indicate 
that lin ea r Z ^ r Z - n r ,  re la tions are typical and m as extend to gam m a-d istr ib u tio n s that m as not h ase  been 
considered  by G o lestan i et al. ( I989 t
‘ T he  co effic ien ts  in the Z,,-Z/i/v relation  depend  upon ca lib ra tion  iC onssas and  Z rn ic  199.1). B ecause o f  

the nu m b er o f  cases  considered  here, boss es er. the determ ination  o f  ciK’ffic ien ts for each  case is not
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Knr  value for Z,, = 40.92 dBZ. where Zi,r is estimated from the Zi,rKnr  relation of 

Balaknshnan and Zm ic  ( 1990a)

= U . 8 6 l o g ( ^ , , J  + 4 8 . |7 .  (3.57)

with Zi,r in dBZ and (one-way) Kiw  in ' km ' [as noted earlier. (3.57) is consistent with

(3.54)|. For Z„. = 4 5  dBZ. SD(A.',,^ ) = 0.3 '  km ' is about half of the e.xpeeted Ki>r 

value. Vanations o f  0.3 km ' about Z„, = 45 dBZ. = 0.6 km ' produce 

/v =0.61 ( A'.„, = 0.3 km ') and = 0 .0  ( A.',,,, = 0.9 km ' ) when the expected 

value IS /  _ = 0 .0 .  A.'/,/, noisiness at small Z/,s. therefore, significantly limits the utility 

of /•',* for small Z,,s. In companson. with a = 0 .876  and h = 9 .482  dB. + I dBZ errors 

in //)/> [equal to the expected standard error for Z/, (Zmic et al. 1993; Doviak and Zm ic  

1993. 128-129), which Tong et al. (1998) show to be a valid approximation j for 

Z^, = 45 dBZ. Z,,,. = 40..546 dBZ ( Z , ,^ =  1.929 dB) results in / • '= ( ) .  18

{ Z„f, = 39 .546  dBZ) and F  = 0 .0  ( Z,„, = 41 .5 4 6  dBZ) when the expected value is 

F  = 0 . 0 . ’‘ "  Based upon this rather simple error analysis, the fractional contnbution

tea.sible. C onsequcn lK . avcraL’cs ol the \aiueN reported  in I he liieraiure i>ee appendix C ) are  u.\ed T hese 

a re  <7 = Ü.S70 and /• = 9 .482  dB

'■ N ote that to r p h \s ie a l rea li/ab ility . w hen these m ethods indicate tha t > Z,, and  thus that Z,„ is 

neyatixe (linear units). Z*, and Z,„ are set such  that Z,,^ = Z„ and Z,„ = 0 .0  mm" m '

' A no ther way o t looking  at the im pacts m easurem en t erro rs h ase  upon  F ,  is to c o n sid e r how 1 dB Z  
changes in Z^ o r  Z, affect F,.. .A -1 dB Z  e rro r  in Z „  w ith  Z,,, = 45 d B Z . Z , ,  = 45.071 dB Z  i m eaning the 

m easured  Z„ is 44  dB Z) p roduces 7’ . = 0 .4  w hen the expected  sa lue  is F  ~  0 .0  . O n the o ther hand, a 

+ 1 dB Z  erro r in Z, with = 4 5  dB Z. Z  , = 4.7071 dB Z  (m eaning  the m easured Z. is 44.071 dB Z ) 

p roduces F . = 0 .42  sshen the expected  value is F .  = 0 .0 .  T hese  exam ples are  chosen  so as lo 

m axim ize the erro rs in F,-. The sam e m ay be done for the F^ exam ple . A +1 dB Z  e rro r  in Z* coup led  
svith a -0.5 ' km  ' e rro r in K ^ p  for Z;,, = 45  dB Z. K i - , p  = 0 .6  '  km  ' (m ean ing  the m easured  Z>, and K p p  

values are 46  dB Z  and 0.5 ' km '. resp ec tise ly . p roduce  F j  = 0 .6 9  sshen the expec ted  sa lue  is 

F ;  = 0 .0
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of ice to Z(,. F,. IS herein estimated by averaging F,: and F,; if Z. > 5 0  dBZ and by

weighting F,: four times more than F,; if Z^ < 50 dBZ.

W ith an estimate of F .  measurements of Z/, and Z/,/f, and the assumption that 

graupel/hail are isotropic with respect to reflectivity ( Z, = Z ), Z/„. Z/>/(„ and Z,„ can be 

estimated. As indicated earlier, these are the estimates that are needed to initialize the 

raindrop and graupel/hail s i/e  distnbutions. The dependence of Z/,  ̂ and Z/,av on ;V„̂  and 

.\r  for truncated, e.xponential raindrop size distnbutions has been investigated (Seliga 

and Bnngi 1976; Seliga and Bnngi 1978; Seliga et al. 1979; Seliga ct al. 1981). Curve 

fits to their -  8 . 0  mm results produce

A, = 3 . I I 8 Z , , , ,  (3.58)

.V _ = I O " '  " Z,„^

where . \ ,  is in mm '. Zp^r is in dB. .V(,̂  is in m ' mm '. and Z/„ is in dBZ. The curve

(3.58) IS consistent with the theoretical result of L’Ibnch and Atlas (1984) but differs

m oderately from the disdromeier-based result of  Seliga et al. ( 1986). These curve fits 

are used to initialize the rain field.

The initialization of graupel/hail requires one more piece of mfonnation beyond 

that provided by Z/„ and the assumptions concerning size distribution, shape, canting, 

incidence angles, and m aximum and minimum sizes. This extra piece of information is 

the electromagnetic  wetness of the graupel/hail. Because the model downdrafts are 

generally initialized at levels below the melting level, the graupel/hail at these levels are 

expected to have coatings of liquid water owing to melting (e.g.. Rasmussen et al. 

1984b). The backscattering of melting graupel and hail has been investigated (e.g..
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Kcrkcr et al. 1951; Herman and Battan 1961). Results indicate that the backscattenng 

cross section o f  a melting graupc 1/hailstone lies between that o f  an all ice/air 

hydrometeor (electromagnetically dry) and that of a liquid hydrometeor o f  the same size 

(electromagnetically wet). Thus.

(D •«. . />„ ) = <rjn, ) + / | ff. (D, I -  njD,  )|. 13,6111

where rr , (O  , . D , . / )  ) is the backscattcring cross section o f  a water-coated icc/air

hydrometeor o f  diameter D , . , . Dj, is the thickness of the water shell. is the density 

ot the ice-air hvdrometeor. <r ( /)  ) is the backscatterine cross section o f  an
•  .«J '  .«i I • . I. w

ice/air hydrometeor having diameter D„,», and density rr, ) is the

backscattenng cross section of a liquid hydromctcor having diameter and / is the

electromagnetic wetness. By relating this to the equivalent reflectivity //„ that is

obtained w ith weather radars. it is shown in appendix D that

> / )  / )
I f f  I -  •  \  -

f i - / ) » : . , - v ( o  I'/o +
I* .I  '

(3.61)

v ( n , . .  U a ....
II.

\shere [A.'j' = 0 .1 7 6  and | /l, j' = 0 .93  are related to the retractive indices o f  ice (/) and

liquid water (u ) (see appendix D ) . /;, is the density of ice. and it is assum ed that mclt- 

water does not penetrate into the ice/air hydrometeors (the ice/air hydrometeors are not

"" T he Z, that is typ ically  ob ta ined  w ith w eather radars is more accu ra te ly  labeled  Z . , , .  the equ ivalen t 
re tlec tiv ity  factor at ho rizon ta l po larization . T h is is because Z is d e te rm in ed  using the w eather radar 
eq u a tion , w hich requ ires assum ptions concern ing  the scattering  b eh av io r o f  hyd rom eteo rs. It is typically  
assum ed  that R ayleigh  scattering  app lies and  that the hydrom eteors a re  com posed  o f  liqu id  w ater. S ince 
these assum ptions are not alw ays valid. Z h ,  is w hat is actually o b ta ined . W hen dea ling  w ith horizontal
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porous). The results o f  Herman and Battan (1961) indicate that for Rayleigh scatterers 

and for a fixed radar w ave leng th ./depends  upon both O.,, and ■ Assuming that p,,,

and p, are independent of D„, . defining /  as

j / o ; : . ,  .v (o , . ,
TTIjo : .v (o .. .

and inserting the Cheng-English s i /e  distnbution results in

=(l(K)m  'm m  / ' ^ ( l -  / ' ) ^ |  ^
I/: , r  I

! r (7 .A „ , / / ,„ ,  „„J1

!

(3.63)

where y{a..\:)= Je / ' ' ut is the incomplete gamma fu n c t io n , //„ is m mm^’ m is

in mm . a n d / / , , , ,  „uv a n d a r e  in mm. This can also  be expressed as

/  + ( l -  — ! I / « : . , c x p ( - A , , 0 „ . ,  . 0 . 6 4 )
L • >’ ' I ' . .  'L

which IS more amenable to solution [for example, if . \  < 0 . then difficulties anse  in

evaluating (resolved below) and the incomplete gam m a functions in (3.63)[.

With knowledge concerning values of Z / , „ . / .  |AT | ' .  | A' J‘ D,,, », mm.

and Du n, nuv (3.64) can be solved for .\^^. The Z/„ values are determined as discussed

above. In order to avoid problems for small or negative values, the Cheng et al.

p o la r iza tio n , th e  Z, an d  Z  in a p p e n d ix  D  b e c o m e  and  Z r̂ an d  Z^, = Z„  ̂ -  Z ,̂, (T h e  Z*,, u sed  h e re in  is 

real Is a n  e q u is  a ie n t Z ,̂., i
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( 1985) relation is truncated at A ... = 0 .2  mm ' (approximately the smallest

of their data), resulting in

j 0.134 m m m '  . \ , „ < 0 . 2 m m '

|(lOO m ' mm ' " > 0 . 2  mm ' * '

As indicated above, /  depends upon both D,/, and . This  raises the question 

ot appropriate values for D./,. Because PR methods that depend upon isotropy of 

graupel and hail are utilized herein, consistency requires £),/, values that are small 

enough so that water-coated ice-air hydrometeors are nearly spherical. .According to 

Chong and Chen ( 1974). water-coated ice-air hydrometeors are nearly spherical if 

D . < ~ 0 .2  mm. Thus, it is assumed in most calculations that D = 0 . 1  mm for

graupel and hail that are larger than For graupel/hail that are smaller than

A.i .w IS initialized in a different manner. This is necessary because water coals

Oj, thick are not possible for very small graupel since they require more mass than is 

available from the whole particle. To avoid this problem, the ratio of the mass of the 

water coat //i„, to the mass of the total hydrometeor is held constant for graupc 1/hail 

that arc smaller than ,„t- It is not immediately obvious as to what would be an 

appropnate value for this ratio. A high value means that the small melting particles are 

principally com posed o f  liquid water while a low value means predom inance of ice 

water. The requirement o f  polarimetnc isotropy docs not help here since for small 

particles the deformation is minimal, even for all liquid-water hydrometcors 

(Pruppacher and Beard 1970). Without much physical guidance, an arbitrary 

./.„ m = /''f.i, = 0 3 value is used. This corresponds to the water coat mass fraction
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for = 0 .1  mm. D =1 .0  mm [with , = 8 7 0  kg m ' (see below)). Thus, the 

values o f  D./, are determined using

-  A, -, )|D , „ ,  - D ,  ^ r D „ <1. 0  mm
/ A A ,  -  A . \ l  -  / .„ -, ) I (3.66)

0 . 1  mm D  . > 1 0  mm

where the relation tor D , < 1 . 0  mm results from the definition of /*, /j„ is the

density o f  liquid water, and D , , = 1.0 mm. With the vanation o f  D,/, established.

estimations o f  / are now possible. .Analysis o f  the 10-cm wavelength results of 

Herman and Battan (1961) indicates that / changes monotonically from -0 .74  to -0 .4  

for water coa ted  ice air hydrometeors having diameters ranging trom  2  to 1 0  mm and 

water shells 0 . 1  mm thick. Moreover, this variation is roughly linear with /„, which 

IS consistent with the findings sum m an /ed  by Battan (1973. ^3.1 ). Because 

hydromcteors smaller than D,., have a constant A , they may. based on the above, 

be expected to  have a nearly constant /  value. From the results su m m a n /e d  by Battan 

( 1973. $3 1 ). / = -  0.83 appears appropnate for the small hydrometeors. Given (3.62)

and (3.66). the  value o f  / is some sort of comprom ise between the v alues for the larger

(> „, ,,„) and smaller (< „, ,,„) hydromcteors. The appropnate  value of /

depends upon the distribution of both / and ( A . , ) ^^hh D,., . Because of the

sixth-power weighting in ). it is expected that /  will be affected most

strongly by relatively large graupel/hailstones [see. for instance. Doviak and Zmic 

( 1993. $8.3.2)). Thus, an /  = 0.6 value is used in all computations.
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The weak dependencies of |A' |' and jA 'J ' upon temperature (e.g.. Gunn and 

East 1954) are ignored, with |A = 0 .1 7 6  and =0 .93  values used. Similarly, the 

weak temperature dependence of /;, is ignored, with the /) = 9 2 0  kg m ’ value used 

(corresponds to a temperature o f -2 0  C (Pruppacher and Klett 1997. 79-80)1.

The / I ,  = 870 kg m ’ value is generally used. This is toward the low end of the

values typically observed for hailstones (English 1973) and is consistent with the values 

reported by Braham (1963) for graupel particles collected dunng  Project Whitetop 

(Graham 1964). It is believed that the Braham (1963) graupel density values are 

relevant to the current study because the cases considered herein are from the same 

geographical region (Oklahoma in this study and Missouri in the Braham ( 1963) study) 

and. due to their relatively warm cloud bases [as in the Project Whitetop study (Koenig 

1963; Braham 1964; Braham 1986)]. should have relatively more (high-density) frozen 

droplets that develop into graupel (and hail) (Koenig 1963; Braham 1964; Knight 

1981). This (relatively high) value is also consistent with the previous assumption 

that the ice/air hydrometcors are not porous, which was used to obtain (3.61 ).

As staled previously. = 0 .05  mm and = 9 .0  mm. These do not

necessarily correspond e.xactly to D,., and nux- The Cheng-English

distnbution applies to dry  hailstones since, after collection at the ground, they were 

stored in dry ice (Cheng and English 1983). This would freeze any liquid water either 

in. or on the surface of. the hailstones. (The frozen water presumably would not have 

the same density as that of the ice/air hydrometer. Since most of the frozen water is 

expected to have been shook lose when the hailstones were collected, this is expected to
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be of little importance.) Because of the difference in the densities of ice/air 

hydrometeors and liquid water, w ater-coated ice/air hydrometeors do not have the same 

diameters as they did when they were dry (prior to melting). In other words. 

O  ,,, # D , . The Cheng-English distnbution corresponds to D,„ while in the

model the appropnate  diameters are . In these e.xpenments. however, initial water- 

coat mass fractions are assumed to be relatively small (< 0.3) for all sizes (as per the 

previous discussion concerning O.,,). .As a consequence. = O . with

maximum  relative differences between /T., », and being - 1 . 4 ' i . Therefore, the

Cheng-English distribution is assumed to hold for the w ater-coated ice/air hydrometeors 

and It IS assumed that D    = 0.05 mm and D , = 9.0 mm..‘ 1 nun », nux

3.2.4 Boundary Condition.s. Initial Conditions, Solution .Methods, and Parameters

.At the upper and lower boundanes. all model variables, excluding w . are 

allowed to e v o k e  through the various processes outlined above. For w . rigid boundary 

conditions are applied, with ÏT = 0  at the upper and lower boundanes.

At time zero, all model fields, except for rain and graupel/hail at one altitude, 

are equal to environmental values. Diagnosed rain and graupel/hail fields are inserted at 

one altitude, that at which they are observed, at each time step (including time step 

zero). This is consistent with steady hydrometeor production in the storms. Situations 

in which the hydrometeor fields dnving  the RED evolve are not considered.

For tomadic cases, observations just p n o r  to the development of the most 

significant tornado in each data set (not shown) were used. For nontomadic cases.
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observations at the time o f  the strongest low-level mesocyclonc. as estimated from 

D oppler  radar data (not shown), were used.

Because o f  the relative simplicity of the approach used herein, three- 

dim ensional analysis fields are not needed. Consequently, the objective analysis 

techniques that are developed in chapter 2  and arc useful in applications that require the 

quantita tive  utilization of radar data are not applied in this particular insestigation.

G enera l i) ,  the model is dnven using hydrometeors fields from relatively low 

altitudes ( -1 .5  km AGL). There are several reasons for this. .As will be shown, above­

boundary-layer storm environments are relatively stable to (model) downdrafts dnven 

by precipitation fields typical of this data set. In fact, deep above-boundary-layer 

dow ndrafts  may depend upon the presence of relatively large hail (> 1 . 0  cm diameter). 

W ithout these relatively large hailstones, a shallow downdraft in which all of  the 

sm aller  hailstones melt is produced above the boundary layer. Since this model does 

not include relatively large hail, in part because o f  uncertainties in identifying 

ma.ximum hail size from poianm etnc  radar data, model downdrafts arc initialized using 

data  t rom  relatively low altitudes. This way. because the largest hailstones will likely 

have m elted  to the point that they are much closer to the ma.ximum size used in the 

m odel, m ore realistic graupel/hail fields are used in the lowest part of the troposphere, 

which appears to be a very important layer.

Finite differences are used. They are forward in time, upstream for advection 

terms, and  centered in space for non-advection tenns. The grid spacing is 0.1 km and 

the time step  is 0.5 s. The finite differences, grid spacing, and time step are all similar
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to those used by Snvastava (1985. 1987). Tests were performed to ensure numerical 

convergence.

Fifty rain and graupel/hail size bins are used. Following O gura  and Takahashi 

( 1971 ), a '  - Q . \ . The radius of the downdrafts a is set at 3 km. This is appro.ximately 

in the middle of the size range given by Knupp and Cotton (1985) for precipitation- 

dnven  downdrafts.

3.2.5 V erification

First, zero forcing was applied to the model to check model veracity. The 

results a t / = 1 0  minutes are shown in Fig. 3.1. The model dnfl at this point, at which 

the ma.ximum downdraft magnitude is 0.01 m s ', is minimal. Som e dnft docs occur, 

however, and amplifies with time (not shown). From its structure, this dnft appears to 

be from weak numencal instabilities that are not completely controlled, perhaps because 

in the case of zero forcing lateral m ixing and dynamic cntrainment are minimal. 

C onsidenng  that single-precision an thm etic  is used and that the case illustrated in Fig.

3.1 is 1200 steps into the simulation, the performance is quite good.

The second test is a com panson  to the results of Snvastava  (1987) that are 

illustrated in his Fig. 7 and shown here in Fig. 3.2. In this case, graupel and hail 

conform ing to a .Marshall-Palmer size distnbution with parameters 

= 8000 m ' mm ' and = 1.7 m m  ‘ are released from an altitude of 4 km . \G L  in

an environment having a temperature lapse rate of 7 C km '. a surface temperature of 

28 C. a surface pressure of 870 mb, a constant relative humidity of 70^7. and a 

temperature at the release point o f  0  C Because this model can only handle
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graupel/hail that arc melting, graupel/hail had to be released from 3.5 km .AGL in these 

tests. While this will undoubtedly produce differences between the results o f  Snvastava 

(1987) and those obtained here, they are expected to be relatively m inor since most of 

the melting occurs once the graupel/hail have fallen about 0.5 km (Fig. 3.2).

Figure 3.3 shows the results o f  this com panson simulation at t = 2000 s. In this 

and subsequent plots o f  vertical velocities, the vT = 0  at r  = 0  boundary condition is 

omitted. The reason for this is the absence o f  perturbation pressures and the use o f  an 

upstream advection scheme means that this boundary condition is not dynamically 

communicated to the model domain. Consequently, plotting ic = 0  at r  = 0 would be 

purely cosmetic and would imply something that is not dynamically enforced. 

Therefore, this boundary condition is not depicted.

Somewhat surpnsingly. the results illustrated in Fig. 3.3 differ significantly from 

those obtained by Snvastava ( 1987). For these conditions Snvastava ( 1987) simulated 

a dow ndraft that is strongest near the ground and that has a maximum strength o f  about 

11.3 m s ' .  Here, the downdraft is strongest aloft (2.3 km AGL) and has a m axim um  

strength o f  5.62 m s '. Moreover, in Snvas tava 's  simulation the downdraft strengthens 

with decreasing altitude, while here the downdraft exhibits more complicated structure. 

The simulated rain and graupel/hail fields do follow the same patterns, but the peak of 

the rainwater mixing ratio is much smaller here ( -1 .2  g kg ') than in S n vas tava 's  

simulation ( -3 .2  g kg '). While some of this difference could result from differing 

altitudes and thus dry-air densities at which these peaks occur, it is doubtful that this is 

the main cause since the peaks occur at nearly the same altitudes ( 1.6 km AGL here and 

-2 .2  km A G L in Srivastava 's  simulation).
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One may suspect that the difference in the graupel/hail release altitudes is the 

cause of these large differences. This is not likely, however, for the reason given 

earlier: most of the melting occurs from 3.5 km AGL and down. In fact, the cause is a 

difference in model formulation. The most important difference between this model 

and that ot Snvastava  ( 1985. 1987) is Snvastava does not include dynamic entrainment. 

To see whether this is the cause of these differences, a test was performed in which 

dynamic entrainment was turned off. The results o f  this test, shown in Fig. 3.4. are 

quite close to those o f  Snvastava ( 1987). The peak downdraft magnitude is 10.6 m s ' 

as compared to S n v a s ta \a  s 11.3 m s '; the peak r, is 1.975 g kg ' while Snsas tava 's  

peak IS 3.2 g k g ' .  [If the peak r, value is adjusted for density differences owing to the 

difference of the heights of the peaks (1.4 km AGL here versus 2.2 km AGL in 

Snvastava). then the peak r, values arc within 1.08 g kg The vertical profiles of 

and are similar in shape. They differ, however, in the altitude of the peak. In 

addition, the vertical downdraft profiles also have some differences. In Snvastava 

( 1987). the downdraft intensifies all o f  the way to the ground while here the downdraft 

intensifies down to about 1.6 km AGL and then weakens from there to the ground. 

C onsidenng the multitude of physical processes involved, the agreement between this 

simulation and S nvas tava’s is excellent.
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FIG. 3 .1 .  M o d e l  resu lts  at i  =  10 m in utes  for the  c a s e  o f  z e r o  forcing .  
D o w n d r a f t  strength  in m s '  is p lotted  on  the a b sc i s sa  and he igh t  A G L  in 
k m  is  p lotted  o n  the ordinate. T h e  thick, d ash ed ,  g r ey  line in d ica tes  the  
p rec ip ita t io n  in ser t io n  a lt itude (at w h ich  n o  precip itation  w a s  inserted  for 
th is  s im u la t io n ) .  T h e  0 0  I T G  14 June 1998  N o r m a n .  O k la h o m a  so u n d in g  
w a s  u s e d  for th is  test.  M a x im u m  d o w n d raft  m a g n itu d e  is 0 .01  m s ' .
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la)

(b)

FIG. 3.3. (a) As in Fig. 3.1 except for model results at t = 2(KK) seconds for 
the Srivastava (1987) comparison (see te.xt for details concerning the 
parameters used in this comparison), (b) As in (a) except for mixing ratios 
of rain Irv; solid line) graupel/hail (r̂ .„: dashed line), and cloud (r,; dotted 
line) in g kg '.
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(a)

lb)

FIG. 3.4. As in Fig. 3.3 except dynamic entrainment is turned off.
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3.3 Results

3.3.1 ‘High' Altitude Release

Before comparing tomadic and nontomadic cases, it is enlightening to consider 

results for a high altitude release, where the adjective high' is used because compared 

to subsequent simulations the release point of the precipitation is high. The results of 

such an expenm ent are shown in Fig. 3.5. The data for this case are from the hook echo 

o f  the tomadic supercell that affected the Oklahoma City. Oklahoma, area on 13 June 

199S.'-

At first graupel and hail dominate the precipitation field. Upon insertion, they 

begin melting and produce a downdraft. They melt into raindrops fairly quickly, 

however, and the downdraft dissipates. Significant downdraft does not appear again 

until the hvdrometeors reach the boundary layer, at which point the evaporation of 

raindrops dnves the downdraft. It appears, therefore, that in this environment the 

production of downdraft above the boundary layer depends strongly upon the presence 

o f graupel and hail. .Above the boundary layer, evaporation of rain is not sufficient to 

d nve  a significant downdraft.

The altitude-dependence of the ability of evaporation of rain to drive downdrafts 

can be understood by considering the sounding for this case (Fig. 3.6). In the boundary 

layer, where evaporation of rain is effective in dnving a downdraft, the lapse rate is dry 

adiabatic. Since precipitation-dnvcn downdrafts descend somewhere between dry and

"  T he  param eters to r ihis ease  are: :  = .V7 km  A G L . Z,, = 4 1 .0  dB Z . = } . l  J B . A'-j/- = 0.1 ' km  '. F. 
0 .0 . = 0 .7 9 . F  = 0 .16. Z „  = 40.25 dB Z . Z„«, = 4 .96  dB . A. = 0 .9 8 6  m m  '. .V,„ = 9 : 6 6  3 m ' m m  Z,.
32 .98 dB Z . and  = 3.01 m m  '
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moist adiabatically (Das and Subba Rao 1972). the environment offers minimal 

resistance to the downdraft there. Above the boundary layer, the environmental lapse 

rate is between the moist and dry adiabatic lapse rates. There, the environment is more 

resistant to downdrafts. This temperature structure is quite typical o f  many supercell 

environments, including those for the cases analyzed herein. Consequently, it appears 

as if above-boundary-layer downdrafts in supercell storms may depend strongly upon 

graupel and hail.

In this simulation, hail diameters are less than or equal to 9.0 mm. Larger hail 

would take longer to melt and thus could possibly support a much deeper downdraft 

above the boundary layer. Larger hail is not included here principally because of 

uncertainties in the determination of maximum hailstone s i/e  using po ianm etnc  radar 

data. (.Additionally, the inclusion of larger hail would require a param etenzation of 

shedding.). Given this uncertainty, it was decided to initialize downdrafts using data 

from rela ti\e ly  low altitudes. At these altitudes the largest hailstones will likely have 

melted to the point that they are much closer to the m aximum size used in the model. 

Thus, the graupel/hail fields obtained at lower altitudes should lie moic ealistic and are 

in a position to dnve  downdrafts from just a b o \e  and through the boundary layer. As a 

consequence of this approach, these results are not expected to hold for situations in 

which graupel and hail are able to dnve downdrafts through a deep layer and into the 

boundarv laver.
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( a )

(b)

FIG. 3.5. (a) Vertical veitKity (m s ') versus altitude (km AGL) for the 
high-altitude, 13 June 1998 simulation. In order to decrease the impact of 
buoyancy oscillations, model results are averaged over a live minute 
interval from t = 1050 to i = 1350 seconds (centered on t = 20 minutes). 
The sounding used to initialize the environment is the (K) LTC 14 June 
1998 Norman. OK. sounding, (b) As in (a) except for mixing ratios of rain 
(rx solid line) graupel/hail dashed line), and cloud {r, ; dotted line) in g 
kg '. Thick, dashed, grey lines indicate the precipitation insertion altitude.
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-y

FK’i. 3.6. The (X) IT C  14 June 1998 Norman. OK. sounding Pressure (mb) is 
along the ordinate, temperature t (') is along the abscissa, and winds (knots) are 
plotted on the right.
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3.3.2 Polarimetric Cases

The cases considered here are listed in Table 3.1. There are four tomadic (25 

May 1997. 13 June 1998. 4 Oct. 1998. and 3 May 1999) and three nontomadic ( 18 June 

1992. 19 Sept. 1993. and 8  June 1998) cases. While this analysis is far from being able 

to give significant results in a statistical sense, it is hoped that the pattems that anse can 

be applied to a w ider group of storms.

For these simulations, the sounding that was closest to the storm time and 

location IS generally used. Exceptions are when soundings had been modified by 

connection. O f  the four tomadic cases, two. 25 May 1997 and 3 May 1999. had 

soundings that appeared to have been significantly modified by connection. For 25 

May 1997. convection appears to have significantly cooled and moistened the 

atmosphere near the surface (Fig. 3.7b). Because sounding structure strongly affects 

donvndrafts (see the previous section), the sounding from the previous nnas used for this 

case (Fig. 3.7a). This is far from an optimal solution. Honvener. other options, like 

interpolating conditions from surrounding soundings or using predicted soundings, 

seem less palatable. At least with this approach the simulated downdraft occurs within 

an actual sounding. It is hoped that the synoptic setting the day before the event was 

similar to that the day of the event and thus that the use o f  the previous day 's  sounding 

produces reasonable results. For 3 May 1999. the proximity of the convection appears 

to have altered the 00  LTC 4 May 1999 Norman. Oklahoma, sounding (Fig. 3.8b). 

Com pared to the 18 LTC  sounding obtained six hours earlier, temperatures are 

significantiv greater in a laver centered near 800 mb. This suggests the inlluence of
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compensating sinking motions around the convection. Because of the alteration o f  the 

lapse rate of temperature in the boundary layer, this strongly affects the low-level 

downdratt. The 18 LTC sounding (Fig. 3.8a), therefore, is used in the simulation (the 

radar data for this case are from 2242 LTC 3 May 2(X)2).

Norman, Oklahoma, soundings arc unavailable for the day o f  the nontomadic 18 

June 1992 case. Consequently, the (X) LTC 19 June 1992 Stephenville, Texas, 

sounding is used (Fig. 3.9a). It is hoped that this sounding adequately approximates the 

environment o f  the 18 June 1992 supercell studied here. The use of the previous day 's  

Norman. Oklahoma, sounding produces similar results. As in the 25 May 1997 case, 

the proximity sounding for 8  June 1998 (Fig. 3.9b) appears to indicate significant 

cooling near the surface owing to convection. The previous d a y ’s sounding is therefore 

used in this simulation. In addition, poianm etnc  radar data for the 8  June 1998 case are 

available only at about 0.5 km AGL. For the results shown here the estimated 0 5 km 

AGL precipitation fields were insened at 1.5 km .AGL so that the simulated downdraft 

might draw air from above the boundary layer downward. Because the precipitation 

was ineffective at doing so, however, the results for 0.5 and 1.5 km .AGL insertion 

points are nearly equivalent below 0.5 km AGL.

Simulated downdraft profiles for the four tomadic cases for which polarimetnc 

radar data are available are shown in Fig. 3.10. With the exception of the 4 October 

1998 case, the profiles look similar. In the 4 October 1998 case, the hydrometeor fields 

appear to be too weak to dnve  significant downdraft in this model. In the other cases, a 

short burst in downdraft strength is followed by a zone of little to no downdraft, which 

IS then followed bv strengthening downdraft in the boundarv laver. The initial bursts in
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downdraft strength likely result from rapid evaporation of small raindrops and rapid 

melting o f  small graupel/hail (Hookings 1965; Snvas tava  1985, 1987). Once these 

small hydromcteors evaporate and melt, the stability of the above-boundary layer 

environm ents significantly weakens the downdrafts. Downdrafts then strengthen again 

in the boundary layer where the environments are much less resistant to downdrafts.

Simulated downdraft profiles for the three nontomadic cases for which 

p o ian m etn c  radar data are available are shown in Fig. 3 .1 1. These profiles are similar 

to those tor the tomadic cases in Fig. 3.10. .As with the tomadic cases, one of the 

nontom adic  cases. 19 September 1993. appears to have had hvdrometeor fields that 

were too weak to d n v e  significant downdraft in this model. In the other two cases, the 

initial downdraft bursts, subsequent weakening, and final strengthening in the boundary 

layer are apparent. Owing to the sim ilanty between these downdraft profiles and those 

for the tomadic cases, it is concluded that the low-level RFDs in tomadic and 

nontom adic  supercells may not differ significantly in their kinematic structure.

Further insight into kinematic structures of m odeled downdrafts can he gained 

by considenng  a typical buoyancy profile (Fig. 3.12). At the hydromctcor insertion 

point the total buoyancy is slightly negative and appears to he dnven  principally by 

loading. .As the incipient downdraft sinks in a resistant env ironment, the total buoyancy 

becomes positive and rather large. The main con tnbu tor  to these positive buoyancies is 

is temperature differences relative to the environm ent (thermal buoyancy). This is 

consistent with the earlier analysis of the high-altitude release simulation performed 

using the same sounding. The stability o f  the environm ent above the boundary layer 

results in the downdraft descending relatively warm com pared  to the environment. This
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is especially enhanced in areas where the environmental lapse rate is small or even 

negative (implying increasing temperatures with height), as is the case here in the layer 

centered near 830 mb (Fig. 3.6). In the boundary layer, the dry adiabatic environmental 

lapse rate allows the thermal buoyancy, in concert with loading and r, buoyancy, to 

dnve  a significant downdraft.

Differences between downdraft and environmental (>,. and fK values for the 

tomadic cases are depicted in Fig. 3.13. These differences are com puted as downdraft 

value minus environmental value. As in Vlarkowski et al. (2002).’*’ the 0, values are 

actually pseudoequivalent potential temperature 0,.̂ , values (Emanuel 1994. §4.7) that 

are computed using the formula denved  by Bolton ( 1980). Because the 0, used herein 

differs from that used by MSR02 by the term -Or^  (footnote 21) and because 0, 

differences are generally larger, attention is focused on f), deficits.

The f), differences for the nontomadic cases are shown in Fig. 3.14. Most of the 

profiles in Figs. 3.13 and 3.14 are similar, with relative minima in f), differences near 

the surtace. relative ma.xima in differences just above the surface, and relative 

minima above those. Three of the four tomadic cases have surface (f, deficits that are 

less than the 4 K threshold observed by M SR02 and two o f  the three nontom adic  cases 

have surface 0, deficits that are greater than 4 K Thus, five of the seven cases support 

the finding o f  M SR02 that the surface RFDs in tomadic and nontomadic supercells are 

thermodynamically different. However, the differences between the tomadic and 

nontomadic cases in this study are not overly great. For instance, average 0,. differences 

for the lowest 0.5 km in the tomadic cases are -0.12 K for 25 Mav 1997. -5.06 K for 13
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June 1998, -1.1 K for 4 October 1998. and -1.9 K for 3 M ay 1999. .Average 0, 

differences for the lowest 0.5 km in the nontomadic cases are -5.83 K for 18 June 1992. 

-1.99 K for 19 September 1993. and -1.98 K for 8  June 1998. While the lovv-le\el 

nontomadic model downdrafts do appear to be potentially cooler on average than their 

tomadic counterparts, the differences are not large. O f  course, sensitivity to the 

thermodynamic properties of the low-level RFD could be such that these fairly small 

differences translate into very large differences in tomado development.

.Although on average the differences between tom adic  and nontomadic cases are 

not great, two of the cases are significantly different and may be indicative of an 

important distinction between tomadic and nontomadic supercells. The (K and f>, 

differences for these two cases. 25 May 1997 (tom adic) and 19 June 1992 

(nontomadic). are shown in Figs. 3.15 and 3.16 along with their corresponding 

soundings and environmental 0, profiles. In the 25 May 1997 case the low-level 

downdraft 0, is very close to and even greater than that of the environment (Fig. 3 .15a). 

In the 19 June 1992 case, on the other hand, the low-level dow ndraft f), is significantly 

lower (more than 4 K cooler) than that of the environment (Fig. 3.16a). From Figs. 

3 .15b and 3.16b it appears as these cases differ pnm an ly  because o f  their environmental 

fK profiles. In the tomadic 25 May 1997 case 0,. decreases slowly with height in the 

boundary layer whereas in the nontomadic 19 June 1992 case f),. decreases rapidly. 

Consequently, the downdraft in the nontomadic 19 June 1992 case is much more able to 

bnng  low f),. values down to the surface.

" Henceforth this paper will be referred to as MSR02. which stands for Markowski. Straka. and 
Rasmussen 12 0 0 2 1.
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The differences in these boundary layer fK- profiles result from differences in 

their boundary layer moisture profiles. In the tomadic 25 May 1997 case water vapor 

mixing ratio r, is nearly constant up to the top of the boundary layer, which appears to 

located w here the lapse rate of temperature ceases to be dry adiabatic at -900  mb. In 

the nontomadic 19 June 1992 case. r. decreases with height throughout the boundary 

layer. Since dry-adiabatic. constant-r, layers have constant 0,. the 0,. profiles of these 

dry-adiabatic boundary la \ers  are determined by their r, profiles.

It seems, therefore, that the boundary-layer f>, profile may be important to 

tomado development. In supercell en \ironm ents  the boundary layer, which is an 

important downdraft genesis/intensification region, is often dry adiabatic (or nearly so). 

Consequently, the vertical structure of r, in the boundary layer appears to be an 

important vanable modulating (),. deficits and thus tom ado development. All else being 

equal, tomado development should be favored when the boundary layer temperature 

and r, structure is such that (I, is constant or even increases with height. Thus, a dry- 

adiabatic. constant r, boundary layer having an in verted-V structure should favor 

tomado development. On the other hand, tom ado development should not be favored if 

r, decreases significantly w ith height in a dry adiabatic boundary layer.

These conclusions, o f  course, must be qualified by the limitations of this study 

and also by known requirements for tom ado development. For instance, if the 

precipitation field and/or dynamic forcing successfully bring air from above the 

boundary layer to the surface, then the vertical structure of (),. in the boundary layer may 

be relatively unimportant. Since relatively large hail may be required to do this, this 

study cannot properly address this situation. .Moreover, a constant-//  boundary layer
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that is quite dry will have a high LCL. Despite its constant-//, structure, its high LCL 

will mean that tomado development is unlikely (Rasmussen and Blanchard 1998).
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TAMI.I- 3 . 1. Puni m eters  lo r  e a c h  o f  the  p o lar im etr ic  c a se s .  C a s e s  a h o v e  the d a sh ed  l in e  are tornadic  and  c a s e s  b e lo w  the d a sh e d  line are 

n o n tornad ic .  D o u b le  d a s h e s  ind icate  that the  va lu e  is  not re levant .  T h e  I njita rating and duration  ( in  m in u te s )  o f  e a c h  torn ad o  that 

d e v e lo p e d  so o n  after the t it iies  o f  the data u sed  in the s im u la t io n s  are ind icated  in p a ren th ese s  in the  fo rm  Hujita rating/duration .
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( a ) (hi

( C l i d )

FiCi. 3 .1 0 .  A s  in Fig. 3 .5 a  e x c e p t  for the  tornadic (a)  25 M ay 1997  case ,  (h i  13 June 1998  c a se  
( l o w  a lt itude) ,  (c )  4  O cto b e r  1998 c a se ,  and (d )  3 .May 1999 c a se .  The so u n d in g s  used  are  (a)  
(M) I T C  25  M ay  1997  N orm a n . O K . ( h i  (X) L T C  14 June 1998  N orm an. O K .  ( c i  IX) L T C  5 
O c to b e r  1 998  N orm a n . O K .  and (d) 18 L T C  3 .Mav 1999  N orm an. O K .
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ICI

FIG. 3.11. As in Fig. 3.10 except lor the nontornadic (a) 18 June 1992 case, ibi 19 September 
1993 case, and ici 8  June 1998 case. The soundings used are la) (K) IT C  19 June 1992 
Stephenville. TX. (b) 0 0  IT C  20 September 1993 Norman. OK. and ic) (X) CTC 8  June 1998 
Norman. OK.
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FKl. .V 12. Buoyancy (m s "i \crsus altitude (krn ACiLi lor the 13 June l ‘ ) ‘ ) 8  (low 
altitude) simulation. The buoyancy variables plotted are the total buoyancy B 
(solid line with asterisks), the buoyancy owing to temperature differences 
relative to the environment B_T (solid line), the buoyancy owing to 
hydrometeor loading B_ldg (dashed line), and the buoyancy owing to water 
vapor mixing ratio differences relative to the environment B_r. (dotted line).
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( a ) ( b )

( c ) (d)

Fig. 3.13. As in Fig. 3.10 except for differences between downdraft and environmental IK I solid 
line) and D. (dashed line) values for the tornadic cases. Differences are computed as downdraft 
value minus environmental value.
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FIG. 3.14. .As in Fig. 3.13 except for the nontornadic cases.
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FIG. 3.15. (a) As in Fig. 3.13a. (h) Environmental 0  ̂ profile for the (X) ETC 25 May 1997 
Norman, OK sounding (c) used in the 25 Mav 1997 simulation.
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( a ) ( b )

(c I

Fig. 3.16. ta) As in Fig. 3.14a. ib) Environmental 0, profile for the tX) I T C  19 June 1992 
Stephenville. TX sounding (el used in the 18 June 1992 simulation.
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3.3.3 KITect-s of Within Hook \'ariubility

In the selection ot the radar data that were used to dnvc  the 1.5-dimcnsion 

downdraft model, care was taken to choose values that are charactenstic  of the 

respective hook echoes. B nef oscillations and spikes were ignored. \ 'a lues  were 

preferentially taken from regions having larger \alues since these regions should 

provide the strongest forcing of the RFDs. V alues were taken from both the necks and 

tips o f  the hook echoes.

An important question is whether \a n a h i l i t \  in the hydrometeor fields of hook 

echoes can significantly affect RFDs. Previous research concerning precipitation- 

driven downdrafts (e.g.. Hookings IV65: S r i \a s ta \a  IVS5. 1987; Proctor 1989) indicates 

that the properties o f  hsdrom eteor fields should he important to RFDs. To answer this 

question, however, tests using soundings for tornadic and nontornadic storms should he 

performed. .A parameter space study of the effects of different hydrometeor si/e 

distnhutions. microphysical processes, etc.. on RFDs is beyond the scope of this study 

hut IS planned for the future. At the present time, effects of hydrometeor sanahility  

w ithin an observed hook echo are considered.

The hook echo that is considered is that from the tornadic 4 O ctober 1998 case. 

O f  those studied, this hook echo exhibited the greatest variability in terms o f  both Z/, 

and Z dk- Three simulations, the parameters for which are shown in Table 3.2. were 

performed. The first simulation in Table 3.2. the control' simulation, corresponds to 

that performed for the 4 October 1998 case in the previous section. The other two are
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for a region o f  relatively high Zi, and low Zpn and a region of relatively low Z>, and high

Zpff.

Results for vertical velocity are shown in Fig. 3.17. The control simulation and 

the low Z/,-high Zpn simulation produce nearly the same results. The high Z/,-low Zpn 

simulation, however, produces a much stronger downdraft that reaches a ma.ximum of 

-2.0 m s ' as compared to -0 , 6  m s '  in the control simulation. The rounded shape of 

downdraft profile from the high Z„-low Z/w simulation is similar to that observed in the 

high altitude simulation (Fig. 3.5). Consequently, it appears as if the melting o f  graupel 

and hail is important in the production o f  this stronger dow ndraft.

Results for 0, and IK differences are shown in Fig. 3.18. . \s  in the case of

\ertical \elocity. the control simulation and the low Z/,-high Zp/i simulation produce 

nearly the same results. The high Z/,-low Z . p n  simulation produces larger I ) ,  differences 

except at the ground, where the 0, d ifference is approximately equal to that in the 

control simulation. Therefore, it is apparent that I I ,  differences are also sensitive to the 

properties of the hydrometeor field.

This \ery limited set of simulations illustrates that RFDs are likely sensitise to 

the properties of the hydrometeor fields that dnve them. .As expected, increased 

hydrometeor loading and greater am ounts o f  graupe 1/hail can be more effective at 

driving the RFD and at bnnging lower-//, air dow nward towards the surface.
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I AHl.i; 3 .2. A s  in T a h lc  3.1 o x co p l for the  Inn ik -och o  variahili ty  s im ii la i io n s  for I tic 4  O c l o t v r  l ‘f‘>8 c a se .  1 lie first 
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(al (hi

( C l

FIG 3.17. As in Fig. 3.10 except tor the 4 October 1998 hook echo variability simulations listed 
in Table 3.2. Results are tor the (a| control" simulation presented in Fig. 3.1(1. (bl relatively 
high Zh and low region, and (c) relatively low Zi, and high Z(,« region.
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( a » - ( b )

<C)

FIG. 3.18. As in Fig. 3.17 oxcepl for differences between downdraft and environmental (solid 
line) and /K (dashed line) values. Differences are computed as downdraft value minus 
environmental value.
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3.3.4 VORTEX Cases

A subset ot the VO RTEX cases analyzed by M SR02 is studied here. Three 

tornadic and  three nontornadic cases were randomly chosen for study. To initialize 

these sim ulations, soundings from .V1SR02 and radar observed values are used. 

Because p o lan m e tn c  radar data are not available for these cases, a spectrum of possible 

hydrom eteo r  types is considered by performing three simulations tor each case: mixture 

o f  ram and graupel/hail (mix), all ram (ram), and all graupel/hail (ice), it is hoped that 

the variety o f  downdrafts produced might encompass the actual downdraft. The 

param eters  for the eighteen simulations are provided m Tables 3.3 and 3.4.

it is no ted  that because this model works only if the graupel and hail are melting, 

m two o f  the nontornadic cases (Sidney. .\E  and Carlsbad. NM ) precipitation had to be 

inserted below its observation altitude, in the Sidney. . \E  case the impact is expected to 

be m inimal since the insertion altitude is only 0 . 1  km below the observation altitude, in 

the C arlsbad . NM case, however, the difference between insertion and observation 

altitude is large (2.7 km). Unfortunately, for this case the lowest-altitude radar data 

intercepts the hook echo at a relatively high altitude (4.8 km). T he  discrepancy between 

insertion and  observation altitude may have important consequences in this case, 

especially  if the insertion-altitude Z;, was significantly different from the observation- 

altitude Z/,. If not. then the difference between the insertion and  observation altitudes 

may be unim portant since significant downdraft may have com m enced  only once 

m elting ensued  (the forcing o f  the downdraft by loading and sublim ation o f  graupel and 

hail would  likelv have been relatively weak).
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Vertical velocities for the nontornadic mix simulations are shown in Fig. 3.19. 

The mix. rain, and ice simulations are similar for each of the nontornadic cases. 

Consequently, only the mix results are shown. .A comparison to Figs. 3.10 and 3.11 

shows that the structure o f  these downdrafts is similar to that simulated in the 

polanm etric  cases.

Vertical velocities for tornadic simulations are shown in Fig. 3.20. Some 

significant differences between the mix. rain, and ice simulations arose in the tornadic 

cases, in Fig. 3.20. the simulation that produced the strongest downdraft for each case 

is presented. .As with the po lanm etnc  cases, no consistent differences in the downdraft 

structures o f  the tornadic and nontornadic are apparent.

Differences between downdraft and environmental 0, and f), \a lu e s  for 

nontornadic and tornadic cases are depicted in Figs. 3.21 and 3.22. respecti\ely . For the 

nontornadic cases, the f), differences at the surface are re la tne ly  large, although the 

large dilfercnces for the Carlsbad case are restricted to a very narrow surface layer. In 

addition, the surface 0,. differences for two of the three nontornadic cases. Jetm ore and 

.Nazareth, are also large. These results are consistent with the findings o f  M SR02. w ho 

found that fi,. differences were relatively large for both nontornadic cases and weakly 

tornadic (defined as) cases. ' The strongly tornadic case. Allison, has a small (f, 

difference at the surface. This. too. is consistent with the findings of M SR02, who 

found that surface (),. deficits were generally small for strongly tornadic supercells.

M SR 02 Uefined weakly lornadie e \e n i t  a.s those that produced FO-Fl tornadoes that persisted tor 5 
minutes or less. They defined strongly lomadic events as those that produced F2 or greater intensity 
tornadoes that lasted at least 5 minutes
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For the Allison ease, however, M SR02 did observe large 0, deficits (up to 18 K) 

in the surface RFD. Reasons for the difference between the simulation performed here 

and the observations can he surmised by considering the environmental 0, profile (Fig. 

3.23) and the (strongest) simulated downdraft for this case (Fig. 3.20b). In the 

simulation, precipitation was inserted at an altitude that would enable the transport of 

low fi,. air to the surface. H ow e\er .  because the simulated downdraft subsided at about

1.3 km AGL and then resumed in the boundary layer, it was not able perform this 

transport. Since 0, is nearly constant in the lowest 1.3 km of this sounding, the 

simulated downdraft produced a surface 0, difference close to zero. The observation of 

large 0, deficits m the surface RFD of the .Allison storm indicates that air from the 

elevated, low T), reservoir was drawn to the surface. This could have been 

accomplished if. perhaps, larger hailstones or dynamically-induced pressure 

perturbations contnbuted to a stronger downdraft above the boundary layer. The role 

larger hailstones play in transporting mid-level, low -/), air to the surface vs ill be 

investigated in future work.

A com panson between the surface 0, differences observed by .V1SR02 and those 

modeled herein is provided in Table 3.5. The model results are generally close to the 

range o f  observed values. E.xceptions are the .Allison case, which has already been 

discussed, and the Sidney case, in which the mix simulation produced a 0,. difference 

5.4 K higher than the m axim um  /),. difference that was observed. Considenng  the 

simplicity o f  the downdraft model, uncertainties in determining environmental 

conditions, and the difficulties involved in obtaining complete measurements o f  the 

surface RFD. the agreement between observations and model results is encouraging.
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Sensitivities that arose in the Jetmore and Nazareth simulations are illustrated in 

Figs. 3.24 and 3.25. For the Jetmore case, the rain simulation (Fig. 3.24a.h) produced a 

downdratt that is three times stronger and a surface deficit that is '1 4  K greater than 

in the ice simulation (Fig. 3.24c.d). This illustrates that the strength and 

thermodynamic properties of precipitation-dnven downdrafts can be quite sensitive to 

the characteristics of the precipitation that dnves  them. One might also conclude that 

the evaporation of rain is more efficient at driving low-level downdrafts than the 

melting o f  graupel and hail. This does not necessanly follow from these results, 

how e\er.  because the mixing ratios of the rain and hail fields are not the same at the 

insertion le\e l. Because the rain and graupel/hail fields are estimated using 

observations o f / / , ,  this is the quantity that the precipitation fields in the two simulations 

have in com m on at the insertion level. The rain and graupel/hail fields produce the 

same //, value but do not h a \e  the same mixing ratio. In fact, at the insertion level the 

mixing ratio o f  graupel/hail in the ice simulation is about half the mixing ratio o f  rain in 

the rain simulation.

The sensitivity illustrated in Fig. 3.25 is particularly interesting. The Nazareth 

rain and mix simulations produce downdrafts that have similar maximum intensities. 

Their structures, however, are significantly different at low altitudes. In the mix 

simulation the downdraft weakens considerably at -0 .4  km AG L and then accelerates 

towards the surface. In the rain simulation the downdraft weakens more gradually from 

0.6 km AG L to the surface without the acceleration at very low altitudes. These 

differences in low-level downdraft structure have a large impact on low-level f/, 

difference profiles, as is apparent in Fig. 3.25. For instance, the surface //, difference in
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the mix simulation is -2.7 K whereas the surface fl,. d ifference in the rain simulation is 

-12.6 K.

Dynam ic entrainment may he an important factor in the creation of the 

d issimilar low-level fi, difference profiles in Fig. 3.25. In the mix simulation the 

deceleration at -0 .4  km .AGL slows the descent of the low -//, air from above. Ow ing to 

con tinu ity  the subsequent downdraft acceleration then results in entrainment of 

environmental air that dilutes the l o w a i r  in the downdraft. This dilution contnbutes 

to much sm aller  low -level 0, deficits.
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TAH1.I-; 3 .3 .  A s  in T a b le  3.1 ex c e p t  lor  three n o ntorn ad ic  V O R T H X  ca se s .  Param eters  lor  three s im u la t io n s ,  m ix tu re  o f  rain and  
g ra u p e l/h a il .  rain o n ly ,  and grau p el/h a il  o n ly ,  are p ro v id ed  for e a c h  c a s e  I'or c a s e s  in w h ic h  the p rec ip itation  insertion  altitude  
d if fer s  fro m  the o b se r v a t io n  a lt itude, the o b se r v a t io n  and insertion  a lt itud es  are g iv e n  in the form  o b se rv a t io n  a lt itu d e /in sertion  

alt itude.
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TAIM.I- 3 .4 .  A s  in T a b le  3 3 e x c e p t  lo r  three tornadic  V O R T H X  c a se s .  A s  in T a b le  3 .1 .  the  Hujita rating and duration  (in  in im ités )  o f  

e a c h  to rn a d o  are in d ica ted  in p a re n th e se s  in the  form  Hujita rating/duration.
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( a ) ( b )

( C)

FKî. 3.19. Vertical vekx;ity (m s ' ) versus altitude (km AGL) lor the mix simulations for the (a) 
8  June 1995 ElmwiHxl. OK. (b) 19 .May 1998 Sidney . NE. and (e) 26 May 1999 Carlsbad. NM. 
nontornadic VORTEX cases. In order to decrease the impact of buoyaitcy oscillations, model 
results are averaged over a live minute interval from t = 1950 to i = 2250 seconds (centered on r 
= 35 minutes). Thick, dashed, grey lines indicate the precipitation insertion altitude.
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FlCi. 3.20. As in Fig. 3.10 except for the (al 16 May 1995 Jetmore. KS, rain simulation, (hi 8  

June 1995 Allison. TX. rain simulation, and (ci 2 June 1999 .Na/areth. TX. rain simulation.
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(a) (h»

( c )

FlCi. 3.21. As in Fig. 3.19 (mix simulation results for nontomadie VORTEX cases) except for 
differences between downdraft and environmental 0  ̂ (solid line) and (K (dashed line) values. 
Differences are computed as downdraft value tninus environmental value.
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FIG. 3.22. As in Fig. 3.21 except (or the (a) 16 May 1995 Jetmore. KS. rain simulation, (b) S 
lune 1995 Allison. TX. rain simulation, and (c) 2 June 1999 Nazareth. TX. rain simulation.
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(h)

FIG. 3.23. (a> Environmental (K profile for the 8  June 1995 
.Allison. TX, case (b) and the associated sounding. Sounding 
courtesy of P. Markowski.
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TaBLH 3.5 Comparison between the differences obsersed by Markowski et 
al. (2tX)2) and those modeled herein (for model results shown in Figs. 3.19-3.22). 
The 0, differences are computed as downdraft value minus environmental value. 
The dashed line separates the tomadic \  ORTEX cases from the nontomadie 
VORTEX cases. Fujita rating and duration (minutes) of each tornado are 
indicated in parentheses in the form Fujita rating/duration.

Case Observed Surface 0, 
Differences ( K )

Modeled Surface 0, 
Differences ( K)

Elmwcxxl. OK -12.1 to -SO -SO

Sidney. NE -13.5 to -9.5 -4.1

Carlsbad, NM -4.0 to +5.0 -5.6

Jetmore. KS ( FO/5) -16.1 to - 1 0 . 1 -16.7

.\llison. TX (F4/46) -19.2 to -2.2 0 . 0

.Na/areth. TX (FO/I ) -12.2 to -S.2 - 1 2 . 6
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( a ) l b )

( f ) i di

FIG. 3.24. \  ertical velocity |(a) and (c)| and 0, and 0, difference values |(b) and (d)| as in Figs. 
3.19 and 3.21. Results from the Jetmore rain simulation are in (a) and (b) while those from the 
Jetmore ice simulation are in (cl and (d).
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l e  I i dl

FIG. 3.25. As in Fig. 3.24 except for the Nazareth rain simulation jla) and lb)| and the Nazareth 
mix simulation |ic) and (d)|.
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3.4 Discussion

In their comprehensive review of downdrafts. Knupp and Cotton (1985) list 

precipitation-driven downdraft velocities as ranging from I to 15 m s ' .  The downdrafts 

simulated herein are skewed towards smaller values but are consistent with this range. 

While this is reassuring, the validity of these simulations cannot he assured without a 

comprehensive set o f  in situ measurements, which is not available. Surface 

observations are available for the \  O R TEX  cases, however, and the simulation results 

generally agree with those observations

.Above the boundary layer, supercell environments are often relatively resistant 

to precipitation-dnvcn downdrafts. This resistance results from downdraft descent and 

the environmental temperature profile (e.g.. Figs. 3.6. 3.7a. 3.8. 3.9. and 3.23b) being 

between dry and moist adiabatic (Das and Subba Rao 1972; Srivastava 1987). This is 

consistent with the finding o f  previous studies (e.g.. Kamburova and Ludiam (1966). 

Girard and Last (1975). H am s (1977). Snvastava (1987). and Proctor (1989)] that 

downdraft intensity depends strongly on environmental stability. As the stability of the 

environment increases, the downdraft temperature nses  relative to the environment and 

the downdraft w eakens.

Highly stable layers are often present in supcrcell environments just above the 

boundary layer (Figs. 3.8a and 3.23b). These layers deter mid-level downdrafts from 

penetrating into the boundary layer and. thus, deter midlevel. lovv -f/  ̂ air from reaching 

the surface.
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In supcrcell environments, downdrafts tended to de \e lo p  and accelerate readily 

within the boundary layer (Figs. 3.5. 3 .10 -11. 3.19-20). The dry-adiahatic lapse rate 

that IS typically present in these boundary layers provides minimal resistance to the 

downdrafts.

The relative stability above the boundary layer and instability within the 

boundary layer to precipitation-dn\en downdrafts may explain why MSR02 found that 

surface RFD parcels originated from within ~l km o f  the surface in many o f  the 

\  O R TEX  cases. This study shows that in the absence of other processes (e.g.. effects 

of larger hail or  pressure perturbation forces) hook-echo hydrometeor fields will often 

be unable to force midlevel air to the surface. Of course, a major limitation (to be 

addressed in future work) is the lack of larger hail in the downdraft model.

The lack of differences between tomadic and nontomadie downdraft \ertical 

velocity profiles is consistent with the observation that, with the exception of the 

tom ado itself, tomadic and nontomadie supercells often have similar low-level wind 

fields (e.g.. Trapp 1999. .VISR02). If the tilting of horizontal vorticity by the RFD is 

important to tomadogenesis. then a distinguishing wind field characteristic may be the 

intensity of an RFD. The results of this study, howeser. are insufficient to support or 

refute this hypothesis.

M SR02 tentatively concluded that "Evaporative cooling and entrainment of 

midlevel potentially cold air play smaller roles in the formation of RFDs associated 

with tomadic supercells compared to nontomadie supercells.” The findings of this 

study support their conclusion and suggest that RFDs that reach the ground are often 

generated or at the verv least sismficantlv intensified within the boundary laver. If

190



generated within the houndary layer, then the surface 0,. deficit is limited hy the

minimum f),. value within the boundary layer. If midlevel air is able to penetrate to the

surface, then intensification of the RFD within the boundary layer should result in 

significant dilution of this air through dynamic entrainment.'^ If either generation or 

intensification occurs in the boundary layer, then the boundary layer 0. profile will be 

critical to the surface (),. deficit. It appears, therefore, that the boundary layer H, profile 

may be important to tomadogenesis.

These results indicate that the environm ent plays a large role in determining the 

low - level thermody namic charactenstics o f  precipitation-dnven RFDs. This does not 

mean, however, that precipitation characteristics arc unimportant. On the contrary , the 

sensitivity tests of and the \  ORTEX simulations (v}3..^.4) indicate that properties

of precipitation-driven downdrafts can be quite sensitive to the characteristics o f  the 

precipitation fields that drive them. This suggests that knowledge of hook echo

hydrometeor fields could be very useful in anticipating the tomadic potential o f  a

supcrcell storm.

It IS interesting that in the \  O R TEX  simulations significant sensitivity was 

observed in the weakly tomadic cases but not in the nontomadie cases o r  in the strongly 

tomadic case. It is possible that the en\ ironments of nontomadie and strongly tomadic 

storms are such that the RFD has similar therm odynam ic charactenstics at the surface 

for a vanety  o f  hook-echo hy drometeor f ields. The tomadic fate of these storms may be 

ordained by their environment. In the same \e in .  the environments o f  weakly tomadic 

storms may be such that the surface them iodynam ic charactenstics o f  the RFD depend

Tfii.s a.s.sumes tliai the downdraft maintains rouehiv  the sam e cross-seetionai area. If so. then eontinuits
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strongly upon the properties of the hook-eeho hydrometeors. If the ngh t conditions are 

met. tomadogenesis can ensue.

The results of this study arc generally consistent with the observations of 

M SR02. This IS encouraging since it suggests that a simple model like the one used 

herein might be useful in forecasting (or nowcasting) surface RFD charactenstics and. 

potentially, tomado likelihood. The efticacy of such an approach could be significantly 

limited, however, by uncenainties  concem m g important parameters like ma.ximum 

hailstone s i /e  and the environm ent in which a storm resides.

Limitations of this work include the follow ing;

I ) the absence of larger (> 9 mm diameter) hailstones in the simulations.

2 ) difficulties in determining actual downdraft environments.

2 ) uncertainties in the estimation of precipitation charactenstics.

4) the simple 1.5 dimensional trame work o f  the downdraft model.

5) the absence of perturbation pressure effects, and

6 ) the limited num ber o f  cases studied.

Because o f  these limitations, the results of this study must be considered w ith caution. 

The above limitations need to be examined to evaluate their importance. Plans are 

already underw ay to exam ine one and three.

Issue two is a well known problem for which there is no simple solution. First, 

there is the issue of mesoscale vanability (see. for example. .\1SR02 and references 

cited therein). Because mesoscale vanability may be significant, it is difficult to know 

whether any of the soundings used are representative. .Moreover, for some cases

requires d o w n d ra t t  aeeelera tions ti> he accom pan ied  h> the mtaise o t 'e n \ i ro n m c n ta l  air.
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soundings I rom either the previous day or an adjacent site were used because of 

convective contamination of the soundings closest to the storms. This exacerbates this 

problem for these cases. .Alternatively, forecast soundings could  have been used. 

These, however, have their own set o f uncertainties (accuracy o f  predicted cap strength, 

lapse rates above the boundary layer, etc.). Neither choice is optimal. Herein, 

alternative observed soundings were used because at least with this approach the 

modeled downdrafts cKcur in an actual sounding.

In addition to mesoscale variability, the issue of convective contamination is 

cntically  important. When given the choice o f  a proximity sounding that exhibits little 

(or no) convective contamination or a convectively altered sounding, which should be 

used as the environmental sounding for an RFD.’ It can be argued that either may be 

more representative of the RFD environment. For instance, if the rear o f  the storm is 

strongly ventilated by the environmental flow, then the proximity sounding may be 

more appropriate. On the other hand, if this is not the case, then the alterations of the 

proximity sounding by the storm may be important in defining the true environment of 

the RFD. This is a difficult issue for which there is no easy answer. Herein, non­

contam inated environments were used. In future work, idealized soundings that 

represent multiple possibilities will be used. With this approach, the issue of convective 

contam ination will be explored and the issue of mesoscale vanability will be alleviated.

Regarding issue four, this simple downdraft model was used in order to scale 

dow n the problem so that it was more manageable. While the second and third 

dim ensions are undoubtedly fundamentally important to supercell processes, it is
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believed that many of the important features of RFDs can be e lucidated by focusing on 

prtKcsses occurring in the vertical direction.

Concerning five, this study shows that hook-ccho hydrometeors can drive RFDs 

without pressure perturbations. It has been shown [e.g., Klemp and Rotunno (1983)] 

that the perturbation pressure f ield can have important impacts on the RFD. In fact, the 

im pacts o f  the perturbation pressure fie ld  can he at least on the sam e order o f  the 

im pacts of hydrom eteors  [e.g.. Klemp and Rotunno ( 1983); Hou/.e ( 1993. §7.1 )]. The 

lack of perturbation pressure fields, therefore, is a significant limitation of this work. .A 

complete understanding of the RFD will require com prehension of the roles of 

hvdrometeors. the pressure field, and their interactions.

Limitation six is the standard limitation innate to all studies like this one. 

Indisputably, more cases are needed to venfy or refute the findings of this study. 

Towards this goal, an analysis of the complete set of CORTEX cases is planned.

These uncertainties mean that none o f  the m odeled R F D s can he view ed as 

replicatinit the true RFDs that occurred in any o f  the cases. However, by using this set 

of radar and environmental data attention has been focused on a subset of the large 

parameter space that applies to this problem. It is hoped that in doing so this effort has 

identified physical processes that are important to both the RFD and tomadogenesis.
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Chapter 4: Conclusion

P o la n m c tn c  radar data have been utilized to investigate properties of 

prccipita tion-dnven rear flank downdrafts. Because this required the quantitative 

utilization o f  radar data, aspects of this have been studied.

It has been show n that the commonly-used assum ption that radar rays follow 

paths of constant curvature  can be utilized to compute heights and great circle distances 

of radar data w ithout resorting to the equivalent-earth model. The new technique 

produces results s im ilar  to those obtained using the equivalent-earth model but may be 

preferable since it utilizes a less complicated model for the propagation o f  radar rays.

The transform ation equations for a sphencal curvilinear coordinate system have 

also been derived. It is known that these equations have been denved  previousK by 

others (R. Brown 2(MK), personal communication). Because they have not been 

published in the formal literature, however, the intent is to do so as a service to the 

meteorological com m unity .

The objective analysis of radar data has been investigated. The first effort in 

this vein regards an analysis technique, named the adaptive Barnes (A-B) scheme, that 

automatically adapts  to the charactenstics o f  radar data. This  work has already been 

published. The conclusions, taken directly from Askelson et al. (2(X)0). are 

"1 ) The A-B filter can directly account for the dependence o f  radar data spacing on 

direction and for the tendency of radar data density  to decrease with range. 

Within the confines o f  one-pass DDW.A schemes, the A-B filter facilitates the 

retention o f  the m axim um  amount of information.
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2) Consistent with the anisotropy of radar data spacing, more information concerning 

waves with short to medium wavelengths in the highly resolved direction can be 

retained by decreasing the smoothing in that direction using the direction-splitting 

design o f  the A-B filter. This occurs w ithout egregious phase shifts or orientation 

changes o f  input w aves.

3) Because the weight assigned to an observation depends upon the differences in the 

coordinates o f  the observation and analysis points, the A-B filter automatically 

adapts to the systematically decreasing radar data density with range. With the 

A-B filter information content at close ranges does not have to he sacnficed 

because o f  poor resolution at more distant ranges.

4) Window ing weight functions produces ringing in their response functions. Effects 

on the main lobe of the one-dimensional. Barnes response function are small w hen 

the weight function is w indowed at or below Ü.05.

5) For radar data, postanalysis gradient fields of analyses produced using an isotropic 

weight function will generally suffer from contnbutions by gradients in the 

analysis weights. Because of its consistency with radar data, the direction- 

splitting A-B filter, w hen applied away from data boundaries and to radar data that 

are at regular radial, azimuthal, and elevational intervals, results in postanalysis 

gradient fields that have virtually no contribution from gradients in analysis 

weights. However, even when the additional restriction of collocated observation 

and analysis points is imposed, postanalysis gradients are not equal to analyses of 

gradients because of the scale factors associated with the spherical coordinate 

system of radar data.
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6 ) The A-B filter should be used with caution since imbalances in the data, including 

preferential onentation of finescale structure and decreasing finescale structure 

with range, can be retained by the .A-B filter. The retention of these imbalances is 

what ironically produces both the potential benefits and detriments of the A-B 

scheme. Potential detriments anse since retention of data imbalances could lead 

unwary analysts to form incorrect conclusions concerning the phenomena being 

studied. Isotropic schemes, at the cost o f  information loss, attempt to normalize 

these imbalances."

In the investigation of the A-B scheme, the issue of response functions for 

arbitrar) weight functions and data distributions arose. The subsequent investigation 

proved fruitful. The conclusions are:

I ) The local response function for DDW.A schemes is the complex conjugate o f  the 

normalized Founer transform of the effective weight function. Complex 

conjugation anses because DDW.A is. in general, a cross correlation, not a 

convolution. .Normalization is imposed by the DD W A normalization factor. The 

effective weight function is the product of the weight function and the function, or 

generalized function (also called a distnbution). that descnbes the distnbution of 

the observations.

2) To obtain the local response function by way of the convolution theorem the 

concept of an equivalent analysis is needed. In an equivalent analysis a 

hypothetical analysis field is produced by using, throughout the entire domain, the 

same weight function and data distribution that apply to the point o f  interest. This
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artifice enables the convolution-theorem based derivation o f  the response function 

by altering the mathematical form that descnbes the analysis field.

3) The local response function generally depends upon the weight function, 

frequency, and location.

4) Response functions can be eloquently descnbed  in terms o f  the amplitude and 

phase modulations o f  the input waves.

5) Boundanes significantly affect response functions. In their vicinity they produce 

significant phase shifts and appreciable alterations of amplitude modulations 

relative to the ideal response function, which holds for continuous, infinite data.

6 ) Phase shiti information provides a straightforward interpretation for extrapolation. 

It illustrates the movement, or shift, of information that seems to be fundamental 

to all extrapolation schemes. Dunng extrapolation analysis values are produced 

by taking information and moving it to the analysis kxrations.

7) Irregular data spacing can result in significant phase shifts and significant 

departures from the ideal amplitude modulation. The degree of filtenng at a 

particular frequency can be either greater or less than that imposed under ideal 

conditions.

8 ) The framework for determining the local response function is also valid in two 

dimensions. It appears as if the extension to three or more dimensions can be 

accomplished by simply generalizing the methods utilized herein
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The conclusions regarding prccipilaiion-dnvcn RFDs are

1) Hook-echo hydrom eteor fields inferred from radar data arc able to dnve  

significant dow ndrafts  without the influence of vertical perturbation pressure 

gradients.

2) Supcrcell env ironm ents  are often relatively resistant to downdrafts above the 

boundary layer and supportive of them within the boundary layer.

3) In many supercell environments, large hail or vertical perturbation pressure 

gradients may be needed to produce deep midlevel downdrafts that penetrate into 

the boundary layer.

4) In supercell environm ents  it appears as if RF-'Ds are typically either generated or 

intensified significantly within the boundary layer. Consequently, the boundary 

layer i), profile appears to be very important to the surface RFD D, deficit and. 

from the findings o f  .Markowski et al. (2002). to tomadogenesis.

5) In some supercell environments precipitation-dnven RFDs are relatively 

insensitive to the characteristics of the precipitation fields that d n \ e  them while in 

other environm ents significant sensitisity exists.

In closing. It IS noted that this research has raised some important questions and 

has in the process opened  some new research avenues. Regarding response functions 

for arbitrary weight functions and data distributions, efforts to apply the response 

function in filter design are already underway . Moreover, the incorporation of larger 

hail in the 1.5 d im ension downdraft model is already being planned. It is hoped that 

these research efforts will not only build upon the foundation laid before them by 

countless others, but also serve in the foundation for future endeavors.
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Appendix A: Amplitude and Phase Representation of Fourier
Content

The F ouncr content of a real function /( .v )  can be expressed in terms of the 

amplitudes and phases of the one-sided spectrum. The starting point for this denvation 

is the (indirect) Fourier transform

f ( x ) =  |F '(i)exp(y2.;n-.v)Ji-, (A !)

here

/•'( 1-) = J /'( V)e\p(-  j 2 m  x)iL\ = ( r ) + ( i’). (A 2 )

An important property o f  F ( r ) .  for f ( x )  real, is that it is hcrmitian (Brace we11 2000.

I.^-14), which means that

Under the appropnate  conditions (discussed at the end of this denvation). the 

integral in (.Al ) can be split at r  = 0  to produce

( ) V -  »

f ( x ) =  jF '( i  )e\p(y2;n-.v)iA--t- )exp(y2.m v)(/i . (A4)
V •- I : I)

By considenng  the integrand in the first integral of (A4) it is obvious that (A4) can be 

vvntten as

/ ( . v ) =  )cxp()2m .v) + F ( - v ) c x p ( - ; 2 m . \ ) d v . (A5)
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a result that can be obtained mathematically through the substitution it = -r  in the first 

integral in (A4). Moreover, F(v) and F { - \  ) can be e.xpressed in polar coordinates as

f' i »■ ) = k e (I' )T ' . J (A6)

and

= + F,,„(r)‘ ]‘ 'explyV ,, . I- (A7)

where = a rg [ F ( i - ) ;F ^ J rU ;„ , ( r ) | .  ^ = a rg [ F ( - r ) ;  - -F ,,„(r)l. and (A3)

has been utilized. [Note that r  is restricted to be greater than or equal to zero from

I A3) onward in this dernation .]  Because <p,. , (A3) can be wntten. using

( A 6 ) and ( A7). as

/( .v )  = I  [ f ^ J v ) '  ^  /•■,,„('•)• I' '{e\p[y(2;n'.v + ÿ?,, J |  + e . \p | - ; (2 ;n  x + (p^.,^\ilh■ (AS)

Since c " + c " = I c o s O . (.A8 ) simplifies to

/■(.x)= j  3[f^^.(i)‘ + F|,„(r) ']  cos( 2 ;n.x + (0 ,, )(A'. (.A9)

This result is valid for many situations that arc encountered. It is not \a lid . 

however, when the mean value o f  f { . \ )  is not equal to zero. In that case.

F(0) =
/

j I - -

j(/x jiiv = [the ratio of the integrals must be
V  »

considered in the sense of a limit as the integration limits approach ±°° while the Dirac 

d istnbution anses  from definition (Bracewell 2000. 74-106)]. Insertion of this result 

into (.Al) produces f { . \ )  = C„, + O F . where O F  represents the contnbution from the
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other frequencies (other than the frequency 0) and the sifting property of the Dirac 

distribution. j S { x  -  a) f { . \ ) d x  = f {a)  (Bracewell 2000. p. 79). has been applied.

Insertion of this result into (A4) or (A9). on the other hand, produces / ( .v )=  2C^  + O F . 

[For a concrete example, consider what happens w hen /( .v )  = C . where C  is a constant.

Then. F(v) = C(>'(v). (A l ) produces / (.v) = C . and (A4) or (A9) produce / ( .v )= 2 C '. ]

The reason for this discrepancy is the split of  the (indirect) Founer transform at v = 0. 

.Normally, this would have no impact since the value of the integrand at one location 

usually does not alter the \a lue  of the integral (differences must normally be spread out 

over a finite range). Here, however, the Founer transforms of elements such as penodic 

and constant functions (over infinite domains) arc of theoretical interest. To deal with 

these Founer transforms, distnbutions like the Dirac distnbution are needed. When the 

Dirac distnbution is utilized, its sifting property can result in differences in integrands at 

individual points being of consequence. This is what occurs at v = 0  in the above 

example. To correct for the above problem, the magnitude in (A9) is altered by the 

appropnate  factor, resulting in

/ ' ( ' ) = I  -— + r„ , ,(v ) ' | '  ’ i-'os(2 ;n ’.v + çr7̂ ,, j j v .  ( A 1 Ü)
. o ‘ + I'')

where ()'"(.') is defined as in Bracewell (2(XX). p. 87)

= ( AH)
1 .V = 0.

See too tno te  13.
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h is noted that the adjustment in (A 10) could be rendered unnecessary by adapting the

'  ”  1
convention |o'(.v)i/.\ = —. v^hich is mentioned by Bracewell (20(X). p. 104). Herein.

I  I I  “

the convention |d'(.v)d.v = 1 is used.
» - O

The fundamental result of this analysis is that the real function f i x )  can be 

expressed in terms of the amplitudes |/''(c)j = [f^^.(i ) ' + /-|„,(v)'| ' and phases 

, =arg[r( i) ;F^^ .(i) ,F ,.„(v)l  of the one sided (v > 0 )  Founcr coefficients.
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Appendix B: Amplitude and Phase Representation of Two-
Dimensional Fourier Content

The Founer content of a real function / (  v. y) can be expressed in terms of the 

amplitudes and phases of its Fourier coefficients. The approach for obtaining this result 

herein is much the same as that used for one-dimensional data. The starting point for 

this denvation  is the (indirect) Founcr transform

/( .I .  v)= I  | / - ' ( / / . \ ) e \ p | y 2 . ? r ( n . v - t - . (Bl )

w here

/•■(«.r ) =  j  j/(.V. v ) c x p | - y 2 ; r ( /a  + rv)|iZvt/v = -t- jF ^ J i i , v ) .  (82)

The hcrmitian propen y described by Bracewell (2(KX). 13-14) for one-dimensional 

Fourier transforms extends to two-dimensional Founer transforms. This means that for 

/ ( .v .y )  real.

Ff ^Ju . v ) = F ^ J - u . - \ )

which are easily venfied using (B2).

The integral in (B l ) can be split to produce

(B3)
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/ ( . V .  y )=  I  jF (« . r ) c . \p [7 2 ; r ( /a  +  \v)|t/»</i-
I) :4 —1

1- I  J f ( / m  )exp |y 2 ; r ( /a  + i \)|</» J r
I I) J • '
  <B4)

+ j  j F ( u . y ) c x p l j 2 ^ ( u . \ - > - i v ) j ( / u ( / v

n I •

+ I  | F ( h . i  ) c \p ly 2 ; r ( /a  + i \

By applying the change of vanabies u = -  s . \ = - i  to the third and fourth double 

integrals in (84 )  and changing the directions o f  integration in the resultant integrals, the 

third double integral can be combined with the second and the fourth double integral 

can be combined with the first to produce

f ’( \ . y } =  I  I | e \ p | ) 2 ^ ( f a  + > v) |-t  ‘ ) e \ p | - y 2 ; r ( /a  + v v)|<///(/v
O  ( I

•• .4 I)

+ j  | / ' ( / M  )exp |y 2 ; r ( /a  + i y ) | -  / • ' ( - « . - r ) e x p | - y 2 ; r ( / a  ^ i v) |(//a/r.

(85 )

which can be wntten as 

f { x . \ ) -  I  jF ( i< . \ ) e x p j j 2 ,/r(ia + Vy)| + F ( - n . - v ) e x p ( - y 2 ,;r(ia + iv)ldia/i-. ( 8 6 )
. I) .« *•

Moreover. F(i(.v) and F ( - i i . - i  ) can be expressed in polar coordinates as

F(//.r) = [F^J//.v)' + 'exp[y<(J,,^ ,̂| = |F(H.v)|exp|yVfu. ..I (B7)

and

F ( - « . - r )  = [F ,̂(//.»•)' + 'exp[yVf,-,.-wl = i n “-'')K''p(Mi u vil- (B8)
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where |F (// .r) | = + F , i ) ' j  is the magnitude o f  F{u.v).

= arg |F ( i / . r ) ;F ^ ,(H .v ) .F ,„ ,( i / . i ) | .

- ^ ' ■ g [ F ( - / / . - r ) ; F ^ ^ . ( - n . - ' ) . F , - v ) | ,  and (B3) has been utilized.'*' 

Since. from (B3). = a r g l F ( - « . - v ) ; F ^ J i ( . v ) . - F , „ , ( n .v ) |  and. thus.

, VI = . IBS) can be wntten as

F ( - / / . - r )  = |F ( « . r ) l e \ p ( - ; V f , ,  .,!• (BV)

Inserting i B7) and (B9)  into (B 6 | produces

/ ' (  .V. \  ) =

I  J|/-'(/<.r)|(e.\p{y[2 ; : ( /a  -  rv) ^ 1/7, , 1} + e \p { -y [ 2 >T|//.v ^ rv ) + (/i,,, , j})Jm/r.
I * *

Since <• " -<■ c " = IcosO  . ( BI O)  simplifies to

/'(.V, v)= j  j2|/-(/<.r)jcos[2;r(i/.v + r v ) - t - _ ]i/m/v. ( Bi l l
(  I  . «

As in the one-dimensional case, an adjustment to ( B l l  ) is required. However, in 

contrast to the one-dimensional case where the adjustment was required only at a point, 

the adjustment here is required along the line v = 0 . Because the behavior at the point 

(u. v)  = (0 . 0 ) is slightly different from the other points on this line, it is considered first. 

When the mean value of / ( v . y )  is not equal to zero.

The representatiDn o l the argument tunction are in the torm a rg |T (« .i );F^^(((.i )./-'|„,("-' )| mean.s the 

argument o f  F m .i i .  whieh depends upon F^,(//.v ) and ) . The argument o( F u i . \  ) is the

angle such that |F (a .i )jei)sç3, ^ is the real pan o f  F i u . v )  and |F (n .i  )jsm ^, ^ is the

imaginary pan o f F ( u . \  ) : it is the angle in the com plex plane that the vector, originating from  zero and 

ending at F in .i  t . makes with the p ositive i-a \is .



F((). 0 ) = j I  | / ( .v .y ) tZ v Jv  /  I  J^ZvJv J  | t / v J v  = ^)'(O.O) [the ratio of

the integrals must be considered in the sense o f  a limit as the integration limits approach 

while the Dirac distnbution anses  from the definition of the Dirac d istnbution and 

from the relation ' i 'i(u.v)  = < > ' ( / / ) (Bracewell 2000. 74-106)]. Insertion o f  this result 

into ( 81)  produces / '(.v.y) = C', + O F . where O F  represents the con tnbution  from the 

other frequencies (other than the frequency (0 .0 )j and the sifting property of y ) .

I  | '() '( .v -  a. y  -  h ) f l \ .  y)cL\Jy  = / ' ( a . h ) . has been applied. Insertion o f  this result

into ( BI D.  on the other hand, produces /(.v. y ) = 2C._-t-OF. Consequently, the

magnitude of the zero frequency component is too large by a factor of two when ( B l l )  

is used. The same problem anses for the other points along the line r  = 0 .  To illustrate 

this, consider the situation where the input is given by /(.v. v ) = .V cos(2;r(«,.v + v y) | .

In this case = + v ) and F|„,(v) = 0 .  which

can be verified by insertion into ( Bl )  When v = 0 .  ( Bl )  produces 

/ ( . V .  y )  = .-V cos(2./n< .v) while ( B l l )  produces /( .v . y) = 2A cos(2;t;/.v). which is too 

large by a factor o f  two. Tests for points awav from the line r  = 0 indicate that ( B 1 1 ) is 

correct for those points. Consequently, an adjusted form of (B l I ) that produces results 

consistent wi th (Bl  ) is

f ( x . y ) =  f f -  =— |F(«.r) |cos|2-7-(/a + , , |d z /J r .  (B12)



where t)"'(.v) is defined as in Bracewell (2000. p. 87)

= ^  (BL1)
[1 -V = 0.

The fundamental result o f  this analysis is that the real function f ( . x . y )  can he 

expressed in terms of the amplitudes |f'(«,v)( = ]' '  and phases

(pf,^ , = a r g l F ( n . i ) ; F ^ _ ^ . ( « . i ) . i ) |  o f  the half-plane ( r > 0 )  Founer  coefficients.
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Appendix C: The Classification and Quantification of Bulk 
Hydrometeor Fields Using Polarimetric Radar Data

The purpose is to acquaint the reader with po lanm etnc  vanabies and with 

standard techniques that are used to classify and quantify bulk hydrometeor 

charactenstics. The emphasis is upon po lanm etnc  vanabies collected using the 

Cimarron radar (Zahrai and Zmic 1993).

C.l Polarimetric Variables Collected with the Cimarron Radar

The polanm etnc vanabies collected using the Cimarron radar include Z/,. ZpR, 

j/>;,^(n)j. and The vanable Z/, (dBZ) is the reflectivity factor at honzontal

polanzation (the polanzation is determined by the electnc component o f  the 

electromagnetic wave) and. since many radars utilize honzontally polanzed w a\es ,  is 

the reflectivity factor that has custom anly been used in meteorology. It is given by

Z, = Z r - f / J r )  + 06'.S\ (Cl)

where Z ‘"' is the intnnsic Z/, (depends only upon the properties o f  the scatterers in the

radar resolution volume). « , ( r )  is the two-way attenuation at honzontal polanzation (a

function of range r). and OES  stands for other error sources. Provided that all of the 

scatterers are o f  the same thermodynamic phase and are small enough such that they 

behave as Rayleigh scatterers ( < 16. where D,/i is the equivalent diameter of the

hydrometeor for honzontally polarized waves and /. is the radar wavelength (Doviak 

and Zm ic 1993. p. 35)]. Ẑ '" is
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z r  = lOlogj - 1 ^  \ct{D.. ).V( a .  )clD.. I . (C2)
1 ^ 1  ,•). />„ ... J

where |A'|' is a factor related to the complex refractive index of the scatterers (-0 .93 for 

liquid hydrometeors and - 0 . I 8  for ice hydrometeorsi. <r (D^)  is the hackscattenng 

cross section for honzontally polanzed waves, and <V(D J  is the hydromcteor size 

distribution. The attenuation ce^(r) is related to the one-way. specific attenuation at 

honzontal polanzation /\/, (dB km ') by

a „ ( r ) - 2  ^ , \ ( r ) d r ' . lC3)

Because a,,{r)  generally is not known, it is assumed to be zero when the radar equation 

IS s o h e d  for and is thus a source o f  error. (Note that with polanm etnc radars 

reasonable estimates o f  a,,(r)  in rain can be obtained using (Bnngi et al. 1990)). 

Other error sources (0/:.V) include system noise, calibration errors, side lobe 

contamination, and statistical uncertainty of the estimate (Doviak and Zmic 1993. 54. 

74-75. 197. 125-129).

The differential reflectivity is equal to the difference, in dB. between Z;, and 

Z, {Z,,^ = Z,, -  Z, ). with Z, being the reflectivity factor at vertical polanzation.

Relations for Z, are equ i\a len t to those for Z, [(CI )-(C3)|. with subscnpt-vs replacing

the subscnpi-/is. Differential reflectivity can be expressed as

+ (C4)
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where Z%, is the intnnsic Zdk. o.i.,(r) is the two-way differential attenuation, and O ES

again stands for o ther error sources. The two-way differential attenuation is

related to the one-v\ay. specific attenuations for honzonta lly  and vertically polanzed 

waves Al, and through the relation

2 | l . - \ , ( r ' ) - /V , ( r ' ) l J r '  = 2 (C5)
r 0  r' !)

where . A (r ) (dB km ') is the one-way. specific differential attenuation. .As in the case

for Zi,. »,„(/■) IS not generally known and thus is a source o f  error in Z dk estimates (if

IS available, one can obtain reasonable estimates o f  in rain (Bnngi et al.

I990)j. O ther error sources for include system noise, mismatched main-lobe power 

patterns (Pointin et al. 1988). mismatched side lobe power patterns, and statistical 

uncertainty in the estimate (Doviak and Zm ic 1993. 54. 197. 146-147).

The magnitude of the correlation coefficient at zero lag [/>,„(0)( measures the

magnitude ot the correlation, at zero time lag. of returned hon/ontallv  and verticallv 

polarized signals. It can be expressed as

k.(o^ = K ( o r  + (C6)

where | a „  (0)| "' (he intnnsic j/;., (0)| and ES  stands for error sources. Because 

I //  (0 )| depends upon power measurements, errors affecting Zi, and / ,  can also affect 

|/z^^(0 )|. Balaknshnan and Zmic (1990b) specifically noted the potential sidelobe 

contam ination and low signal to noise ratios (.SN’Rs) have for degrading the quality o f  

jp.^(0)( measurements. Liu et al. (1994) illustrated the effects spectral shape. S.N’R.
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phase noise (non-constanl phases o f  transmitted waves), and the spatial phase pattern of 

the transmitted signal (pnm an ly  within the main lobe) have upon (0)j. For the 

estimation method used with the Cimarron radar (Zahrai and Zm ic  1993). Liu et al. 

(1994) found that non-Gaussian spectra, low SN R (<2() dB). and high phase noise (> 

~5 ) can significantly degrade (0 )j.

The polanm etnc  vanabies discussed to this point depend upon hackscattenng 

properties of hydrometeors. The differential phase between returned hon/ontally  and 

vertically polanzed  signals 0,,,.. however, depends pnm an ly  upon forward scattenng 

propenies of hvdrometeors. It can be expressed as

Onr=o::;. (C?)

where is the system, or initial ( r  = 0  ). p ,„ ,. is the O.,,. ow mg to the intervening 

propagation medium between the radar and the sample volume, d is the backscatter 

differential phase, and ES  stands for error sources. The ( two-way)  differential phase 

0"'„, is related to the (one-way) intnnsic specific differential phase K'"',. through the 

relation

p;:, = :  j K Z .{ r ' ) ü r ' .  (C 8 )
r - I)

The specific differential phase Ki)i< results from forward scattenng by hydrometeors 

[depends upon hydrometeor properties, like oblateness (e.g.. Jameson 1985)] and is 

very useful in rainfall estimation (e.g.. Zmic and Ryzhkov 1996). Consequently. is 

typically measured so that estimates o f  Kor  can be obtained. The backscatter 

differential phase d results from hackscattenng propicrties o f  hydrometeors and is
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indicative of resonant scattenng (e.g., Bnngi et al. 1996). It can he estimated through 

iterative range filtenng of 0 ,,  ̂ (Hubhert and Bnngi 1995). Error sources t'or 0 ,̂̂  

include system noise (Sachidananda and Zmic 1986). nonuniform beamfilling 

(Ryzhkov and Zm ic 1998). sidelobe contamination (Sachidnanda and Zm ic  1987). and 

statistical uncertainty o f  the estimate (Sachidananda and Zmic 1986).

Within the meteorological community, the level of understanding of the 

processes that result in |/;„ (0)( and Ki>r is relatively low compared to that for Z/,. Z,. 

and. thus. Z/>k (i.e.. the transmitted wave produces electnc dipoles in hydrometeors 

which then radiate electromagnetic energy back to the radar). For j/>., (0)|. 

decorrelation, or the lack thereof, is what provides most of the useful information. In 

rain. (0)1 is very high (> -0 .97)  (D o\iak  and Zm ic 1995. p. 271). Decreased

correlation is expected for more diverse hydrometeor sizes, shapes, canting angles, and 

types as well as for increasing hail size and diversity of <) (Balaknshnan  and Zrnic 

1990b). Decreased !/>,, (0)| salues anse when the co-sanation  bets\een backscatter

fields for honzontally and senically  polanzed was es decreases (i.e.. svhen fluctuations 

in Z/, do not correspond as svell to fluctuations in Z, and vice-sersa). .As indicated 

earlier, the specific differential phase Knr  results from forsvard scattenng by 

hydrometeors. Specifically, it results because the frequency of an electrom agnetic  svave 

is independent o f  the medium svhile the speed is not (the speed o f  an electromagnetic 

svave in a medium is smaller than in a vacuum). From the relation betsveen svave speed 

V, frequency /,  and svavelength /.. v = / /  . it is apparent that in a medium  the svaselength 

must be smaller than in a vacuum. When, for instance, horizontallv and verticallv
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p o la n /e d  waves travel through hydrometeors whose major axes are in the honzontal 

plane (wider than they are tall), the honzontally  polanzed wave  is slowed more than the 

vertically po lanzed  wave and. thus, its wavelength is smaller than that o f  the vertically 

polarized wave. This results in the honzontally polanzed wave having to go through 

more phase (more degrees) than the vertically polanzed wave when traveling through 

these hydrometeors. The situation for hydrometeors whose major axes are in the 

vertical plane is just the opposite. This is the physical cause o f  the differential phase 

and is what is typically measured using .

C.2 Physical Bases for the Classification of Bulk Hydrometeor Types 
Using Polarimetric Radar Data

The determination of bulk hydrometeor types using radar has been a long­

standing glial of meteorologists. With polanzation diversity radars, this feat is much 

more attainable (Straka ct al. 2(KK)). Bulk hydrometeor tvpes can he inferred using 

polanzation diversitv radars because o f  hydrometeor properties that result in identifiable 

po lanm etnc  signatures. Straka et al. (2(XX)) have provided a com prehensive review of 

this topic' herein the purpose is to provide a b n e f  summary so as to acclimate the 

reader.

A  balance between surface tension, aerodynamic pressure, and hydrostatic 

pressure results in raindrops having flattened equilibnum  shapes (approximately 

oblate), wi th the degree of Hattening (eccentncity) increasing with size (Beard and

‘ ‘ Other principal works in this area include Liu and Chandrasekar (2000). Vivekanandan el al. ( 1999). 
Z m ic and Rvzhkov 11999). Straka ( 1996). .\ubagnac and Zrnic ( 1995). H oller et al. ( 1994). Zrnic et al. 
11995). D oviak and Zrnic 11993. 239-271 ). Hall et al. 11984). and Hall et al. 11980).
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Chuang 1987).* '  Moreover, raindrops tend to fall with their minor axes vertical. 

Because of their oblatcness and preferred orientation, raindrops backscatter relatively 

more honzon ta lly -po lan /ed  power than verticallv-polanzed power and thus produce 

positive Z/w values (0.5 to 4.0 dB are likely values (Doviak and Zm ic 1993. 248-252. 

271 )(. In addition, the oblatcness and preferred onentation o f  raindrops results in 

positive K di- values [ 0  to 1 0  km ' are likely values (Doviak and Zm ic 1993. p. 271)]. 

Modeling and observational studies (e.g.. Balaknshnan and Z m ic  1990b) indicate that 

in pure rain |/>., (0)j values are high (> -0.97).

In contrast to raindrops, dry graupel and small ( D <  2 cm  ) hail have irregular 

shapes and often tumble. As a consequence, they usually appear to be isotropic to the 

honzontal and vertical polanzation states |B nngi cl al. 1984). This, combined with 

decreased '/.ok sensitivity to shape for ice water relative to liquid water, results in ' /dk 

values for dry graupel and hail that arc typically less than I dB (Herzcgh and Jameson 

1992), Observations have indicated that larger hailstones (those with equivolumc 

diameters of -1 .5  cm or greater) can produce Z /«  v alues of -0.5 dB or less (e.g.. Zmic et 

al. 1993). Proposed explanations for these observations include hailstones that are 

falling with their m ajor axes pn m an ly  vertical (e.g., Zm ic  et al. 1993). resonant 

scattenng from large (equivolumc diameter greater than -4 .0  cm ) hailstones whose 

major axes are pn mari I y honzontal (e.g.. Aydin and Zhao 1990). three-body scattenng 

(Hubbert and Bnngi 2(XX)). and antenna illumination differences for honzontally  and 

vertically polarized waves (e.g.. Pointin et al. 1988). Owing to their relatively low

' ' Beard and Chuang 1198 71 indicate that internal circulations and electric stress may also attect 
equilibrium raindrop shapes.
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concentrations, near isotropy, and relatively weak dielectnc constants, dry and wet^ ' 

graupel and hail produce small (< -1 .5  km ') Knr  values (Balaknshnan and Zmic 

1990a; Straka et al. 2000). Because of the relative smoothness of and lack of resonant 

scattenng by graupel and small ( D <  2 c m  ) hail, the amount o f  decorrelation resulting

from these hydrometeors is expected to be limited [lp^jO)j > -  0.92 ] (Straka et al. 

2000). Giant ( /J > 4 cm ). wet hailstones with random canting angles can produce 

significant decorrelation ( -  0.6 (0)| < -  0.95 |. while smaller

( -  2 cm < D < -  4 cm ). randomly onented  wet hailstones are expected to result in 

-  0.8S < l / \  (0)j < -  0.95 . Spongy hail w ith O = 2 cm  can produce (0 )| = 0.92 

whi le spongy hail with D > -  4.5 cm can result in -  0.84 < I/;, ( ( ) ) (<-  0 .96. Moreover, 

giant hailstones, which can have relatively large ( - 0 . 1 ) protuberance-to-diamcter ratios, 

can produce significant decorrelation [|/>„, (0 )( =0.92 | (Balaknshnan and Zmic 1990b).

Rain-hail-graupel mixtures and mi.xed-phase hydrometeors (e.g.. melting 

graupel with ice-water cores and liquid-water shells) produce po lanm etnc  signals that 

are often intermediate between the signals resulting from the individual hydrometeor 

species. Exceptions include Z dh values resulting from melting graupel and small hail 

and !/>(,. (0)j values of mixtures. When graupel and small hail melt, both ton and shells

(depending upon the degree of melting) of liquid water form around ice-water cores 

(Rasmussen et al. 1984b). Because the ice-water cores discourage breakup, these 

mi.xed-phase hydrometeors can have axis ratios comparable to those of the largest

' ' Pri)\ided either ihe amoun: o f  m elling rs limited or the lee-particie is large iD  ■ -  Is  cm ) so that water 
coatings are thin iR asm ussen et ai. 1984b).
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raindrops ( D  = 0.8 cm ) and can thus produce very high (>5 dB) values (Rasmussen 

et ai. 1984b; .A yd in and Zhao 1990; Ryzhkov and Zmic 1995b). In mixtures. 

Balakrishnan and Zmic (1990b) found that (0)| values can be significantly

depressed (<0.95). especially when the returned powers from the different types of 

hydrometeors are comparable.

Because ot their low densities and small d ielectnc constants, snow crystals and 

aggregrates produce relatively weak po lanm etnc  signals [ Z „ ^ < ' - 3 J f i .  although 

sometimes larger, jp,,, (0)j > ~ 0 .95 . except for wet crystals and aggregates (as low as

0 5). and < ~ 1 ’ km ' |. Much work remains to be done concerning the utilization 

of po lanm etnc  radar data to infer properties of bulk snow-crystal and aggregate t'ields 

(Straka et al. 2000).

C.3 Estimation of Quantitative Bulk Hydrometeor Information

The Z/,. y.DK. (0)1. A'/)/', and à of bulk hydrom eteor fields are. in them seb es. 

quantitative information. For analysis, modeling, and other purposes, however, other 

types o f  quantitative information (e.g.. rainrates. contents, fall velocities, etc.) are 

desired. A logical step in the estimation of these quantities is the determination, in 

hydrometeor mixtures, of the polarimetric values associated with the different 

hydrometeor types.

The hydrometeor mixture that has received the most intense scrutiny is the 

rather com m on rain-hail-graupel mixture. Tw o methods exist for separating the total 

rellectivity factor at horizontal polarization Z/, into those for rain Z/,r and hail (ice) Z,„.
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The first method was introduced by Golestani et al. ( 1989) and utilizes the rellectivity 

difference Z/>/- (dBZ). which is defined as

Z ,„ ,= iO lo g (Z ,  - Z , )  = IOIog|(Z,, - Z „ , ) - ( Z ,  - Z ,  )|. (C9)

In (C9) Z. > Z . Z, = Z ,̂ + Z, . Z = Z , + Z . where and Z„ are the reflectivity 

factors at vertical polanzation for rain and hail (ice), respectively, and the reflectivity 

factors have units o f  mm'' m . By assuming that raindrop size distnhutions conform to 

the gam m a distribution (L'Ibnch 1983) and by varying the parameters thereof. Golestani 

et al. 1 1989) obtained the relation

Z , J d B Z )  = a Z ,„ ,  ^ h .  (CIO)

where Z,.,,, (dBZ) = l()log(Z,„ -  Z , ) is the Z/,/> corresponding to rain and a and h are

constants.'  ̂ Observations from regions dom inated by rain have confirmed the validity 

of (CIO)  (Golestani et al. 1989; .Vleischner et al. 1991; Conway and Zm ic 1993; Carey 

and Rutledge 1996; Tong et al. 1998). With the key assumption that the ice-watcr 

hydrometeors are effectively isotropic with respect to reflectivity factor and thus that 

Z„, = Z  . Zp,, = Zp„, and through (C9) one can obtain Zi,r from Z,, and Z,. With this, 

one can determine Z,„ (and Z,, and Z,0.

The second method for separating Z/, into Zi,r and Z/„ was introduced by 

Balakrishnan and Zm ic (1990a) and. as with Znr- depends upon the ice hydrometeors

From their rainfall obser%ations Golestani et ai. 11989) obtained a  =  0 .84  and h  =  I.VO dB. Because 

Z , , r  depends upon radar calibraiion. howev er. c i  and h  ma> be different for each data set. Other published 
values o f  «  and h  include u = 0.64 . = I4.7.f dB for I < < 20 and « /= 0.87 , A = 10 I dB tor

2 0 <  Z , ,. < 52 l.Aydin and Giridhar 1992). </ = 0 .88 . h  -  8 .05  dB iC onw av and Zrnic 1993). a  =  0 .91 . 

h  =  8.51 dB (Carey and Rutledge 1996). and a  -  0 .87  . h  -  7 .85  dB  (Tong et al. 1998). The .-\ydin and 

Giridhar 11992) values are for C-band. while values from the others are for S-band. Avdin and Giridhar
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being essentially isotropic with respect to honzontal and vertical polanzation states. In 

this method, however, it is presumed that the ice hydrometeors do not affect Kor. 

Utilization of K/>i>~R and R-Zi,r relations, where R  is rainrate. then produces an estimate 

o f  Z/,r. From the /? = 37.1(Af,„. Kd^ R  relation proposed by Sachidananda and 

Z m ic  (1987) and the Marshall-Palmer Z„  ̂ R-Zi,r relation (Marshall et al.

1955). Balaknshnan  and Zm ic ( 1990a) obtained

= 6 4 . S 4 0 ( A ' , ( C l  I) 

where Zi,r is in mm ' m ’ and Kur  is in km '. Methods for separating rain and hail- 

graupel con tnbu tions  to |/>, (0)| have not been developed. On the other hand, since f)

results from resonant scattering, it is expected to be negligible for S-band radars unless 

graupel or hail arc present (Straka ct al. 2(XX)).

O ther hydrometeor mixtures (e.g.. graupel and snow crystals, snow crystals and 

aggregates, etc.) have not received as much attention as rain-hail-graupel mixtures. The 

separation o f  po lanm etnc  values according to hydrometcor type may be more difficult 

for these mixtures because of forward- and back-scattenng similanties of the 

constituent hydro meteors.

Am ong the bulk hydrometeor quantities desired are rate R (units of depth 

time '). content M  (units of mass \o lum e  ’). and fall velocity V (units of distance 

tinne '). Because o f  its tremendous hydrologie utility, a great deal o f  attention has been 

focused upon the use o f  polarimetnc data to estimate R  (e.g. Ryzhkov and Zm ic 1995a).

( 1992» provide S-band \a lu es that are nearly équivalent to their C-band values, with a  =  0 .6 4 . h  =  14.8 

dB tor I < Z , , < 20 and a  =  0 .88 . h  =  10.0 dB lor 20 < Z , < 32 .
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Relatively less attention has been given to other quantities, like M  and V'. although they 

have been considered (e.g.. Conway and Zmic 1993: Jameson and Cay lor 1994; 

Ryzhko\ and Zmic 1995a; Ryzhkov et al. 1998). Straka et al. (2000) provide a 

comprehensive review of relations that can he used to estimate quantities like R. M. and 

C from polarimetnc vanables.

The relations between polanm etnc  vanables and quantities like R. M. and T 

generally require assumptions concem m g the hydrometeor size distributions. The most 

popular d istnhutions are exponential (e.g.. Marshall and Palmer 1948) and gamm a (e.g.. 

L’Ibnch 1983).' '  Exponential distnhutions are four parameter d istnhutions (minimum 

and m aximum diameters and D„u^. intercept .V„. and slope A) while gamma 

distnhutions depend upon five parameters (mi ni mum and m aximum  diameters Dmm and 

Aiux. intercept .V,,. slope . \ .  and shape parameter ,w). With some very reasonable 

assumptions, parameters o f  exponential and gamma distnhutions can be estimated using 

po lanm etnc  vanables. The hydrometeor types of pnm ary  concern are rain and 

graupcl/hail. For raindrops. = 0  mm and = 8  mm (Komabayasi et al. 1964).

With knowledge o f  raindrop shape as a function of size (e.g.. Beard and Chuang 1987). 

Z/i and Z dk can be used to determine the remaining two parameters .V„ and A of the 

exponential distnbution (Scliga and Bnngi 1976; Seliga and Bringi 1978; Seliga et al. 

1979). If instead it is assum ed that the raindrops conform to the gam m a distnbution. 

then Zu. Z dh. and Kpp can be used to determine Nn, A. and u (Aubagnac and Zmic 

1995). For graupcl/hail. the Cheng and English (1983) exponential distribution (also
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sec Cheng et al. ( 1985)]. in which the intercept and slope are related, has gained some 

acceptance. With assumptions concerning graupcl/hail Dmm- /^nux- shape (e.g.. 

sphencal). and orientation, only one parameter. Z/,. is needed to determine the 

parameters of the Cheng-English distnbution.

 ̂ ' Exponential and gamma distribution-, ean be expressed as \ ( D )  = .V„D’‘ exp( - \ D ) .  where \ ( D )  is 

the number ot drops o f  diam eter D  per unit volum e per unit size interval. .V,. is the in tercept.// is the shape 
parameter, and A is the slope. In the exponential distribution. / /  = 0  .
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Appendix D: Reflectivity Factor of Snow, Graupel, and Hail 
(Ice/Air Mixtures) and of Melting Graupel and Hail (High 

Density Ice/Air Mixtures with a Water Coating)

The weather radar equation can be expressed as

-  C n
—— . ( D 1 )

where C = ^  ̂ , is a constant. // is the retlectivitv. and r„ is range. The
( 4 ; r ) ' ( 1 6 l n 2 ) / , / -

retlectivitv is

n =  \ ( T ( D ) S { D ) d D ,  (D2)
n / )

where I)  is diameter. D„„„ and ure the m inimum and maximum particle diameters, 

respectively, n  is the hackscattenng cross section, and ;V(D) is the s i /e  distnbution. 

For sphencal particles that are small relative to the radar wavelength such that Rayleigh 

scattenng applies. '"

( 7{D)=~\K\ ' d \  (D.l)

where À is the radar wavelength. K  = -  l ) / ( f  + 2 ). f  = n r  is the dielectnc constant,

and m -  n -  j i iK  is the complex refractive index (Battan 1973. §4.5; Doviak and Zm ic

1993. p. 35). Inserting (D3) and (D2)  into ( Dl ) .  we have

The requirement tor Rayleigh seattenng by spherical, liquid-water drops is D < À / \ b  te .g .. Battan 

1973. S4.7; Doviak and Zrnic 1993. p. 33). where A  is the radar wavelength. For spherical, solid-w ater 
lice ) hydrom eteors, the requirement is D  < A / 4  (Battan 1973. §4.7; Jameson and Johnson 1990. p. 329).
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/ =  {n ( D) D"  (/D = ^
J a- C|AT

(D 4)
/ )  / ) .

where Z is the retlectivity factor and it is assum ed that all o f  the particles have the same 

K  value. This works fine if we are dealing with hydrometeors that are all liquid water 

or that are all solid ice. If a hydrometeor is com posed of a mixture (ice/air. water/ice. 

etc.). then determination (and definition) of Z  is more complicated.

If a hydrometeor is composed of a mixture, its dielectnc constant (and. thus. K)  

depends upon the relative amounts and d ielectnc constants of the matenals in the 

mixture (Bohren and Battan 1980). .As Bohren and Battan discuss, there are several 

functions for determining effective dielectric constants. They show that for ice/air 

mixtures, the Debye ( 1929) relation that estimates the ice/air mixture dielectnc constant

'■M US

f  - 1 '  r  f  _  I \ I' V  f  _ I \
(D5)- 1  _ -  1 , 1  if r - n

1/ ^ 1 '  j ' T,  +  - I f  + 2  )

where T is volume and suhscnpt as  and is indicate air and ice. respectively, pertbrms 

well. [It does not generally pertbrm well, however, for water/ice mixtures (Bohren and 

Battan 1980)]. Because = I [at a pressure o f  1013.25 mb and temperature o f  20 C.

e.  = 1.00059 (Sears et al. 1987. p. 612)[ while the real part of c, is about 3.168 (Battan 

1973; §4.6). the first term on the rhs of (D5) can be neglected and

.. r f r - i
-1

+ : :  + V- . U :  -t- 3 y I t  V', )
K  . (D 6 )

The hackscattenng cross section for an (assumed sphencal) ice/air mixture particle is 

thus
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where /j„, is the density of the ice/air particle [ = (m, + ) /(\\  + ). where m, and

/;/„ are the masses of the ice and air. respectively]. (The dependence o f  a,„ upon D„, and

/>ui will soon become apparent.) Since a spherical shape is assumed.

A'.' = 1  -  I ( t L  ^nd

~  I r  ' (D 8 )
A \ 7T J

This can be expressed in terms o f  A .  the diameter of a sphere of (solid) ice having

volume V',. With V  = — / ) ' . ( D 8 ) becomes
6

• P  ., ) = -^1  ̂  „ I '  ^  1̂ ’ i ’ A  ’ • < D9 )

The hackscattenng cross section o f  an ice/air hydrometeor, therefore, is equal to the

hackscattenng cross section o f  a sphencal. solid-ice hydrometeor that occupies the same 

volume as the ice in the ice/air hydrometeor. (From the data of Gunn and East ( 1954).

|A',|' -  0 .1 7 6 . which agrees with the 0.18 value quoted by Doviak and Zmic (1993. p.

36) and with the value quoted by Smith (1984).] The equi-ice-volume diameter D, is 

related to D,„ and through

o '  -  (DIO)
i p . - P . . )  P.

where and are the densities o f  ice and air. respectively. Calculations indicate that 

the approximation in (DIO) is accurate to within roughly 2.59f of D for extreme
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conditions of =1.3  ks  m n  = 932 .0  kg m and n  =50 .0  ks m '. For* < 4 w  9 I w  * t. 4 W

, = 1 0 0 . 0  kg m ' and . = 500.0 kg m the accuracies are I .2H and 0 . 1 2 ^f,

respectively. It is noted that the approximation in (DIO)  corresponds to ignonng the 

mass o f  the air in the ice/air mixture.

In meteorology the convention is to define the reflectivity factor of ice/air

/' IK i\.
hydrometeors as Z  , s  | .V (D  )D'’c/D instead o f  as jiV (D  , )D'’ i/D , . This way.

the vanahility  o f  the dielectnc constant is cast into the reflectivity factor and thus one 

dielectnc constant (and. thus, one K) is used. This is s im ilar to what is done with \irtual 

temperature and the gas constant.

Marshall and Gunn ( 1952) introduced the idea o f  collapsing an ice hydrometcor 

into a sphere having a density of I g cm ' (akin to melting the particle). Since the same 

mass o f  ICC must be present whether the density is that o f  ice (0.92 g cm ') or 1 g cm '.

D" = —  I D,". where />, = 1 c cm '. Inserting this into (D9).
V P  I

D l ' . ( D l l )
P  I

The hackscattenng cross section of an ice/air hydrometcor. therefore, is also equal to 

the hackscattenng cross section of a sphencal. solid-ice hydrom etcor that has the same 

mass as the ice in the ice/air hvdrometeor. a densitv of 1 g cm  and a K g i \en  hv

The diam eier ot ihis tlcliiious ice hydrometeor is equal to that o t the m elted hydromeleor since it has 
the same m ass as the ice in the ice/air hydromeleor and the density ot liquid water
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P  '

This K  value is the same as that quoted by Smith (1984) and agrees with the value 

calculated using the = & / / ;  = C  (C| is a constant) approximation of Marshall

and G unn ( 1952) and the data from Gunn and East ( 1954).

Consequently , there are two possible definitions for the rellcctn itv  factor of

. . .  > ' ...

snow (and dry graupel and hail). /  . = ^ S ’(D )D "d D  and /  , a  |.V(D, )D''</D, .
. . /'

It seems that the /,,, definition is preferable because it docs  not require the artifice of 1 g 

cm ' ice. This artifice is useful in practice, however, since D\ can be easily estimated 

by m elting the ice/air hydrometeor. The determination of D. is not as easy. For 

practical applications, one can determine D\ and scale it by ( p j p  )' to determine D,

and thus (thus, in ( D l l )  the { p j p  )' factor is associated with D\  instead of with

w h -

For ice/air hydrometeors.

/> !)

f.V( D )D " i lD = . (D 13 )
, n C \ K \ -

When data are collected using weather radars. À. n. and C  are known and and ) 

are measured. Since it is not known whether rain or snow  (graupel. hail, etc.) is being 

observed, the |A.'|" = 0.93 = jA 'J ' value is typically assumed. Thus, one obtains an 

equivalent rellectivity factor Z, defined by
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If ali of the hvdromctcors are ice/air mixtures, then

lA' |-
/  = f v ( a  )D " i lD  = Z , . ( D 1 5 )

/I n !A,|

For a mixture of liquid and lee/air hydrometeors.

Z. ^ ^ Z ,  = Z .  (D I 6 )
|A-J-

where Zr is the reflectivity factor of rain.

It IS noted that the ah o \e  analysis is essentially drawn from Marshall and Gunn 

( 1952) and Smith ( 1984), The purpose here was to combine relevant portions of their 

work into a cohesisc  exposition.

The situation for melting graupel and hail is more complex. The investigations 

o f Kerker et al. ( 1951 ) and Herman and Battan ( 1961 ) indicate that relatively thin (~0 . 1  

mm) water shells rapidly increase the hackscattenng cross sections of melting graupel 

and hail towards the salues of liquid-water spheres o f  the same size. The results of 

Herman and Battan ( 1961 ) can be expressed as

(D„ ) = r r J / 9  , )  + / k ( D  ) -  rr,.(D  „ )| . (DI7)

where rr,.., , ) is the hackscattenng cross section of a water-coated ice/air

hydrom eteor o f  diameter D , . , . D,/, is the thickness o f  the w ater shell. , (T) ,  ̂ ) is

the hackscattenng cross section of an ice/air hydrom etcor having diameter D,.,», and 

density rr,, (D„ „ ) is the hackscattenng cross section of a liquid hydrometcor having 

diam eter D „ ,„ , . and /  is the fractional hackscattenng cross section relative to the
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difference in the hackscattenng cross sections o f  all liquid water and /j„.-density ice 

spheres of diameter In this context, then, the backscattering cross section of a

water coated ice/air hydromeleor is expressed in terms of its diam eter D,.,», . This 

depends upon the diameter and density of the initial ice/air hydromeleor and

and upon through the relation

.. "  ( /L  -  A  x o , . .  -  D., )' =   ( DIS)

w h e r e /!„ is the densitv of liquid water. (If D ^ « D  , . then D = D  The

results of Herman and Battan (1961) indicate that for Rayleigh scatterers and a fixed 

radar wavelength the / ’in ( DI 7)  depends upon D./, and weakly upon D,,,.»,- One caveat 

IS that in past studies like those of Kerker et al. ( 1951 ) and Herman and Battan ( 1961 ) 

the melting graupel or hailstone was considered to he composed of solid ice. In (DI7) ,  

an approximation that stnctly holds for solid ice hydrometeors coated hy water shells is 

extended to ice/air hydrometeors that are coated hy water shells. This approach is 

believed to he valid since the transition from ice to liquid-water hackscattenng can he 

viewed as resulting from increasing shielding (hy the liquid-water coat)  of the ice from 

the incident radiation (Herman and Battan 1961). The same behavior is expected for 

ice/air hydrometeors covered hy water shells, with the |& |' of  the underlying matenal 

smaller owing to the presence of air. (Note that if the onginal ice/air hydrom eteor is 

porous, then melt water will soak into the hydrometeor before collecting on the surface. 

In this case, the jA.'|' o f  the underlying hydromeleor is that of an ice/water mixture.)

The rellectivity of a mixture of liquid hydrometeors and water-coated ice/air 

hvdrometeors is thus
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IK..
n

n  = K  -, ).V(D..... )./D,, „ + — \ K , X Z . . (D19)

With (D9). (DIG),  and (DI4) ,  (D19) becomes

(D20)
.. I'

I ' . . .  n  ..
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