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OBJECTIVES AND VALUATION METHODS

### 1.1 Introduction

Many alternative income measurement and asset valuation methods have been advocated in accounting through the years. Typically these discussions concern the pros and cons of the use of current-values (Net Realizable Value, Adjusted Cost, Market Value, Capitalization, etc.) rather than traditional historical-costs as the basis for the preparation of financial statements. Although historical-cost continues to be the generally accepted measurement method, there seems to be growing support for the thesis that current-values, although less objective, would be more relevant to the needs of investors and other users of accounting information.

However, relatively little is known about the effect of accounting information on decision making. Without such knowledge it is difficult to predict the diverse effects that different accounting and reporting systems would have on decisions. The decision makers usually apply or select a decision rule which relates inputs to decisions in a manner consistent with their objectives, perceptions, and
experiences. But changes in accounting methods may affect the perceived relevance of accounting information and may alter the effect of accounting information on decisions.

This dissertation considers the above issue, by examining the effect of current-value, and historical-cost information on users' decisions. The dissertation is divided into six chapters. Chapter One deals with the objectives of financial statements, and the theoretical concepts of asset valuation and income determination. Chapter Two presents the related prior empirical studies. Chapter Three discusses the objective of the study with related hypotheses and model. Chapter Four presents the nature of the research instrument and the participants in the study. Chapter Five deals with the statistical tests and Chapter Six presents a summary and inferences from the study.

### 1.2 Objectives

In response to criticisms of corporate financial reporting and the lack of a framework for the development of accounting principles, the Trueblood Committee in 1973 issued a report on objectives of financial statements. The Trueblood Report contained twelve objectives which were stated within a context of assumptions and arguments purporting to support the objectives and provide for their logical derivation. The report stresses the desirability of using accounting data to predict future cash flows. The principal objective is stated in these terms:
> "An objective of financial statements is to provide information useful to investors and creditors for predicting, comparing, and evaluating potential cash flows to them in terms of amount, timing, and related uncertainty."
> "An objective of financial statements is to provide users with information for predicting, comparing, and evaluating enterprise earning power."
> "An objective of financial statements is to supply information useful in judging management's ability to utilize enterprise resources effectively in achieving the primary enterprise goal." (p. 63).

It is generally agreed by current-value proponents that histor-ical-cost is not a satisfactory accounting method to fulfill the above objectives. Since it is not the intention of this paper to examine the theoretical justification of each valuation method I will cite only some of the arguments concerning the pros and cons of the use of each method in order to clarify the problems of the different asset valuation and income determination methods.

### 1.3 Historical-Cost

In favor of historical-cost (HC) Ijiri (1972) set forth five propositions and argued that: (1) Based on HC valuation, every actual change in the resources of an entity would be recorded by relating inputs and outputs. As a result, the actual change in the resources can be traced and identified whenever it is necessary. (2) Data based on HC valuation are less disputable than data provided under other valuation methods. (3) If the income figures are used in solving conflicts of interest in income distribution (in the
form of dividends, bonuses to officers and employers, income taxes, refunds to customers of a firm in a regulated industry, etc.) then the process of income determination must be carried out. in the least disputable manner. Income figures under HC are less disputable than other methods, since the accountant operates under this system, in the most objective, consistent, and unambiguous manner. (4) Since history is a primary basis for predicting the future, HC valuation is useful because it provides data useful for predictions. (5) Among all valuation methods, $H C$ valuation is the least costly to society considering the costs of recording, reporting, auditing, settling disputes, etc. Furthermore, Most (1977) also argued that, in addition to the fact that HC valuation is objective, verifiable and free from subjective interpretation, it can also represent the value of the asset to the acquirer at the time of acquisition.

In contrast, Revsine (1973) questions the interpretation and usefulness of historical-cost balance sheet figures. Revsine pointed out that, amounts recorded for various assets do not represent the replacement cost of service potential, nor do they represent the current cash equivalent of the assets (net realizable values); nor, do these amounts represent the discounted service potential of the assets. Furthermore, Revsine criticized the traditional income figure and its components as being misleading, since during periods of fluctuating prices, the difference between realized revenues and expired historical-costs will not necessarily represent the change in real net assets over the preceding period. Therefore, the income figures may not be an adequate basis for dividend policy. Moreover,
the historical income figure may be a poor estimator of the firm's expected future profit generating capabilities, since the income computation does not incorporate specific price changes for certain assets. Finally, historical income figures neither segregate nor reflect the success of management's operating activities and its assets holding activities.

### 1.4 Current-Value

Several other valuation methods have been proposed to alleviate some of these deficiencies. For example, Chambers (1966) suggested an asset valuation method that emphasizes the current cash equivalent of financial items. Under this method, all balance sheet account items would be valued at net realizable value, or some approximation thereof. Net income or loss under this method would be equal to the difference between the value of the net assets (assets minus liabilities) at the end of the fiscal period and the value of the net assets at the beginning of the fiscal period.

Sterling (1970) argued that the current selling prices of a firm's assets define the firm's market alternatives, and are relevant to rational decision models of management, creditors, and investors. This method was also believed to avoid the arbitrary cost allocations that reduce the significance of financial information presented in conventional historical-cost financial statements.

The use of current selling price valuation has been criticized in regard to the lack of quoted selling prices for all the assets of a firm. Furthermore, current selling price valuation results in an
income statement that provides little information for financial deci-sion-making purposes, especially with respect to predicting future net income of the firm. This is because such valuation is essentially a stock of wealth measurement approach. In order to avoid the arbitrary allocations that would be necessary to report such flows, the resulting income statement normally does not show the revenue inflows and the expense outflows, which are thought to be useful information for financial decision-making purposes.

Edwards and Bell (1961) proposed a valuation method in which the assets would be shown based on their current replacement cost. Cost expirations would be measured by employing the prevailing market price at the time of asset disposition. As a result, balance sheets would reflect the current replacement costs of all assets. The income statement operating margin would reflect the excess of realized revenues over the expired current cost of asset services. There is also a separate component, realizable cost savings, which would contain the impact of specific price changes on assets held by the enterprise.

Drake and Dopuch (1965) evaluated the arguments advanced by Edwards and Bell on the usefulness of disaggregating net income (NI) into a holding gain (HG) and replacement cost income (RCI). This dichotomy was said to provide approximations of returns to holding and operating decisions, respectively. Drake and Dopuch concluded that: (1) the HG and RCI amounts cannot be used to evaluate the holding and operating activities, (2) the predictive powers of RCI is an empirical question and its validity cannot be evaluated on an a priori
basis, (3) the usefulness of the dichotomy lies in the area of improving inter-period and inter-firm comparability.

Prakash and Sunder (1979) also examined the usefulness of dichotomizing income into current operating profit (COP) and HG. They set forth a criteria and argued that the COP-HG dichotomy is useful only when the operating and asset-holding decisions are independent of each other and the holding risks of the firm's assets are "separable". In other words, the operating and holding decisions would be independent only when a firm can hold assets without having to bear the economic risk of specific price changes, or "holding risk". The components of holding gains (losses) consists of: gains (losses) on (1) speculative assets, (2) operating assets carrying separable risk and (3) the cost of carrying speculative assets. The authors also suggested that the savings in the imputed risk premium, arising from the separable risk that management chose to carry, be charged against the current operating profit and be realized as part of the holding gain.

In summary, the most frequent arguments in favor of current replacement-costs are that current costs are matched with current revenue to derive operating income, holding gains and losses are reported separately in the income statement and not mixed with operating income, and the assets are reported in the balance sheet at current costs. As a result, current replacement cost valuation supposedly provides more useful information for financial decisionmaking purposes than do those based on the conventional historicalcost method. On the other hand, it is argued that, the replacementcost valuation method is based on hypothetical purchase prices which
may not be relevant to reporting the present financial condition of a firm.
1.5 Price Level Adjustments

Another problem related to financial statements is the unstable monetary unit. Changing values of the monetary measurement unit produce incompatible financial statements for different time periods. This is strictly a measurement problem and it has been argued that financial statements should reflect the effects of general price level changes and recognize explicitly the inflation effect. That is, replacement cost accounting discloses the results of specific price changes while general purchasing power accounting discloses the inflation effect.

### 1.6 Choosing Between Competing Models

Revsine (1973) argued that a plausible explanation for these controversies might be related to the linkage between user information needs and the data provided to them through accounting reports; which means, the information generated by a given accounting measurement model ought to correspond to the information required by users' decision models. Some measurement models might be more effective than others in satisfying the information needs of users' decision models. If the information generated by a given measurement model is deemed the most relevant to the actual information needs of the group of users toward whom the model is directed, then other measurement
models will likely be rejected. As a result, the output of an accounting measurement model must be viewed as relevant for the information needs of its intended audience.

In recent years, the Securities and Exchange Commission (SEC) and the Financial Accounting Standards Board (FASB) began experimenting with the effect of alternative accounting measurements on users' decision. In 1976, the SEC required a subset of large corporations to disclose certain elements of replacement cost information in their 10-K reports filed with the SEC for fiscal periods beginning after December 25, 1976. Similarly, the FASB issued Statement of Financial Accounting Standards No. 33, "Financial Reporting and Changing Prices". This statement required certain large, publicly held companies to disclose the effect of changing prices as supplementary information to the basic financial statements. The Board emphasized that the rule adopted is flexible and is intended to encourage experimentation. In addition to this recent experimentation in accounting practice, a number of research studies have also addressed the problem of selecting among competing accounting valuation models.

The studies have mostly been concerned with the superiority of price-level adjusted data, rather than current-value data, over his-torical-cost information, and have yielded contradictory results. Moreover, in general, the studies have not examined the effect of using alternative financial information, especially current-value data, on users' economic decisions. Basically, price-level adjusted data are concerned with the changing values of the monetary measurement unit, and reflect the effects of general-price-level changes on
financial data. In other words, price-level adjusted data are derived from the other asset valuation and income determination methods, and reflect the general inflation effects. Once the financial data are generated based on historical costs or current values, they can be easily adjusted for general price level changes.

Therefore, general-price-level accounting is not per se competing or conflicting with historical-cost or current-value accounting; the effects of general-price-level changes can be incorporated with the alternative accounting methods in the same set of statements. As a result, one can question what basis of valuation (historical-cost or current-value) should be adopted. The answer to this question depends largely on the objectives of financial statements. As an initial step, one must examine the extent of the usefulness and the degree of the reliability of current-value data, and its related costs and benefits, in comparison with historical-cost data. In the next chapter, a number of prior empirical studies related to the usefulness of current-value versus historical-cost statements will be examined.

A number of studies have been conducted to examine the superiority of current-value versus historical-cost data. The studies mostly employed capital market, interview, questionnaire, predictive ability and simulation approaches as the research methodology. In general, the results of the studies are contradictory and leave unresolved the issue of whether current-value data, in any sense, is superior to historical-cost data. The studies also have not been concerned with the effect of different valuation methods on users' decision making ability. In this chapter some of the research concerning the pros and cons of current-value versus historical-cost data are reviewed. This summary will clarify the extent of the prior research done related to each accounting method.

### 2.1 Predictability and Capital Markets

Greenball (1968) developed a simulation model and examined the behavior of 230 hypothetical firms. In this experiment he tested six different accounting methods, including historical-cost, business profit and current operating profit. Each of these methods was also
divided into two different categories, absorption costing and direct costing. The major focus of his study was comparing the performance of different methods rather than evaluating the absolute performance of each of the six methods. From his study, Greenball concluded that the two best methods for estimating earnings and rates of return were historical absorption cost and current operating absorption profit. Based on error criteria (estimation of earnings and rates of return) the latter method was somewhat superior; however, this method tends to understate earnings substantially when net holding gains are positive.

Frank (1969) compared the relative accuracy of forecasts of accounting income based on past values of accounting income with forecasts of those same values based on past values of replacement-cost income. The financial data of 76 firms in six industries, primarily manufacturing firms, were obtained from Standard and Poor's COMPUSTAT tape for the periods 1947-65. He applied specific price indices to adjust historical-cost income, in order to obtain replacement-cost income. He found no superiority between replacement-cost income and accounting income series.

Revsine $(1970,1973)$ provided a plausible argument for the prem dictability of replacement-cost income related to the different types of price changes. He argued that if the changes in future flows generated by the firm's use of resources does not correspond to future changes in prices, then reported income might not increase or decrease in the same direction as the cash flow potential of the firm increases or decreases. As a result, the income reported might not
vary in the same direction and by the same magnitude that discounted cash expectations vary. This result could generate serious misleading inferences for investors regarding the firm's prospects.

To test such an argument, Revsine and Thies (1976) employed simulation to examine the impact of productivity changes on the relative differences between alternative income determination methods. They concluded that, productivity changes could have a systematic impact on the differences between (1) historical-cost income and current operating profit and (2) historical-cost income and total replacement cost income; in the sense that when productivity increases, the relative magnitude of differences between income alternatives decreases, and when the productivity decreases, the relative differences between income alternatives increase.

Abdel-khalik and McKeown (1978) evaluated the effect of the disclosure of the estimated replacement cost information, required by Accounting Series Release 190 (ASR 190), on the stock market's revisions of its assessment of systematic risk measures of firms affected by the ruling (prior to and after the date of issuance of ASR 190, 1976). In order to examine whether the stock market had impounded replacement-cost information prior to its quantification and disclosure, they derived five hypotheses based on Rubinstein's breakdown of systematic risk into financial and operating risk measures. The tests were performed on a sample of 211 stocks; stock prices and financial statements of the firms were selected from CRSP and COMPUSTAT tapes respectively. They concluded that: (1) The stock market's evaluations of financial and operating risk measures
appeared inconsistent with the tenor of their broad hypothesis that replacement-cost-based income and information about holding gains were impounded in security prices prior to the disclosure of their forecasted numbers. (2) The lack of a statistically significant shift in the imputed market assessment of systematic risk after the disclosure of estimates of replacement-cost-based income is inconsistent with the authors' second broad hypothesis that such information has information content and will induce market revisions of common stock prices. (3) It was possible that forecasted replacement cost information was not the relevant type of information and that investors were waiting for the actual disclosure of replacement cost information before revising their expectations.

Gheyara and Boatsman (1980) examined the magnitude of holding gains. They did not find any abnormal return or any information content relating to the ASR 190 data. They concluded that replacement cost data (which are suggested by ASR 190) are not useful in the context of decision making by capital market agents.

### 2.2 Questionnaire and Laboratory Experiments

Estes (1968) surveyed the desirability of reporting currentvalue information for various classes of assets, both current and long term. Three organizations were sampled: The Institute of Chartered Financial Analysts, the National Association of Bank Loan Officers and Credit Men (Robert Morris Association), and the Financial Executives Institute. In questionnaires, subjects were asked to assume that: (a) historical cost is the primary form of measurement
and the new data would be supplementary only, and (b) valuation could be objectively determinable. The accounting methods were ranked by the subjects based on "very useful," "somewhat useful," or "not useful," where "very" and "somewhat" responses were combined in assessing utility. The results of his study showed that, current-value is rated useful, as supplementary information to historical-costs in the financial statements, by 90 percent of the Bank Loan Officers and Credit Men, 82 percent of the financial analysts, and 67 percent of the financial executives.

Brenner (1970) examined whether changes in values should be included in earnings per share. A questionnaire was also used in his study. His sample was selected from three main groups: stockholders, bankers, and financial analysts. As opposed to the Estes study, subjects were asked to assume that the current value earnings per share is the primary form of measurement and will replace, rather than supplement, currently reported earnings per share. This assumption required subjects to impute the opportunity costs of not having access to historical-cost figures. However, subjects relied on their own judgments concerning the degree of objective measurability of current values, which may bias the results of his study. Subjects were asked to respond to the items in each statement as: "strongly agree," "agree," "undecided," "disagree," or "strongly disagree." The results of his study suggest that, the majority of the subjects were uncertain as to which type of earnings per share figures should be reported; they prefer inclusion of only some specific kinds of
current value information and in a supplementary form. Brenner concluded that ". . . only a small proportion of statement users are willing to forego historical-cost information in favor of current values in the determination of earnings per share. On the basis of these results and those of the Estes study, current values are desirable only if they are presented as supplementary information to historical cost figures." (p. 166). However, he felt that an appropriate conclusion was not determinable from the data collected in his study.

Bentson and Krasney (1978) surveyed the practices and opinions of the Direct Placement Officers, and Common Stock Investment Officers employed by sixty-two life insurance companies about the demand for alternative accounting methods. The major conclusion of their survey indicated that 89 percent of the direct placement officers and 66 percent of the common stock investment officers preferred Generally Accepted Accounting Principles (GAAP) in comparison with the other valuation methods as a uniform valuation basis for financial statements.

Garsombke (1978) reported a survey of chief financial officers of 717 companies concerning the usefulness of the experimental guidelines which ASR 190 had required. Subjects were selected from COMPUSTAT files and 244 of them responded. The majority of the subjects indicated that the ASR 190 guidelines were insufficient.

Stanga (1979) evaluated the reliability of historical-cost data as opposed to replacement-cost. He conducted an experiment where the subjects were commercial lending officers at 500 of the nation's
largest banks. Subjects were asked to extend a term loan to a moderate size, publicly held industrial firm, by considering five accounts. The accounts were inventory, plant and equipment, accumulated depreciation, cost of sales, and depreciation expenses (which were recommended by ASR 190). It was assumed that the data were from the customer's published report. Stanga concluded that "in each case, the historical cost measure is perceived as considerably more reliable than the associated replacement-cost measure" (p. 53).

McIntyre (1975) conducted an experiment where the subjects were students. The subjects were given financial statements of actual companies and were asked to select the firm which they felt would produce the highest rate of return to the investor. The financial statements were based on historical-cost data, specific-price adjusted data, or both. The results of his study indicated no significant differences between decisions of subject's using specific-price adjusted data and decisions of subject's using only historical-cost data.

To facilitate better understanding of the essence and extent of prior research, a summary of the above prior empirical studies is presented in Illustration 1. The illustration lists: (1) Authors and publication dates (full details are in the bibliography), (2) the research methodologies, and (3) brief comments.

## ILLUSTRATION 1

the descaiption of prion empirical studies
(CURRENT-VaLuE)

| AUTHOR(S) AND PUBLICATION DATE | RESEARCH METHODOLOGY | USEFULNESS OF CURRENT-VALUE INDICATED | ADDITIONAL DESCRIPTION and OTHER COMMENTS |
| :---: | :---: | :---: | :---: |
| Abdel-khalik 8 HcKeoun (1978) | Capital Markets | No | Deals with impounded current-value information prior to its disclosure in stock market. |
| Benston \& Krasney (1978) | Questionnaire | Slightly | Survey, desirability of current-value data to investment of prices of insurance companies. |
| Brenner (1970) | Questionnaire | Mixed | Survey, inclusion of changes in values in earning per share. |
| Estes (1968) | Quest ionnaire | Yes | Survey, desirability of current-value data for various assets. |
| Frank (1969) | Predictability | No | Forecasting alternative incomes based on their own past values. |
| Carsombke (1978) | Questionnaire | No | Survey, usefulness ASR 190 guidelines. |
| Gheyara ${ }^{\text {\& }}$ Boatsman (1980) | Capital Markets | No | Any abnormal return based on ASA 190 data. |
| Greenball (1968) | Simulation | Mixed | Evaluating the performance of different methods. |
| McIntyre (1973) | Lab Study | No | Students, evaluate the firms based on rate of return. |
| Revsine (1970, 73) | Simulation | Mixed | Predictability of replacement-cost income related to price changes. |
| Revaine (1976) | Simulation | Mixed | Impact of productivity changes on different net incomes. |
| Stanga (1979) | Questionnaire | No | Reliability of historical-cost and current-value data. |

### 2.3 Inferences From and Remarks On Prior Studies

Many alternative income measurement and asset valuation methods have been suggested in the accounting literature through the years. Each method has different strengths and deficiencies. Many accountants argue for a change in accounting valuation, in order to disclose and reflect the effects of inflation, technological changes, changes in social philosophies, and changes in consumer desires. In addition, some accountants argue that alternative valuation models will improve the communication process in a business environment leading to better economic decision making. However, there is a fundamental question as to the extent of the users' comprehensibility and cognition of new information systems, and their competency to utilize the systems coherently. This process (cognition and utilization) can be influenced by the users' prior perception of the new information, where the perception was created by indiscriminantly applying the concepts and features of an old information system to the new one.

In this regard Ijiri (1967) argued that an accounting system would affect the users' decision process and would provide a means by which a decision maker would organize his experiences and thoughts. As a result, once an accounting system is accepted by a decision maker as a means of organizing this decision process, then his behavior could be influenced by that system. Therefore, decision makers may intuitively associate a meaning with a title or surrogate based upon their past experiences, and may not recognize that, what a surrogate represents in the present or future may be significantly different
from what it was in the past. Consequently, changes in the accounting system might creat a fallacious perception of the accounting information, and incapacitate the users for making rational economic decisions. Ijiri called this endogeneous functional fixation.

Moreover, Revsine (1970) also argued that given functional fixation and the importance of cash flow potential in investors' decision models, the tendency might exist to identify income with changes in cash flow potential. The fixation mechanism might create a fallacious perception of the reported replacement-cost income when the cash flow potential of the firm does not vary in the same direction and by the same magnitude that discounted cash expectations vary. As a result, investors might consider positive reported replacement cost income to be a reflection of increased profit potential when, in fact, the profit generating potential of the firm may have actually diminished. This could generate seriously misleading inferences for investors regarding the firm's prospects.

In brief, the prior studies indicate that the subject matter is still controversial. The issue of whether current-value data are, in any sense, superior to historical-cost data is still unresolved. Moreover, empirically, little is known about the effect of different valuation methods on users' decision making. There is still a lack of competent compelling empirical evidence to indicate which alternative accounting method has superiority over the others, what financial information users need for their economic decision making, the users' demand for alternative accounting methods, and the impact of alternative accounting data on the users' decision making scheme.

Furthermore, no conclusive empirical study has been made on the actual use of the various methods in decision contexts. Basically, the studies surveyed the opinions of respondents about the desirability of reporting current-value information, by furnishing them "shopping list" questionnaires of a fairly long list of items, in the context of some subjective criterion of usefulness as specified by researchers. Regarding these types of questionnaire research, Frishkoff remarks that "no matter how long the list, very few items are typically rated below the arithmetical mid point . . ., which is usually labeled something like 'of some usefulness.' That is, respondents are reluctant to throw any kind of information totally away, because few 'costs' are incurred in this setting" (p. 7). Therefore, respondents were never examined objectively as to the extent of their comprehensibility, rather than subjective desirability, of alternative accounting data, and the impact of this information on their decisions. This dissertation examines the effect of alternative financial information structures on users' decisions in a simple investment context. The usefulness of current-value data, as opposed to historical-cost data, is examined in the potential users' decision making scheme in a situation in which the respondents are required to render their judgments based solely on historical-cost or current-value data. The next chapter describes the objective and framework of the research study.

THE STUDY: OBJECTIVES AND THE RESEARCH INSTRUMENT

### 3.1 Introductory Overview

In order to examine the relative usefulness of historical-cost and current-value financial statements in a decision context, it is necessary to have an objective criteria of usefulness. One such criteria might be whether one set of statements leads to better investment decisions. But even then, there is still the question of what constitutes a good investment decision? If one set of financial statements leads investors to undertake an investment, while another leads to rejection of the investment, how do we determine which decision is better?

One possibility for evaluating decisions is to examine the future performance of the investment. Using such an approach, we might prepare current-value and historical-cost financial statements for a sample of real firms, ask a sample of investors to select the "good" firms by using only historical-cost data, ask another sample to do the same, using current-value financial data, and then compare future performance. Unfortunately, such an approach has several significant weaknesses. The time period selected to be the measure of "goodness of performance" would be arbitrary. With the passage of
time, many of the factors which influenced the decision will change. What was a "good" investment may become a poor investment due to changes in management, market conditions, and so forth. But it would be necessary that the time period was long enough to allow the soundness of an investment to show itself. Another weakness is that the measures of performance would be influenced by the actual accounting procedures currently used. If, for example, future stock prices were used to evaluate the goodness of an investment, then the measure of usefulness may be biassed if stock prices are affected by currently used accounting practice. For these reasons, it was felt that real firms could not be the basis for examining the decision affects of alternative accounting systems.

Many of the problems relating to using real firms disappear if hypothetical firms are constructed. However, it is still necessary to be able to objectively determine which firm is a better investment. Therefore, a type of firm for which a single criteria unambiguously measures relative performance must be selected. Investment advisory services seems to meet this requirement.

In most investment situations, the quality of management performance can be gauged by the relative frequency with which future price movements are predicted. Establishing hypothetical investment firms and altering the relative percentages of correct predictions on future price movements between the firms, provides a situation with an objective measure of the performance of each firm. Thus, the use of hypothetical investment firms was chosen as the vehicle for evaluating the usefulness of current-value and historical-cost accounting information.

Once the type of firm was selected it then became necessary to choose whether the operating performance of the firms would be based on real data or hypothetical data. That is, should investment performance be measured using the results which would be obtained from actual investment opportunities available in the marketplace, or can performance be measured by looking at hypothetical investment opportunities (in which the researcher determines prices and returns)? If the latter approach is taken the study becomes a simulation and is subject to the well known limitations of simulation. The most critical being that the results may not be generalizable to any real world market. To avoid this criticism, I chose to base the operating results of the firms on available actual market data.

The-next question then became "which set of market data"? The first set considered was the stock market. The stock market was rejected for several reasons: (1) to keep the study manageable only a small set of potential investments could be allowed, if the stock market were selected, there would be a question of how to choose the stocks to be included. (2) There would also be a question of whether to consider common stocks or all the outstanding securities of a firm such as bonds and preferred stocks. Because maximizing the value of a firm may not be equivalent to maximizing the value of the firm's shares. In effect, some decisions might increase the value of bonds at the expense of the shareholders, leading to higher total value but lower share values. For example, existing bondholders may have restricted management's decisions by covenants in the bond contract in order to eliminate the possibility of a decision that would adversely
affect them while benefiting the shareholders. Furthermore, other decisions might reduce the total value of the firm while increasing the value of shares if lower bond values resulted. (3) There is no clear cut-off point for deciding when to sell investments. That is, stocks could be held indefinitely. (4) Usually the prices of stocks are not highly volatile, therefore the use of stocks might not produce material holding gains and losses over a short period of time.

Based on the reasons given in the foregoing discussion, I chose to use firms investing in commodity futures contracts. The current values of the contracts are unbiased and determinable in the market place, and the prices are highly volatile. As a result, commodity prices generate holding gains and losses over a short period of time which yield substantially different income figures in current-value versus historical-cost financial statements. Furthermore, the financial statements for such firms are quite straightforward; they do not require a great deal of analysis thus, $I$ was able to minimize the required amount of respondents' valuable time.

### 3.2 Development of the Model

The basic approach of this study is a controlled experiment, this methodology allows the study of the usefulness of alternative accounting methods in the context of users' actual decisions. The measure of usefulness is based on a pre-specified and an objective criterion of performance measurement. In order to produce such an objective ranking scheme, four hypothetical investment clubs which trade commodity futures contracts were created.

Futures contracts can be bought and later sold (buying long), or sold and later bought (selling short) at a profit if the speculators are correct in their forecast of price movements. The clubs do not actually take or make delivery of commodities. Instead contracts are cancelled by offsetting transactions on or before the settlement date. Speculators are required by exchange regulations to maintain a specified minimum margin on deposit to assure that they will stand by their obligations. Margins are a guarantee, required of both sellers and buyers, that they will respectively make and take delivery of the commodity represented by the contract unless the obligation to do so is offset through an offsetting transaction. Moreover, when a price movement impairs the margin to a specified extent, additional deposits are required to bring the margin deposit back to the minimum required level (for more detail see Commodity Trading Manual, 1980). These margin requirements were included in the transactions used for the clubs in this study.

It is assumed that each of the firms is organized by a group of investors, who meet every two months (for example March 1st, May 1st, July 1st, and so forth) to predict the future price changes of commodity contracts. Based on their predictions, the investors then make investment decisions about which commodity contracts to buy, sell or hold for the next two months. The policy of trading every two months was chosen so that I could prepare financial statements between decision dates resulting in statements which include holding gains and losses.

Each firm created began business with $\$ 55,000$ of capital on January 1, 1975. The firms traded an identical commodity porffolio consisting of cattle, hogs, wheat and soybeans. These commodities were chosen because they were actively traded and data were readily available. There were 72 trading decisions for each commodity over the four-year interval. The firms always held three contracts of a commodity (either long or short), with different maturity dates. The prices of the contracts were obtained from the Chicago Merchantile Exchange and The Wall Street Journal. The daily opening prices of the contracts were used in the study. The first four year's quarterly financial data of the firms based on historical-cost and currentvalue are presented in the next chapter. The first financial statements were prepared after several months of operation. They reflect the effect of the transactions and dissimilarity of the management performances of the firms and disguise the fact that all firms initially began with the same capital.

### 3.3 The Characteristics of the Model

As mentioned earlier, futures contracts can be bought long or sold short at a profit, if the speculators are correct in their forecast of price movement. Therefore, the prediction of the direction of future price changes is the most important judgment in this environment. As a result, the proportion of correct predictions can be used as a criterion for evaluating the performance of speculators (investment firms) in this environment. More specifically, if investors have an opportunity to invest in one of the four investment
firms, logically they should chcose the firm with the highest proportion of correct decisions as the best alternative.

The firms (investment clubs) were distinguished by the proportion of correct decisions they make. The proportions of correct decisions made by each firm were prespecified in the model. Thus, the effectiveness of each firm is known, providing an objective best ranking of the firms. In brief, the percentage of correct decisions made was chosen as the variable to be manipulated across the firms, because it is an important factor in the performance of the types of firms studied, it is tractable, and it is independent of the choice of the accounting methods used for statement preparation.

### 3.4 Development of the Firm

Different percentages of correct decisions were simulated in order to find appropriate ones for the firms in the model. It was found that firms with less than a fifty percent rate of correct decisions generally incurred significant losses and had financial statements that were easily distinguished from firms with a greater than fifty percent rate of correct decisions (under either currentvalue or historical-cost reporting). Furthermore, percentage rates of correct decisions between fifty to sixty percent correct generated low net income; hence the related financial statements were also easily distinguished from the firms with rates above sixty percent correct. As a result, including financial statements for firms with a low percentage of correct predictions with statements for firms who
make above sixty percent correct predictions would make the ranking of firms obvious, regardless of the accounting method. Moreover, through simulation, I found that including more than a fifteen percent difference in the proportion of correct decisions between firms also generated easily distinguishable financial statements under each accounting method. Consequently, in order to assign meaningful percentages which reflect reasonable average returns on investment, I generated two sets of four hypothetical firms which made correct decisions seventy-five percent, seventy-two percent, seventy percent and sixty-five percent of the time. As the results in Chapter 5 will show, this choice resulted in a nontrivial ranking task.

The choice of percentages of correct decisions for the firms is illustrated in Table One. These percentages produce small differences in the proportion of correct decisions, as well as large ones among the firms. From Table One, the differences in percentage of correct decisions between $A$ and $B, B$ and $C$, and $C$ and $D$ are 3 percent, 2 percent and 5 percent respectively, whereas, the differences between $A$ and $C, B$ and $D$, and $A$ and $D$ are 5 percent, 7 percent and 10 percent respectively. Logically, the smaller the differences in the percentage of correct decisions among the firms, the harder it is to properly rank the firms based on their financial data. But the question is, what resulting financial data, HC or CV , will better assist the potential users in properly ranking the firms? These percentages allowed me to examine that question, since they produced both small differences in performance as well as large ones.

## TABLE I

## ANALYSIS OF PERCENTAGE OF CORRECT DECISIONS

## Percentage of <br> Firms Correct Decision



The differences in the percentages of correct decisions based on pairwise, triple and quadruple combinations of the correct ranking decisions are illustrated in Table Two. This table lists the correct ranking decisions based on their degree of difficulty. In general, the smaller the differences are in the percentage of correct decisions among the firms the harder it is to properly rank the firms using financial statement data. Therefore, the easiest rankings among the firms should be $A$ versus $D$. The next easiest is $B$ versus $D$, and the hardest ranking should be $B$ versus C. This ranking scheme (Table 2) will be used to examine the degree of the users' ability to rank the firms properly, when the differences in the proportion of correct decisions vary (from large ones to small ones) under each alternative accounting method.

## TABLE 2

## COMBINATION OF CORRECT RANKING <br> (Ranking Scheme)

## Ranks*

Difference In \% of Correct Decisions

## Pairwise Comparison:

$A>D$10
$B>D \quad 7$
$A>C \quad 5$
C > D 5
$A>B \quad 3$
B > C 2

Triple Comparison:
$A>C>D$
5, 5
$A>B>D$
3, 7
$B>C>D$
2, 5
$A>B>C$
3, 2

Quadruple Comparison:
A $>\mathrm{B}>\mathrm{C}>\mathrm{D}$
3, 2, 5

* $\geqslant=$ is preferred to


### 3.5 Procedure for Generating Decisions and Financial Statements

This section illustrates the procedures that were employed to generate the data and financial statements for the firms. While the cases in the study are more comprehensive, this demonstration should clarify the applied methodology.

Assume that there are three hypothetical firms A, B, and C. Each firm starts the business at the same time with $\$ 30,000$ of capital. The firms trade commodities futures contracts in cattle, hogs and frozen pork bellies, based on the daily opening prices of the contracts which are registered in Chicago Merchantile Exchange. Moreover, the proportion of correct decisions that the firms (A, B, and C) make are 60 percent, 50 percent and 40 percent respectively.

Table 3 illustrates the decision rules for each firm. The first column indicates the correct decision. The positive signs indicate that the correct decision is to buy long or hold long and negative signs represent sell short or hold short. For example, the first sign is positive which is related to the October 76 contract for Live Beef Cattle future contracts. the price for a contract was $\$ 43.20$ per 100 pound on March first 1976 and increased to $\$ 46.35$ by May first. Therefore at March first, the correct decision would be to buy one October 76 contract of Live Beef Cattle. On May first, again the price of the contract (\$46.35) is compared with the price of the contract on July first (\$43.45). Thus at May first the correct decision is to close the contract and receive the gain (the difference between $\$ 46.35$ and $\$ 43.20$ ) and sell short one future contract. Therefore, in this case, the negative sign indicates the best action is to
table 3
DECISION MODEL

table 3
DECISION MODEL
(Continued)

|  |  | Correct <br> Decision | FIRM A |  |  | FIRM E |  |  | FIRM C |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 608 | Long | Shore | 50\% | Long | Short | 40\% | Long | Short |
| FROZEN PORX: |  |  |  |  |  |  |  |  |  |  |  |
| Feb. Contrace: 77 | March 76 |  | - | - |  | 65.7 | - |  | 65.7 | - |  | 65.7 |
|  | May | - | - |  |  | + | $\begin{aligned} & 64.35 \\ & 64.35 \end{aligned}$ |  | - |  |  |
|  | July | - | - |  |  | + |  |  | - |  |  |
|  | Sept | - | - |  |  | - |  | $\begin{aligned} & 56.75 \\ & 56.75 \\ & \hline \end{aligned}$ | + | 56.75 <br> 56.75 |  |
|  | Nov | + | - |  |  | - |  |  | + |  |  |

close the long contract and to sell short one future contract. Two positive or negative signs after one another indicates that the firms should hold the related contracts. For example the price of the contract on July first was $\$ 43.45$ and decreased to $\$ 40.50$ on September first; therefore the correct decision on July first is to hold the short contract.

Based on the above process the correct decision is generated for every contract and is the same for every firm. Table 3 also indicates the proportion of correct decisions each firm will make. The number of decisions for the period examined is 25 and $60 \%$ of the 25 decisions ( 15 decisions) are randomly chosen to be correct for Firm A, $50 \%$ for Firm B and $40 \%$ for Firm C. The decision rules and the prices for each futures contract on the trading dates are also shown in Table 3. Tables 4 through 6 indicate the decision scheme of each firm showing the number of trades made on each trading date. Note that each firm is allowed to hold only one contract of a particular future contract of a commodity in order to decrease the riskiness of the portfolio. Therefore, when a firm closes a long contract, it can only sell short, one contract of that future contract.

The financial statements for the second quarter are also generated for each firm based on each firm's decision scheme and are presented in Figure 1 at the end of this section. These financial statements indicate the results of the operations for each firm based on the historical-cost and current-value method. Furthermore, Table 7 presents the comparative quarterly net income figures of the firms based on the historical-cost and current-value.

TABLE 4
Deciosion scheme
(FIRM A)

| MONTII OF trading | LIVE BEEF CATTI.L |  |  |  |  |  |  |  |  |  | IIOG |  |  |  | $\begin{aligned} & \text { FROZI:N } \\ & \text { PORK } \end{aligned}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Oct 76 Contract |  | Oct 77 Contract |  | $\begin{aligned} & \text { Dec } 76 \\ & \text { Contract } \end{aligned}$ |  | $\begin{aligned} & \text { Dec } 77 \\ & \text { Contract } \end{aligned}$ |  | Feb 77 Contract |  | $\begin{aligned} & \text { Feb } 77 \\ & \text { Cont ract } \end{aligned}$ |  | $\begin{aligned} & \text { Dec } 77 \\ & \text { Contract } \end{aligned}$ |  | Feb 77 Contract |  |
|  | 1. | S | 1. | S | 1. | S | 1. | S | L | S | I. | S | 1. | 5 | L | S |
| March 76 | 43.2 |  |  |  |  | 43.6 |  |  |  | 43.8 | 41 |  |  |  |  | 65.7 |
| May |  |  |  |  | $\begin{aligned} & 46 \\ & 46 \\ & \hline \end{aligned}$ |  |  |  | $\begin{aligned} & 45.5 \\ & 45.5 \end{aligned}$ |  |  | $\begin{aligned} & 42.2 \\ & 42.2 \\ & \hline \end{aligned}$ |  |  |  |  |
| July |  | $\begin{array}{r} 43.45 \\ 43.45 \\ \hline \end{array}$ |  |  |  |  |  |  |  | $\begin{aligned} & 44.25 \\ & 44.25 \\ & \hline \end{aligned}$ |  |  |  |  |  |  |
| Sept | 40.5 |  | 45.5 |  |  | $\begin{aligned} & 42.5 \\ & 42.5 \\ & \hline \end{aligned}$ |  |  |  |  |  |  |  |  |  |  |
| Nov |  |  |  |  | 38.9 |  | 43.6 |  | 39.6 39.6 |  | 30 30 |  |  |  |  |  |

## TABLI: 5

DECISION SCTHEME
(FIRM B)

| MKNITI OF <br> TRADING | I.IVE BIEF CATTLE |  |  |  |  |  |  |  |  |  | HOG |  | $\begin{aligned} & \text { FROZIN } \\ & \text { PORK } \end{aligned}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Oct 76 Contract |  | $\begin{aligned} & \text { Oct } 77 \\ & \text { Contract } \end{aligned}$ |  | Dec 76 Contract |  | Dec 77Contract |  | $\begin{gathered} \text { Feb } 77 \\ \text { Contract } \end{gathered}$ |  | $\begin{gathered} \text { Feb } 77 \\ \text { Contract } \end{gathered}$ |  | $\begin{aligned} & \text { Feb } 77 \\ & \text { Cont ract } \end{aligned}$ |  |
|  | 1. | S | I. | S | I. | 5 | 1. | S | 1. | S | 1. | S | 1. | S |
| March 76 | 43.2 |  |  |  |  | 43.6 |  |  |  | 43.8 | 41 |  |  | 65.7 |
| Nay |  |  |  |  |  |  |  |  |  |  |  | $\begin{aligned} & 42.2 \\ & 42.2 \\ & \hline \end{aligned}$ | $\begin{aligned} & 64.35 \\ & 64.35 \\ & \hline \end{aligned}$ |  |
| July |  |  |  |  |  |  |  |  | $\begin{aligned} & 44.25 \\ & 44.25 \end{aligned}$ |  |  |  |  |  |
| Sept |  | 40.5 | 45.5 |  |  |  |  |  |  |  |  |  |  | $\begin{aligned} & 56.75 \\ & 56.75 \end{aligned}$ |
| Nov |  |  |  |  | 38.9 |  | 43.6 |  |  | $\begin{array}{r} 39.6 \\ 39.6 \\ \hline \end{array}$ | 30 <br> 30 |  |  |  |

TABIILE 6
DECISION SCIHEME

| MoNTII or TRADING | LIVE Bhilif CATTIIE |  |  |  |  |  |  |  |  |  | H0G |  | $\begin{aligned} & \text { FROZI:N } \\ & \text { PORK } \end{aligned}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 40,0001, Per Contract |  |  |  |  |  |  |  |  |  | $\begin{gathered} 30,0001 \mathrm{~B} \\ \text { Per } \\ \text { Cont ract } \end{gathered}$ |  | $\begin{gathered} 36,000 \mathrm{~B} \\ \text { Per } \\ \text { Contract } \end{gathered}$ |  |
|  | Oct 76 |  | Oct 77 |  | Dec 76 |  | Dec 77 |  | Feb 77 |  | Feb 77 |  | Fcb 77 |  |
|  | L | S | L | S | 1. | S | L | S | L | S |  | S |  | 5 |
| March 76 |  | 43.2 |  |  |  | 43.6 |  |  | 43.8 |  |  | 41 |  | 65.7 |
| May |  |  |  |  |  |  |  |  |  | $\begin{aligned} & 45.5 \\ & 45.5 \\ & \hline \end{aligned}$ |  |  |  |  |
| July | $\begin{array}{r} 43.45 \\ 43.45 \\ \hline \end{array}$ |  |  |  | $\begin{array}{r} 44.15 \\ 44.15 \\ \hline \end{array}$ |  |  |  | $\begin{aligned} & 44.25 \\ & 44.25 \end{aligned}$ |  | 42.25 42.25 |  |  |  |
| Scpt |  | 40.5 | 45.5 |  |  | $\begin{aligned} & 42.5 \\ & 42.5 \end{aligned}$ |  |  |  | $\begin{aligned} & 42.75 \\ & 42.75 \end{aligned}$ |  |  | $\begin{aligned} & 56.75 \\ & 56.75 \end{aligned}$ |  |
| Nov |  |  |  | 43.3 43.3 | 38.9 |  |  | 43.6 |  |  |  | 30 30 |  |  |

FIGURE 1
FINANCIAL DATA FOR THE THREE HYPOTHETICAL FIRMS
FIRM A
Income Statement (Historical-Cost) For the Second Quarter, Ended June 30, 1976

| Gain from closing one contract | \$ 360 |
| :---: | :---: |
| Losses from closing two contracts | ( 1,640$)$ |
| Net Loss | (\$1,280) |
| FIRM A Balance Sheet (Mistorical-Cost) <br> Balance Sheet (Historical-Cost) Second Quarter, June 30, 1976 <br> Second Quarter, June 30, 1976 |  |
| Assets: |  |
| Cash | \$ 14,885 |
| Marketable Securities (commodity future contracts) | 53,880 |
| Due from Broker (Short sales) | 36.312 |
| Total Assets | S105,077 |
| Liabilities: |  |
| Net Short-term Liabilities | \$ 76,357 |
| Parenership Equity: |  |
| Capital $\$ 30,000$ <br> Net Deficit $(1,280)$ | 28,730 |
| Total Equities | \$105,077 |

## FIGURE 1 (Continued)

FIRM A
Income Statement (Current-Value)
For the Second Quarter, Ended June 30, 1976

| Gain from closing one contract | \$ 495 | (\$ | 205) |
| :---: | :---: | :---: | :---: |
| Loss from closing two contracts | ( 700) |  |  |
| Net loss from closing the contracts |  |  |  |
| Holding Gain and Losses: |  |  |  |
| Gains from one contract | \$ 18 | ( 2,450) |  |
| Losses from four contracts | $(2,468)$ |  |  |  |
| Net Holding Losses |  |  |  |  |
| Total Net Loss |  | 15 | 2,655) |

FIRM A
Balance Sheet (Current-Value)
Second Quarter, June 30, 1976

## Assets:

Cash
Marketable Securities (commodities future contracts)
Due from Broker (short sales)
Total Assets
\$14,885 53, 820
36,312
S105,017
Liabilities:
Net Short-Term Liabilities $\$ 75,607$
Partnership Equity:
Capital $\$ 30,000$
Net Defisit
( 590 )
29,410
$\stackrel{\$ 105,017}{ }$

## FIGURE 1 (Continued)

FIRM B
Income Statement (Historical-Cost)
For the Second Quarter, Ended June 20, 1976

Gain from closing two contracts
$s$

FIRM B
Balance Sheet (Historical-Cost)
Second Quarter, June 30, 1976

| Assets: |  |
| :---: | :---: |
| Cash | \$ 16,771 |
| Narketable Securities (commodity future contracts) | 40,446 |
| Due from Broker (short sales) | 47,620 |
| Total. Assets | \$104,837 |
| Liabilities: |  |
| Net Short-Term Liabilities | \$ 73,991 |
| Partnership Equity: |  |
| Capital \$50,000 |  |
| Net Earnings 846 | 30,846 |
| Tocal Equities | \$104.837 |

## FIGURE 1 (Continued)

FIRM B
Income Statement (Current-Value)
For the Second Quarter, Ended June 30, 1976

| Gain from closing one contract | $\begin{gathered} 495 \\ (2,034) \\ \hline \end{gathered}$ |  | (\$ | 1,539) |
| :---: | :---: | :---: | :---: | :---: |
| Loss from closing one contract |  |  |  |  |
| Net Loss from closing the contracts |  |  |  |  |
| Holding Gain and Losses: |  |  |  |  |
| Gain from one contract | \$ | 15 |  |  |
| Loss from thres contracts | 1 | 546) |  | 531) |
| Total Net Loss |  |  | (\$ | 2,070) |

FIRM B
Balance Sheet (Current-Value)
Second Quarter, June 30, 1976

Assets:

| Cash | $\$ 16,771$ |
| :--- | ---: |
| Marketable Securities (commodity future contracts) | 40,680 |
| Due from Broker (short sales) | 47,620 |
| Total Assets | $\$ 105,071$ |

## Liabilities:

Net Short-Term Liabilities $\quad \$ 75,016$
Partnership Equity:
Capital
Net Earnings
$\$ 30,000$
Ne Eaming
30,055
Total Equities
\$105,071

## FIGURE 1 (Continued)

 FIRM CIncome Statement (Historical-Cost) For the Second Quarter, Ended June 30, 1976

## Gain from closing one contrac*

FIRM C
Balance Sheet (Historical-Cost)
Second Quarter, June 30, 1976

Assets:

| Cash |  | \$ 16,771 |
| :---: | :---: | :---: |
| Due from Broker (short sales) |  | 88,372 |
| Total Assets |  | \$105,643 |
| ilities: |  |  |
| Net Short-term Liabilities |  | \$ 74,963 |
| nership Equity: |  |  |
| Capital | \$30,000 |  |
| Net Earnings | 680 | 30,680 |
| 1 Equities |  | \$105,643 |

FIGURE 1 (Continued)
FIRM C
Income Statement (Current-value) For the Second Quarter, Ended June 30, 1976

| Gain from closing contract | $\$$ |  |
| :--- | :--- | :--- |
| Holding Gains and Losses: |  |  |
| Gains from two contracts |  |  |
| Losses from two contracts | $\$(2,200)$ | $(1,908)$ |
| Total Net Loss |  |  |

FIRM C
Balance Sheet (Current-Value)
Second Quarter, June 30, 1976

Assets:

Cash
Due from Broker (short sales)
Total Assets
\$ 16,771
88,872
5105,643
Liabilities:
Net Short-term Liabilities \$75,416
Partnership Equity:
Capital $\quad \$ 30,000$
Net Earnings 227
Total Equities
30,227
$\$ 105,643$

## TABLE 7

## Comparative Net Income (Loss)

## Historical-Cost


3.6 Summary

In brief, quarterly financial statements, under $H C$ and $C V$, for four hypothetical firms were developed for this project. The firms trade futures contracts of commodities every two months and are distinguished by their proportion of correct decisions; their proportion of correct decisions are predetermined and are based on fixed assigned probabilities for each firm. The financial statements prepared for each firm were analyzed by a sample of potential users to determine whether the different accounting methods affect the users' ability to correctly rank the hypothetical firms as investments. Auditors, bankers and financial analysts groups were selected as the subjects of my study. A description of the subjects and the procedures for administrating the instrument will be discussed in Chapter 4.

## CHAPTER FOUR

FINANCIAL STATEMENTS AND PARTICIPANTS

### 4.1 Financial Statements

Two sets of operating data were generated for each of four firms. The firms differed in the proportion of correct predictions made concerning future contract price changes. The two sets of data were generated, in order to ensure that the results obtained were not artifacts of the particular random assignment of correct and incorrect decisions to specific trades.

From the operating data, quarterly financial statements were prepared under both historical-cost and current-value accounting. The financial statements for the firms which constituted set one, along with the cover letters and questionnaire form are presented at the end of this chapter. In the research instrument, the financial data for each firm were reduced and combined together on one page. As a result, the respondents received one page of financial data for each of the four firms based either on HC or CC. Three types of financial data were provided for each firm: annual financial statements, a graph of quarterly earnings and a tabular summary of quarterly earnings.

Under the historical-cost method, assets and liabilities were valued at their original costs. The balance sheets of the historicalcost financial statements report the monetary cost of the contracts on hand and the related liabilities at the date of the acquisition. In the income statement, the investment gain (loss) represents the net income or loss from only the transactions completed during the period. Thus, holding gains or losses for contracts still on hand were not recognized under the historical-cost method.

The current-value balance sheet reports the current values of contracts on hand and the related liabilities at the balance sheet date. The current-value gain or loss in the income statement is the historical-value gain or loss plus any realizable gain (or minus any realizable loss) from the contracts on hand at the balance sheet date.

The method used to calculate net income and loss was included in the financial statements as a footnote. Thus, persons receiving the current-value statements were alerted to the fact that the statements were not based on historical-cost accounting. In addition, the footnote to the historical-cost statements gave the current market value of the instruments so both groups had approximately the same amount of total information.

### 4.2 Participants

The subjects of the study consisted of three groups. The first group is made up of 113 auditors from four large, national public accounting firms located in Oklahoma and Texas. The second group consists of eighty-seven commercial bank loan and investment officers
from Oklahoma and Texas. The last group includes sixty-six manage-• ment counselors and financial analysts from across the nation. The participation of the auditors and bankers were arranged through personal contacts with the managers and partners of the auditing firms and with the vice-presidents of the banks. In contrast, the financial analysts and management counselors were contacted by mail. Questionnaires were sent to 500 portfolio analysts and 1900 management counselors who are members of the Financial Analysts Federation. The mailing lists were obtained from the Federation.

The response rates for the auditors and bankers were close to 100 percent, whereas for the financial analysts group the response rate was less than 3 percent. Because of the low response rate from the financial analysts, the results from their judgments cannot be construed as representative of the population of all financial analysts. The results from this group are reported for completness, but any conclusions based on these results are tenuous at best.

Each group of subjects had four or more years of college education. On the average, they had six years of experience and spent over 40 percent of their time reading, preparing, or evaluating financial statements. Based on a demographic analysis of the educational and professional background of the subjects there is no reason to believe that the auditors, bankers and financial analysts of this project are not typical of the other experienced people, in their field of business. In one sense, the results of this research may only be generalizable to the subjects who participated in the project; however, it is
entirely possible that the results attained by this study are representative of those that would be obtained by using other samples.

Financial analysts and loan and investment officers were chosen as surrogates for sophisticated users of financial reports; whereas, auditors were surrogates for the users who are more familiar with the foundations of accounting thought. Our selected subjects represent potential users of financial reporting who have a reasonable understanding of business and economic activities and financial reporting, as described by FASB Concept No. 1 "Objectives of Financial Reporting by Business Enterprises" (p. 3023). In addition to the above participants, students at the University of Oklahoma who were majoring in Accounting or Finance in 1982 also participated in the project. The student groups served to pretest the content and format of the questionnaires. The use of the students also made it possible to estimate the amount of time required for participants to complete the project.

### 4.3 Administration of Experiment

The financial statements of the four firms under HC were combined together in one packet and under CV in another packet for each set. In effect, four different packets of financial data, two for each set, were generated which were based on historical-cost or cur-rent-value accounting methods. Each participant was randomly assigned to one of the four packets of financial data. No subject received more than one packet of financial data and they were asked by their supervisor - to work alone. The subjects were asked to compare the firms by analyzing the financial data of the firms, and to
rank the firms in descending order from the firm which is the best alternative for investment to that which is the least attractive firm for investment.

There were two cover letters and a questionnaire enclosed in each packet. For financial analysts, a postage-paid envelope was also enclosed for the return of the questionnaire. For the auditors and bankers, the packets were distributed by their supervisors; the review of the packet and completion of the questionnaire, on the average, took twenty minutes.

The cover letters explained the objective and purpose of my project, and the basic features of the firms and financial statements. There were eight questions in my questionnaire. The first question was the main question which asked the respondents to rank the firms in order of their attractiveness as an investment. In the second question, respondents were asked to describe the factors or methods they employed for analysis of the financial data. The third question dealt with the alternative modes of presentation of the financial data. In this question respondents were asked to rank the data in the order of their usefulness for evaluating the firms. Questions four and five asked the respondents whether they would like to consider other information besides the financial data for their decision making, and if so, what type of information they would desire and how they would employ it. Set 1 of the packets of the firms' financial data, cover letters and questionnaire are presented at the end of this chapter.

In general, the analyses of the responses of questions two through five indicate that, the subjects applied ratio analyses for ranking the firms. The factors considered in the subjects' analyses consisted of: (1) the ratio of average income to average assets, (2) the consistency of income, (3) the return on equity for each year and for the four years' average, (4) the relative growth of equity and income levels, (5) the current ratio, (6) the existence of erratic losses, and (7) the market values of the futures contracts as an indicator of future earnings. Besides the above factors the subjects given $C V$ statements also considered: (1) the realized gains and losses on a cumulative basis, (2) the average absolute difference between realized and unrealized gains and losses, (3) the average realized return, (4) the conversion rate of unrealized gains to realized gains, (5) the percentages of difference in realized gains between the periods as an indicator of cash position, (6) the percentages of difference between realized gains or losses and unrealized gains or losses as an indicator of the volatility of earnings and the riskness of the firms, and (7) the consistency of realized gains and losses.

In response to questions four and five, the subjects expressed a desire to know more about: (1) management history, (2) the type of commodities, (3) the investors' portfolio, (4) the tax bracket of the investors, (5) cash policy, (6) the forecasted budget, (7) forecasted information about expectations concerning the economy and industry, political developments, management and changes in management, and capitalization plans, and (8) industry trends. Questions two through
five were intended to lead subjects to believe that this study was concerned with the usefulness of modes of presentation of financial data and required supplementary information as opposed to the usefulness of $H C$ versus $C V$. Specifically, question three was included in order to give the impression that I was researching alternative formats of data presentation. This was done to try to prevent response bias such as intentionally rendering a poor decision in order to show one valuation method as poor.

From the administration of this instrument I gathered data to test the following hypotheses.
> $H_{0}$ : There is no difference among the investment decisions of users provided current-value as opposed to histor-ical-cost data.

$\mathrm{H}_{1}$ : If $\mathrm{H}_{0}$ is not correct, then which accounting method has more relevant information content, as indicated by the ability of the users of financial statements to make more accurate investment decisions.

FIGURE 2
COVER LETTERS FOR THE RESEARCH INSTRUMENT

M. I. Neeley School of Business

TEXAS CHRISTIAN UNIVERSITY
P. O. Box 32868

Fort Worth. Texas 76129 817.921-7527

Dear Eigancial Professional:
As an invesmant professionsl you probably already know that the SEC and che Fizancial Accounting Standards Board are concerned about the form and content of cnrrent firmenal disclosures. Both of these groups have questioned whether users of financial information, such as you, are finding existing publishad rapores helpiul in making lavestrane dacisions. We saek the benefite of your krowledge and experience in analyzing financial infor mation, in the belfef that four professional expertise will prove important to such policy making groups.

Encloged is a brief questionaire designed so record your decisions about a very ifmited number of byporhetical iavescment opportunities. In this short experimenc our incention is to examina the selacive userinarese of different bypes of financial informstion co proiessional investors. Beview of the facts and completion of the quastiounalre should taike, at moat, 15 mimeas of your tim. The zesults of this experimant will be of cousiderable value to chose groups concermed with making policy about financial disclosures.

The investment alterastives in ths experiment are four investment clubs, each speculating in commodity futures. We secogrize that trading in commodities is a very high-isik undertaking and that you may or may not deal with such investments ou a regular besis. However, the peculiarities of the commodities market are not particularly important to the axperimen cal situmeions proposed here, so your interear or prefious involvemant in such investmenes is not relevant. What we are seeking is simply an application of your basic investant expertise to the evaluation of the relative attractiveness of the four arailable investmant alcernatives.

We have enclosed a postagapaid envelope for the return of the question uaire and we appreciate your taking the time to participate lif inis experiment. Needless to say, respousas will be reported only in the aggregate, and individual respondents will not be fientified in any way. Thanks again for gour help, which we believe will coneribute significancly to the improvement of financial Feporting.

Sincerely,
1.54ber
F. Elikal

Assistant Profiessor of Accounting
Encls.

FIGURE 2 (Continued)


#### Abstract

THE LNVESTMENT PROJECT

For this experiment, ASSUME that you have decided to make a small investment in an investment club specializing in the trading of comodity futures contracts. (That is, none of the clubs is involved in the growing, processing, or other handing of any of the commodities in which they speculate.) Through friends, you have identified four clubs shat you might join, and you have obtained the attached Einancial informetion about these four clubs for the last few gears.

The following facts may heip you to interpret and evaluate the information provided for the investment alternatives. 1. When buying a futures contract, a club pays a susil percencage of the purchase price to a broker. Those sum, shown as Margia Deposits," guarantee fulfiliment of the contract and provide pros tection to the broker to cover any losses that may result from adverse price movements. The total purchase price of the concract is shown as an asset, "Investment in Futures Contracts," and is also shown as a liability. 2. When short-selling a futures contract, the proceeds from the sale are reflected in the asset "Due from Brokers." The corresponding obligation $t o$ deliver on the contract is included as a liability.

Based on your analysis of the Einancial infomation provided Eor the four favestment clubs, please complete and return the enclosed questionafre. There is a a aed to return any of the Einancial infomation abour the invegtant alternatives.


FIGURE 3

## PARTICIPANT'S RESPONSE FORM

beturn questionnaire

1. Based on the Einancial information supplied, please rank the four ciubs in order of their ateractiveness to you as an investment. (Use the club aames.)
2. Most actraceive
3. Third most attractive $\qquad$
4. Second most attractive $\qquad$ 4. Least atcractive
5. Please degcribe briefly what factors you considered to be most important in arriving at your rankings for question 1. $\qquad$
$\qquad$
$\qquad$
$\qquad$
6. Three types of Einancial information were provided for each club: (a) cour parative annual data; (b) graphic presentation of quarterly earnings data; and (c) comparative quarterly earmings. Please rank these data gets in order of theif usefulness to you in evaluating the relative attractiveness of each invegtment club. (Use " 1 " for the most useful information and "3" for the least usaful data set.)
a. Comparative Annual Daca
b. Graphic Display of Quarterly Daca $\qquad$
c. Comparative Quarterly Earmings Data
7. If you were actually going to make this type of investmeat you would probably seek additional types of information. Please state briefly what other gypes of information you would like to have available before making a decision.

- Assume you had the information specified in question 4, as well as the information that has already been provided. Briefly describe how you would make the decision about which club is the most ateractive of those availabla.
$\qquad$
$\qquad$

6. A. Approximately what percentage of your time on your present job is spent reading, preparing, or evaluating Einancial statements? $\square$
7. How many years have you been at your present job?
y53.
8. A. For the job that you held previous to your current position, approximately what percentage or your time was spent in reading, preparing, or evaluating Einancial statements?
B. How many years did you spend at that previous jobs?

- yrs.

3. What is the highest academic degree that you earned? $\qquad$

# FIGURE 4 THE RESEARCH INSTRUMENT (SET 1) VOO's Investment Club 

Condensed Comparative Financial Data (Historical Cost Basis*)

*Assets and Liabilities are valued at original cost. Investment Gains (Losses) represents the net income or loss from all completed transactions during the period.

FIGURE 4 (Continued) Quarterly Earnings (000 omilted)


Condensed Comparative quarterly Earnings

Period Year 19x1 Year 19x2 Year 19x3 Year 19x4

First Quarter $\$ 15,825$ 28,700 28,700 21,988 23, 320

Second
Quarter Quarter $\begin{array}{cc}\text { Third } \\ \text { Q } \\ \$ 8,7.75 & \text { Quarter }\end{array}$ $\begin{array}{ll}14,7,75 & \$ 59,360 \\ 14,110 & 19,156\end{array}$ $\begin{array}{rr}14,110 & 19,156 \\ \text { ( } 7,159 \text { ) } & 37,755\end{array}$ $\begin{array}{lr}\mathbf{7 , 1 5 9 )} & \mathbf{3 7 , 7 5 5} \\ 9,685 & 8,335\end{array}$ 9,685

Quarter

8,335

Fourth
Quarter
$\$ 5.480$
8,445 2,142 1,995

## FIGURE 4 (Continued)

JUSH Investment Club

Condensed Comparative Financial Data (Historical Cost Basis*)

*Assets and Liabilities are valued at original cost. Investment Gains (Losses) represents the net income or loss from all completed transactions during the period.

FIGURE 4 (Continued) Quartorly Earningo (000 omilted)


Condensed Comparative Quarterly Earnings

| Period | First Quarter | Second Quarter | Third Quarter | Fourth Quarter | Total |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Year 19xl | (\$5.375) | \$14,775 | \$16,222 | \$ 800 | \$26,422 |
| Year 19x2 | 18,663 | 16,370 | 15,055 | 4,680 | 54,768 |
| Year 19x3 | 12,425 | 23,766 | 36,605 | 3,237 | 76,033 |
| Year 19x4 | 17,462 | ( 5,785) | 4,890 | 9,110 | 25,677 |

## FIGURE 4 (Continued)

BIRE Investment Club

Condensed Comparative Financial Data (Historical Cost Basis*)

|  | 19x1 | $19 \times 2$ | 19x3 | $19 \times 4$ |
| :---: | :---: | :---: | :---: | :---: |
| Investment Income (Loss) | \$73,830 | \$74,834 | \$61,174 | \$ 23,916 |
| ASSETS |  |  |  |  |
| Cash (1) | \$80,972 | \$158,050 | \$224,674 | \$237,096 |
| Investment in futures contracts (at cost) ${ }^{(1)}$ | 51,290 | 111,700 | 115,810 | 188,962 |
| Due from Broker (short sales) | 188,000 | 116,370 | 85,010 | 69,320 |
| Margin Deposits | 47,858 | 45,614 | 40,164 | 51,658 |
| Total | \$368,120 | \$431,734 | \$465,658 | \$547,036 |
| LIABILITIES (short-term) | \$239,290 | \$228,070 | \$200,820 | \$258,282 |
| PARTNERSIIP EQUITY | 128,830 | 203,664 | 264,838 | 288,754 |
| Total | \$368,120 | \$431,734 | \$465,658 | \$547,036 |
| (1) Market value of futures contracts | \$ 46,400 | \$121,265 | \$128,736 | \$203,983 |

FIGURE 4 (Continued)
Quartorly Eamings ( 000 omilted)


Condensed Comparative Quarteriy Earnings

| Period | First <br> Quarter | Second <br> Quarter | Third <br> Quarter | Fourth <br> Quarter | Total |
| :--- | ---: | :---: | ---: | ---: | ---: |
| $19 \times 1$ | $\$ 24,075$ | $(\$ 2,100)$ | $\$ 46,640$ | $\$ 5,215$ | $\$ 73,830$ |
| $19 \times 2$ | 21,494 | 16,280 | 30,835 | 6,225 | 74,834 |
| $19 \times 3$ | 15,447 | 11,092 | 26,585 | 8,050 | 61,174 |
| $19 \times 4$ | 5,306 | 7,800 | $\mathbf{1 , 8 7 0}$ | 12,680 | 23,916 |

Condensed Comparative Financial Data (Historical Cost Basis*)

*Assets and liabilities are valued at original cost. Investment Gains (Losses) represents the net income or loss from all completed transactions during the period.

FIGURE 4 (Continued)
Quartarly Earning
( 000 omilted)


Condensod Comparative Quarterly Earnings

| Period | First Guarter | Second Quarter | Third Quarter | Fourth Quarter | Total |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Year 19xl | \$24,200 | \$ 3,900 | \$38,025 | \$8,885 | \$75,010 |
| Year 19x2 | ( 2,576) | 3,843 | 8.447 | 1,579 | 11,293 |
| Year 19x3 | 4,927 | 25,938 | ( 840) | ( 608) | 29,417 |
| Year 19x4 | 11,125 | 7,555 | 2,170 | 1,180 | 22,030 |

## FIGURE 4 (Continued)

posil Iuvestment club

Condensed Comparative Financial Data (Current Cost Basis*)

|  | 19x1 | $19 \times 2$ | $19 \times 3$ | $19 \times 4$ |
| :---: | :---: | :---: | :---: | :---: |
| gains and losses |  |  |  |  |
| Realized Gains (Losses) | \$ 33,898 | \$ 9,883 | \$ 36, 193 | \$ 13,409 |
| Unrealized Gains (Losses) | 75,174 | 49,720 | 25,519 | 15,885 |
| Investinent Income (Loss) | \$109,072 | \$9,603 | \$61,712 | \$29,294 |
| ASSETS |  |  |  |  |
| Cash | \$99,130 | \$169,673 | \$229,095 | \$261,471 |
| Investment in futures contracts (market value) | 88,042 | 156,503 | 147,925 | 145,326 |
| Due from Broker (short sales) | 140,690 | 74,454 | 71,338 | 120,348 |
| Nargin Deposits | 45,310 | 4S, 178 | 40,482 | 51,441 |
| Total | \$373,172 | \$445,808 | \$488,840 | \$578,586 |
| LIABILITIES (short-tern) | \$209,100 | \$222,133 | \$203,453 | \$263,905 |
| Partnershir equity | 164,072 | 223,675 | 285,387 | 314,681 |
| Total | \$373,172 | \$445,808 | \$488,840 | \$578,586 |

[^0]

## FIGURE 4 (Continued)

RAAT Investment Club

Condensed Comparative Pinancial Data (Current Cost Basis*)

|  | 19x1 | 19x2 | 19x3 | 19x4 |
| :---: | :---: | :---: | :---: | :---: |
| GAINS AND LIOSSES |  |  |  |  |
| Realized Gains (Losses) | \$ 15,970 | \$ 10,258 | \$ 39,430 | \$11,174 |
| Unrealized Gains (Losses) | 32,815 | 32,373 | 35,880 | 6,429 |
| Investment Income (Loss) | \$48,785 | \$42,631 | \$75,316 | \$17,603 |
| ASSETS |  |  |  |  |
| Cash | \$ 34,702 | \$ 89,576 | \$171,249 | \$185,759 |
| Investment in futures contracts (market value) | 96,363 | 188,490 | 178,963 | 97,301 |
| Due from Broker (short sales) | 137,260 | 46,760 | 38,380 | 169,953 |
| Margin Deposits | 46,720 | 46,614 | 40,974 | 52,141 |
| Total | \$315,045 | \$371,440 | \$429,566 | \$505,154 |
| LIABILITIES (short-ternt) | \$211,260 | \$225, 024 | \$207,840 | \$265,825 |
| PARTNERSIIIP EQUITY | 103,785 | 146,416 | 221,726 | 239,329 |
| Total | \$315,045 | \$371,440 | \$429,566 | \$505,154 |

*Assets and Liabilities are valued at current market prices. Unrealized holding gains and losses represent the change in market prices of contracts still on hand at the end of each period. Realized holding gains and losses are recognized for contracts closed during the period. The gains and losses are measured with respect to the previous carrying value of the contract.


Condensed Comparative Quarterly Earnings

|  | First Quarter |  |  | Second Quarter |  |  | Third quarter |  |  |  |  | Fourth Quarter |  |  |  | Total |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Poriod | Profit <br> (Loss) | Profit (Loss) | Total | Profit (loss) | Profit <br> (loss) | Total | Profit <br> (Loss) |  | Profit (Loss) |  | Total |  | $\begin{aligned} & \text { Profit } \\ & (\text { Loss) } \end{aligned}$ | Profit (Loss) | Total | Proflt (Loss) | Profit (Loss) | Total |
| Year 19xl | ( $\$ 5,375$ ) | \$ 8,265 | \$ 2,890 | \$ 5,205 | \$8,995 | \$14,200 | \$8,327 | (\$ | 7,688) | \$ | 639 | \$ | 7.813 | \$23,243 | \$31,056 | \$15,970 | \$32,815 | \$48,785 |
| Year 19x2 | 2,687 | 5,727 | 8,414 | 4,145 | 11,692 | 15,837 | 3,636 |  | 6.290 |  | 9,926 | ( | 210) | 8,664 | 8,454 | 10,258 | 32,373 | 42,631 |
| Year 19x3 | 3,237 | 13,222 | 16,459 | 10,640 | 9,710 | 20,350 | 25,823 |  | 3,240 |  | 29,063 | ( | 270) | 9,708 | 9,438 | 39,430 | 35,880 | 75,310 |
| Year 19x4 | 6.789 | 1,291 | 8,080 | ( 1,915) | 528 | ( 1,387) | 3,530 |  | 4,540 |  | 8,070 |  | 2,770 | 70 | 2,840 | 11,174 | 6,429 | 17,003 |

## FIGURE 4 (Continued)

CECT Investment Club

Condensed Compatative Financial Data (Current Cost Basis*)

|  | 19x1 | 19x2 | 19x3 | $19 \times 4$ |
| :---: | :---: | :---: | :---: | :---: |
| GAINS AND LOSSES |  |  |  |  |
| Realized Gains (losses) | \$ 49,095 | \$ 7,897 | \$ 28,178 | \$ 6,220 |
| Unrealized Gains (losses) | 42,962 | 68,706 | 19,358 | 27,280 |
| Investment Income (Loss) | \$92,057 | \$76,603 | \$47,536 | \$33,500 |
| ASSETS |  |  |  |  |
| Cash | \$ 80,972 | \$158,050 | \$224,674 | \$237,096 |
| Investment in futures contracts (market value) | 46,400 | 121,265 | 128,736 | 203,983 |
| Duc from Broker (short sales) | 188,000 | 116,370 | 85,010 | 69,320 |
| Margin Deposits | 47,858 | 45,614 | 40,164 | 51,658 |
| Total | \$363,230 | \$441,299 | \$478,584 | \$562,057 |
| LIABILITIES (short-terim) | \$216,173 | \$217,639 | \$207, 388 | \$257,361 |
| PARTNERSIIIP EQUITY | 147,057 | 223,660 | 271,196 | 304,696 |
| Total | \$363,230 | \$441,299 | \$478,584 | \$562,057 |

Assets and Liabilities are valued at current market prices. Unrealized holding gains and losses represent the change in market prices of contracts still on hand at the end of each period. Realized holding gains and losses are recognized for contracts closed during the period. The gains and losses are measured with respect to the previous carrying value of the contract.

FIGURE 4 (Continued) Quartorly Earnings


Condensed Comparative Quarterly Earniugs

| Period | First Quarter |  |  | Second Quarter healized Unrealized |  |  |  | Third Quarter |  |  | Fourth Quarter |  |  | Total |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Meallzed | Unreallz |  | Realized |  |  |  | Unreallz |  |
|  | Profit <br> (Loss) | Profit (Loss) | Total |  |  |  |  | Profit (loss) | Profit (loss) |  | Total | Profit (Loss) | Profit <br> (Loss) | Total | Profit (Loss) | $\begin{aligned} & \text { Profit } \\ & \text { (l.ass) } \end{aligned}$ | Total | $\begin{aligned} & P \text { Profit } \\ & \text { (Loss) } \end{aligned}$ | Profit (Loss) | Total |
| Year 19x1 | \$24,075 | \$14,835 | \$38,910 | $(\$ 10,495)$ | \$15,775 |  | 5,280 | \$25,575 | ( $\ddagger$ 9,768) | \$15,807 | \$ 9.940 | \$22,120 | \$32,060 | \$49,095 | \$42,962 | \$92,057 |
| Year 19x2 | 3,627 | 13,509 | 17,136 | 5,275 | 32.222 |  | 37,497 | 4,310 | 19,504 | 23,814 | 5,315) | 3.471 | ( 1,844) | 7.897 | 68,706 | 76,603 |
| Year 19x3 | ( 4.407) | 6,852 | 2,445 | 5,400 | 30 |  | 5,430 | 26,140 | 6,873 | 33,013 | 1,045 | 5,603 | 6,648 | 28,178 | 19,358 | 47,536 |
| Year 19x4 | 3,590 | 9,417 | 13,007 | ( 3,500) ( | $($ 47) | ( | 3,547) | 3,010 | 10.910 | 13,920 | 3,120 | 7,000 | 10,120 | 6,220 | 27,280 | 33,500 |

## FIGURE 4 (Continued)

LEMZ Investinent Club

Condensed Comparative Pinancial Data (Current Cost Basis*)

|  | 19x1 | 19x2 | 19x3 | 19x4 |
| :---: | :---: | :---: | :---: | :---: |
| gains and losses |  |  |  |  |
| Realized Gains (Losses) | \$ 35,245 | (\$ 13,043) | \$ 10,267 | \$ 5,322 |
| Unrealized Gains (losses) | 41,052 | 24,350 | 26,697 | 18,022 |
| Investment Income (loss) | \$76,297 | \$11,307 | \$36,964 | \$ $\mathbf{2 3 , 3 4 4}$ |
| ASSETS |  |  |  |  |
| Cash | \$84,876 | \$ 96,723 | \$129,716 | \$141,530 |
| Investment in futures contracts (market value) | 90,290 | 132,374 | 147,118 | 160,829 |
| Due from Broker (short sales) | 128,830 | 93,330 | 69,973 | 108,493 |
| Margin Deposits | 45,134 | 44,580 | 41,004 | 51,221 |
| Total | \$349,130 | \$367,007 | \$387,811 | \$462,073 |
| LIABILITIES (short-term) | \$217,833 | \$224,403 | \$208,243 | \$259,161 |
| PARTNERSIIP EQUITY | 131,297 | 142,604 | 179,568 | 202,912 |
| Total | \$349,130 | \$367,007 | \$387,811 | \$ $\$ 462,073$ |

* Assets and Liabilities are valued at current market prices. Unrealized holding gains and losses represent the change in market prices of contracts still on hand at the end of each period. Realized holding gains the change in market prices of contracts still on hand at the end of each period. Realized holding gains respect to the previous carrying value of the contract.

FIGURE 4 (Continued)
Guartorly Earnings


Condensed Comparative Quarterly Earnings

|  | First Quarter |  |  | Second Quarter |  |  |  | Third guarter |  |  |  |  | Fourth Quarte |  |  | Total |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Period | Profit (Loss) | Profit (Loss) | Total |  | Profit (Loss) | Profit <br> (Loss) | Total | Profit <br> (loss) |  | Profit (loss) |  | Total | Profit (Loss) | Profit (Loss) | Total | Profit (Loss) | Profit <br> (Loss) | Total |
| Year 19x1 | \$24,200 | \$22,030 | \$46,230 | (\$ | 6,350) | \$15,660 | \$ 9,310 | 113,535 | (\$ 4 | 4.518) |  | 9.017 | \$ 3,860 | \$ 7,880 | \$11,740 | \$35,245 | \$41,052 | \$76,297 |
| Year 19x2 | ( 5,873) | 1,709 | ( 4,164) |  | 2,985 | 11,248 | 14,233 | ( 10.641 ) |  | 9,733 | C | 908) | 486 | 1,660 | 2,146 | 13,043) | 24,350 | 11.307 |
| Year 19x3 | 5,827 | 14,868 | 20,695 |  | 9,380 | 6,530 | 15,910 | ( 5,125) |  | 902 | ( | 4,223) | 185 | 4,397 | 4.582 | 10,267 | 26,697 | 36,964 |
| Year 19x4 | 2,599 | 7,852 | 10,451 | ( | 287) | 1,160 | 873 | 1,500 |  | 880 |  | 2,380 | 1.510 | 8. 130 | 9,640 | 5,322 | 18,022 | 23,344 |

$\cdots$

## CHAPTER FIVE

STATISTICAL TESTS

### 5.1 Binomial Test

The initial step in assessing the degree of the usefulness of the alternative sets of financial data for users' decisions, was the calculation of the percentage of correct rankings by the subjects. These percentages and the related $z$ values for the Binomial Test were computed for pairwise, triple and quadruple comparisons (based on the ranking scheme from Table 2). The Binomial distribution was approximated by the normal curve, in order to find the $z$ values of the ranks for $H C$ and $C V$. The expectation and variance of the number of correct ranks (R) were calculated as follows:
$E(R)=N P$
$\operatorname{Var}(R)=N P Q$
where
$\mathrm{N}=$ Total number of participants for each group ;
$P=$ Probability of ranking the firms correctly for pairwise, triple and quadruple combinations, and
$Q \quad=\quad 1-P$

Then the Central Limit Theorem was applied which allowed the normal approximation and the transformation of the number of correct ranks (R) into the standard normal variables by the following:

$$
z=\frac{R-E(R)}{\sqrt{\operatorname{Var}(R)}}
$$

This is a one-sided test. Positive $z$ values indicate that subjects were able to rank the firms correctly at better than chance levels. Because larger $z$ values result from a greater percentage of correct rankings, the $z$ values can be used as a measure of the degree of usefulness of the financial data under each of the alternative accounting methods.

A test for significant differences in the percent of correct rankings under the two accounting methods was also performed. This test utilized the $z$ values for a two-sided test calculated from the following formula.

where
$T_{1}=$ Percentage of correct rankings by the subjects under HC ( $\mathrm{P}_{\mathrm{H}}$ );
$\pi_{2}=$ Percentage of correct rankings by the subjects under $C V\left(P_{C}\right)$;
$P=$ Percentages of the subjects who ranked the firms correctly under both HC and CV, for pairwise, triple and quadruple comparisons;
$\mathrm{Q}=1-\mathrm{P}$,
$\mathrm{n}=$ Number of participants under HC, and
$\mathrm{m}=$ Number of participants under CV .
Positive values for $z$ in this case, indicate that a greater percentage of subjects correctly ranked the firms under HC than CV. Values for $z$ were calculated for all pairwise, triple and quadruple comparisons.

### 5.2 Analysis of the Subjects' Ranks (The Binomial Test)

The statistical analyses of the subjects' rankings by auditors, by bankers and by financial analysts under each of the two sets of cases are illustrated in tables eight through thirteen. Each table indicates: (a) the ranking scheme from Table 2, (b) the number of participants under each alternative accounting method, (c) the mean and the standard deviation of subjects' ranking for each pairwise, triple, and quadruple comparisons under each alternative accounting method, (d) the number of correct ranks made by the participants in each category, the related percentage of correct ranks and the $z$ values measuring the percentage of correct ranks for each alternative accounting method, and (e) the 2 value for the significance of difference between the percentage of correct ranks achieved under the two accounting methods.

The results of the statistical analyses of the percentage of correct rankings indicate that the subjects' rankings under HC are very similar to CV. This was examined by ranking the magnitude of the percentages of correct ranks for pairwise and triple comparisons under each accounting method, then comparing the ranks for both accounting methods for each group of subjects under each set. Furthermore, as the difference in the percentage of correct decisions made by the firms decreases fewer subjects are able to rank the firms correctly. The trends are true for both accounting methods and are especially pronounced in the triple comparisons. This is to be expected, of course, because the data under both accounting methods become less effective in distinguishing the superior firms, for potential users in their decision context, as the firms' performances become more similar.

The last column indicates the $z$ values of the two-sided test for auditors, bankers and financial analysts. Again, the positive $z$ values, in this case, indicates that, relatively, greater proportions of the subjects had the ability to rank the firms correctly under $H C$ than CV for each ranking category. For example Table 8 indicates that the auditors using set 1 of the experiment were slightly more able to correctly rank the superior firms under $H C$ than $C V$ since there are more positive $z$ values, with a greater magnitude, than negative ones. Furthermore, the quadruple comparison - which is the correct overall ranking - indicates that a greater percentage of auditors ranked the firms correctly under $H C$ than $C V$, because the related $z$ value is positive and relatively large.

TABLE 8
THE COMPARISON OF CORRECT RANKINGS AUDITORS
(SET 1)

| Ranking* Scheme | HC |  |  | CV |  |  | Normal Deviare of $\mathrm{HC} \& \mathrm{CV}$ <br> (z) | Approximated Percentage of $a$ ( HC \& CV) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \hline \text { \#of } \\ & \text { Correct } \\ & \text { Ranks } \\ & R_{H} \end{aligned}$ | Percentage of Correct Ranks $\mathrm{P}_{\mathrm{H}}$ | $\underset{\text { value }}{2}$ | $\begin{aligned} & \text { Cof of } \\ & \text { Correct } \\ & \text { Ranks }^{2} R_{c} \end{aligned}$ | Percentage of Correct Ranks $P_{c}$ | $\underset{\text { value }}{2}$ |  |  |
| Pairwise Comparison: |  |  |  |  |  |  |  |  |
| $A>D$ | 29 | 78.37 | 3.287 | 26 | 86.66 | 3.834 | -0.879 | 37.88 |
| $B>D$ | 28 | 75.67 | 2.959 | 22 | 73.33 | 2.373 | 0.218 | 82.58 |
| $A>C$ | 25 | 67.56 | 1.972 | 13 | 43.33 | -0.912 | 1.990 | 4.66 |
| $C>D$ | 32 | 36.48 | 4.274 | 28 | 93.33 | 4.564 | -0.911 | 36.28 |
| $A>B$ | 28 | 75.67 | 2.959 | 24 | 80.00 | 3.103 | -0.422 | 67.44 |
| $B>C$ | 14 | 37.83 | -1.643 | 2 | 6.66 | -4.929 | 2.975 | 0.30 |
| Triple Comparison: |  |  |  |  |  |  |  |  |
| $A>C>D$ | 21 | 56.75 | 6.322 | 13 | 43.33 | 3.674 | 1.092 | 27.58 |
| $A>B>D$ | 20 | 54.05 | 5.381 | 17 | 56.66 | 5.633 | -0.213 | 83.36 |
| $B>C>D$ | 10 | 27.02 | 1.470 | 2 | 6.66 | -1.714 | 2.161 | 3.08 |
| $A>B>C$ | 8 | 21.62 | 0.588 | 1 | 3.33 | -2.204 | 2.183 | 2.92 |

Quadruple
Comparison:

| $A>B>C>D$ | 6 | 16.21 | 3.257 | 1 | 3.33 | -0.685 | 1.713 | 8.72 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $* \geqslant=$ is preferred to |  |  |  |  |  |  |  |  |


|  | $\underline{H C}$ |  |  | CV |
| :---: | :---: | :---: | :---: | :---: |
| \# of Participants |  | 37 |  | 30 |
| Pairwise Comparison | $\stackrel{\mu}{\square}$ | $\begin{aligned} & 18.5 \\ & 3.0413813 \end{aligned}$ |  | $\begin{aligned} & 15 \\ & 2.7386128 \end{aligned}$ |
| Triple Comparison | $\stackrel{\mu}{0}$ | $\begin{aligned} & 6.1666667 \\ & 2.2669118 \end{aligned}$ | $u=$ $\sigma=$ | $\begin{aligned} & 5 \\ & 2.041,3415 \end{aligned}$ |
| Quadruple Comparison | $\stackrel{H}{6}$ | $\begin{aligned} & 1.54 \\ & 1.215496 \end{aligned}$ | $\mu=$ 0 | $\begin{aligned} & 1.25 \\ & 1.0944938 \end{aligned}$ |

In the case of the bankers using set 1 (Table 9), the results are somewhat mixed but tend to suggest that $C V$ data was slightly more useful for ranking the firms. The comparisons which yield large differences tend to be negative especially in the case of the triple comparison ( $B>C>D$ and $A>B>C$ ). The negative $z$ scores for the comparison indicate that the CV rankings were better. Again, the positive one-sided $z$ values (columns 4 and 7) indicate that the percentage of persons giving a correct ranking was greater than the chance level, while negative one-sided $z$ values indicate that the percentages were less than the chance level (the chance levels for the pairwise, triple, and quadruple comparisons are $1 / 2,1 / 6$, and $1 / 24$ respectively).

Table 10 presents the statistical analyses for the financial analysts using set 1. Again, the $z$ values of the two-sided test are somewhat mixed but with a much lower level of significance. This suggests that for the financial analysts, both accounting methods were equally effective but with a very slight tendency in favor of CV.

TABLE 9
THE COMPARISON OF CORRECT RANKINGS
bankers
(SET I)

| Ranking* Scheme | HC |  |  | CV |  |  | Normal Deviate $\mathrm{HC} \& \mathrm{CV}$ <br> (z) | Approximated Percentage of a (HC \& CV) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \hline \text { \# of } \\ & \text { Correct } \\ & \text { Ranks } \\ & R_{H} \end{aligned}$ | $\begin{gathered} \text { Percentage } \\ \text { of Correct } \\ \text { Ranks } \\ P_{H} \end{gathered}$ | $\underset{\text { value }}{2}$ | $\begin{aligned} & \text { \# of } \\ & \text { Correct } \\ & \text { Ranks } \\ & R_{c} \end{aligned}$ | $\begin{gathered} \text { Percentage } \\ \text { of Correct } \\ \text { Ranks } \\ P_{c} \end{gathered}$ | value |  |  |
| Pairwise Comparison: |  |  |  |  |  |  |  |  |
| $A>D$ | 21 | 91.30 | 3.753 | 19 | 86.36 | 3.198 | 0.527 | 59.62 |
| $B>D$ | 21 | 91.30 | 3.753 | 18 | 81.81 | 2.771 | 0.936 | 34.72 |
| $A>C$ | 17 | 73.91 | 2.085 | 13 | 59.09 | 0.639 | 1.054 | 29.38 |
| $c>D$ | 20 | 86.95 | 3.336 | 22 | 100.00 | 4.477 | -1.754 | 3.02 |
| $A>B$ | 17 | 73.91 | 2.085 | 14 | 63.63 | 1.066 | 0.744 | 45.92 |
| $B>C$ | 5 | 21.73 | -2.919 | 6 | 27.27 | -2.345 | -0.432 | 66.72 |
| Triple Comparison: |  |  |  |  |  |  |  |  |
| $A>C>D$ | 15 | 65.21 | 5.968 | 13 | 59.09 | 5.053 | 0.423 | 67.44 |
| $A>B>0$ | 15 | 65.21 | 5.968 | 12 | 54.54 | 4.481 | 0.730 | 46.54 |
| $B>C>D$ | 2 | 8.69 | -1.305 | 6 | 27.27 | 1.048 | -1.629 | 10.32 |
| $A>B>C$ | - | - | -2.424 | 1 | 4.54 | -1.811 | -1.032 | 30.30 |
| Quadruple Comparison: |  |  |  |  |  |  |  |  |
| $A>B>C>D$ | - | - | -1.521 | 1 | 4.54 | -0.444 | -1.032 | 30.30 |

* $>=$ is preferred to

|  |  | HC |  | CV |
| :---: | :---: | :---: | :---: | :---: |
| \# of Participants |  | 23 |  | 22 |
| Pairwise Comparison | $\begin{aligned} & \mu= \\ & \sigma= \end{aligned}$ | $\begin{aligned} & 11.5 \\ & 2.3979158 \end{aligned}$ | $\mu=$ $0=$ | $\begin{aligned} & 11 \\ & 2.3452079 \end{aligned}$ |
| Triple Comparison | $u=$ 0 $=$ | $\begin{aligned} & 3.8333333 \\ & 1.7873009 \end{aligned}$ |  | $\begin{aligned} & 3.6666667 \\ & 1.7480147 \end{aligned}$ |
| Quadruple Comparison | $\mu=$ $\sigma$ | $\begin{aligned} & 0.9583333 \\ & 0.9583333 \end{aligned}$ | $u=$ $\sigma=$ | $\begin{aligned} & 0.9166667 \\ & 0.9372685 \end{aligned}$ |

TABLE 10
THE COMPARISON OF CORRECT RANKINGS
FINANCIAL ANALYSTS
(SET 1)

| Ranking* Scheme | HC |  |  | CV |  |  | Normal Deviate of $\mathrm{HC} \& \mathrm{CV}$ (2) | Approximated Percentage of a ( $\mathrm{HC} \& \mathrm{CV}$ ) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \hline \text { If of } \\ \text { Correct } \\ \text { Ranks } \\ R_{H} \end{gathered}$ | ```Percentage of Correct Ranks P``` | $\underset{\text { Value }}{z}$ | $\begin{aligned} & \text { for } \\ & \text { Correct } \\ & \text { Ranks }^{2} \\ & R_{c} \end{aligned}$ | ```Percentage of Correct Ranks P``` | $\underset{\text { value }}{z}$ |  |  |
| Pairwise Comparison: |  |  |  |  |  |  |  |  |
| $A>0$ | 15 | 93.75 | 3.250 | 19 | 93.00 | 3.301 | -0.162 | 87.28 |
| $B>D$ | 15 | 93.75 | 3.250 | 17 | 85.00 | 2.906 | 0.830 | 40.66 |
| $A>C$ | 8 | 50.00 | -0.250 | 10 | 50.00 | -0.223 | 0.000 | 100.00 |
| $c>0$ | 15 | 93.75 | 3.250 | 19 | 95.00 | 3.801 | -0.162 | 87.28 |
| $A>B$ | 9 | 56.25 | 0.250 | 10 | 50.00 | -0.223 | 0.373 | 71.14 |
| $B>C$ | 7 | 43.75 | -0.750 | 13 | 65.00 | 1.118 | -1.275 | 20.40 |
| Triple Comparison: |  |  |  |  |  |  |  |  |
| $A>C>0$ | 7 | 43.75 | 2.571 | 10 | 50.00 | 3.699 | -0.373 | 71.14 |
| $A>B>D$ | 8 | 50.00 | 3.242 | 7 | 35.00 | 1.900 | 0.907 | 36.28 |
| $B>C>D$ | 6 | 37.50 | 1.900 | 13 | 65.00 | 5.499 | -1.642 | 10.10 |
| $A>B>C$ | 1 | 6.25 | -1.453 | 3 | 15.00 | -0.500 | -0.830 | 40.66 |
| Quadruple Comparison: |  |  |  |  |  |  |  |  |
| $A>B>C>D$ | 1 | 6.25 | -0.208 | 3 | 15.00 | 1.365 | -0.830 | 40.66 |

* $>=$ is preferred to

|  | HC | CV |
| :---: | :---: | :---: |
| \# of Participants | 16 | 20 |
| Gairwise Comparison | $\begin{aligned} & \mu=8 \\ & \sigma=2 \end{aligned}$ | $\begin{aligned} & u=10 \\ & \sigma=2.236068 \end{aligned}$ |
| Triple Comparison | $\begin{aligned} & \mu=2.6666667 \\ & \sigma=1.490712 \end{aligned}$ | $\begin{aligned} & \mu=3.3333333 \\ & \sigma=1.6666667 \end{aligned}$ |
| Quadruple Comparison | $\begin{aligned} & u=0.6666667 \\ & \sigma=0.7993033 \end{aligned}$ | $\begin{aligned} & u=0.8333333 \\ & \sigma=0.8936504 \end{aligned}$ |

The analyses of the rankings by auditors, bankers and financial analysts using set 2 (Tables 11,12 and 13) also support the results of the analyses of the subjects' rankings under set 1 , except for some minor differences. In general the comparison of the two sets indicates that greater proportions of the subjects were able to rank the firms correctly - for each category - under set 1 than under set 2. This held true for both HC and CV. Moreover, the magnitude of the $z$ values (of the two-sided test) was not as significant under set 2 as they were under the set 1 experiment, especially in the case of auditors and financial analysts. Furthermore, the results of the bankers' ranking under set 2 of the experiment, were slightly different than set 1 . In set 2 there was a tendency toward supporting HC data as being more useful, as opposed to CV in set 1.

TABLE 11
THE COMPARISON OF CORRECT RANKINGS AUDITORS (SET 2)

| Ranking* Scheme | HC |  |  | CV |  |  | Normal |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \hline \text { flof } \\ \text { Correct } \\ R_{\text {anks }} \\ R_{H} \end{gathered}$ | Percentage of Correct Ranks $P_{H}$ | $\underset{\text { value }}{z}$ | $\begin{gathered} \hline \text { \# of } \\ \text { Correct } \\ R_{\text {Ranks }} R_{c} \end{gathered}$ | Percentage of Correct Ranks $P_{C}$ | $\underset{\text { value }}{2}$ | Deviate ot HC \& CV <br> (z) | Approximated Percentage of a ( $\mathrm{HC} \& \mathrm{CV}$ ) |
| Pairwise <br> Comparison: |  |  |  |  |  |  |  |  |
| $A>D$ | 15 | 53.57 | 0.188 | 9 | 50.00 | -0.235 | 0.236 | 81.04 |
| $B>D$ | 19 | 67.85 | 1.700 | 12 | 66.66 | 1.178 | 0.084 | 93.62 |
| $A>C$ | 18 | 64.28 | 1.322 | 7 | 38.38 | -1.178 | 1.687 | 9.10 |
| $C>D$ | 16 | 57.14 | 0.566 | 10 | 55.55 | 0.235 | 0.106 | 91.24 |
| $A>8$ | 8 | 28.57 | -2.456 | 4 | 22.22 | -2.592 | 0.478 | 63.12 |
| $B>C$ | 21 | 75.00 | 2.456 | 15 | 83.33 | 2.592 | -0.668 | 50.28 |
| Triple Comparison: |  |  |  |  |  |  |  |  |
| $A>C>D$ | 9 | 32.14 | 1.943 | 4 | 22.22 | 0.316 | 0.729 | 46.54 |
| $A>B>D$ | 2 | 7.14 | -1.605 | 2 | 11.11 | -0.948 | -0.466 | 63.34 |
| $B>C>D$ | 11 | 39.28 | 2.958 | 8 | 44.44 | 2.346 | -0.346 | 72.64 |
| $A>B>C$ | 6 | 21.42 | 0.422 | 2 | 11.11 | -0.948 | 0.900 | 36.82 |
| Quadruple Comparison: |  |  |  |  |  |  |  |  |
| $A>B>C>D$ | 2 | 7.14 | 0.315 | 1 | 5.55 | -0.294 | 0.213 | 83.36 |

* $>=$ is preferred to


TABLE 12
THE COMPARISON OF CORRECT RANKINGS
BANKERS
(SET 2)

| Ranking* Scheme | HC |  |  | CV |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \text { Cot of } \\ \text { Correct } \\ \text { anks }^{2} \\ R_{H} \end{gathered}$ | Percentage of Correct Ranks ${ }^{P} \mathrm{H}$ | $\underset{\text { value }}{2}$ |  | Percentage of Correct Ranks $P_{c}$ | $z$ Value | $\begin{aligned} & \text { Deviate } \\ & \text { of } \\ & \text { HC \& } \mathrm{CV} \\ & (\mathrm{z}) \end{aligned}$ | Approximated Percentage of $a$ (HC \& CV) |
| Pairwise <br> Comparison: |  |  |  |  |  |  |  |  |
| $A>D$ | 14 | 70.00 | 1.565 | 10 | 45.45 | -0.639 | 1.605 | 10.96 |
| $B>D$ | 16 | 80.00 | 2.459 | 13 | 59.09 | 0.639 | 1.463 | 14.44 |
| $A>C$ | 14 | 70.00 | 1.565 | 11 | 50.00 | -0.213 | 1.318 | 18.68 |
| $C>D$ | 11 | 55.00 | 0.223 | 12 | 54.54 | 0.213 | 0.029 | 97.60 |
| $A>B$ | 7 | 35.00 | -1.565 | 2 | 9.09 | -4.050 | 2.043 | 4.14 |
| $B>C$ | 15 | 75.00 | 2.012 | 18 | 81.81 | 2.771 | -0.537 | 58.92 |
| Triple Comparison: |  |  |  |  |  |  |  |  |
| $A>C>D$ | 6 | 30.00 | 1.300 | 9 | 40.90 | 2.765 | -0.736 | 45.92 |
| $A>B>D$ | 5 | 25.00 | 0.700 | 2 | 9.09 | -1.239 | 1.381 | 16.76 |
| $B>C>D$ | 6 | 30.00 | 1.300 | 10 | 45.45 | 3.337 | -1.029 | 30.30 |
| $A>B>C$ | 5 | 25.00 | 0.700 | 2 | 9.09 | -1.239 | 1.381 | 16.76 |
| Quadruple Comparison: |  |  |  |  |  |  |  |  |
| $A>B>C>D$ | 1 | 5.00 | -0.373 | 2 | 9.09 | 0.622 | -0.514 | 61.00 |

* $>=$ is preferred to

|  |  | HC |  | CV |
| :---: | :---: | :---: | :---: | :---: |
| \# of Participants |  | 20 |  | 22 |
| Pairwise Comparison | $\mu=$ | 10 | $\boldsymbol{u}=$ | 11 |
|  | $\sigma=$ | 2.236068 | $0=$ | 2.3452079 |
| Triple Comparison | $\mu=$ | 3.333333 | $u=$ | 3.6666667 |
|  | $\sigma=$ | 1.6666667 | $\sigma=$ | 1.7480147 |
| Quadruple Comparison | $\mu=$ | 0.8333333 | $\dot{1}$ | 0.9166667 |
|  | $0=$ | 0.8936504 | $\sigma$ | 0.9372685 |

TABLE 13
THE COMPARISON OF CORRECT RANKINGS
FINANCIAL ANALYSTS
(SET 2)

| Ranking* Scheme | HC |  |  | CV |  |  | Normal |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \hline \text { Oof } \\ & \text { Correct } \\ & \text { Ranks }^{2} \\ & R_{H} \end{aligned}$ | Percentage of Correct Ranks $\mathrm{P}_{\mathrm{H}}$ | $\underset{\text { value }}{z}$ | \# 0 <br> Correct <br> Ranks $R_{c}$ | Percentage of Correct Ranks $P_{c}$ | $\stackrel{2}{\text { value }}$ | $\begin{aligned} & \text { Deviate } \\ & \text { of } \\ & \mathrm{HC} \& \mathrm{CV} \\ & (\mathrm{z}) \end{aligned}$ | Approximated Percentage of a <br> (HC \& CV) |
| Pairwise Comparison: |  |  |  |  |  |  |  |  |
| $A>D$ | 5 | 33.33 | -1.549 | 3 | 20.00 | -2.581 | 0.583 | 56.20 |
| $B>D$ | 7 | 46.66 | -0.516 | 11 | 73.33 | 1.549 | -1.054 | 29.38 |
| $A>C$ | 7 | 46.66 | -0.516 | 3 | 20.00 | -2.581 | 1.095 | 27.58 |
| $C>0$ | 9 | 60.00 | 0.516 | 10 | 66.66 | 1.032 | -0.267 | 78.72 |
| $A>B$ | 3 | 20.00 | -2.581 | - | 0.00 | -4.131 | 1.290 | 19.70 |
| $B>C$ | 8 | 53.33 | 0.000 | 9 | 60.00 | 0.516 | -0.260 | 79.48 |
| Tripie Comparison: |  |  |  |  |  |  |  |  |
| $A>C>D$ | 4 | 26.66 | 0.692 | 3 | 20.00 | 0.000 | 0.304 | 76.42 |
| $A>B>D$ | 1 | 6.66 | -1.385 | - | 0.00 | -2.078 | 0.718 | 47.16 |
| $B>C>D$ | 5 | 33.33 | 1.385 | 5 | 33.33 | 1.385 | 0.000 | 100.00 |
| $A>B>C$ | 2 | 13.33 | -0.692 | - | 0.00 | -2.078 | 1.034 | 30.30 |
| Quadruple <br> Comparison: |  |  |  |  |  |  |  |  |
| A $>$ B>C>D | - | 0.00 | -1.453 | - | 0.00 | -1.453 | 0.000 | 100.00 |

* $>=$ is preferred to

|  |  | HC | CV |  |
| :---: | :---: | :---: | :---: | :---: |
| \# of Participants | 15 |  | 15 |  |
| Pairwise Comparison | $\mu=$ | 7.5 | $\mu=$ | 7.5 |
|  | $1=$ | 1.9364917 | $\sigma=$ | 1.9364917 |
| Triple Comparison | $\mu=$ | 2.5 | $\mu=$ | 2.5 |
|  | $\sigma=$ | 1.4433757 | $\sigma=$ | 1.4433757 |
| Quadruple Comparison | $\mu=$ | 0.625 | $\mu=$ | 0.625 |
|  | $\sigma=$ | 0.773924 | $\sigma=$ | 0.773924 |

The combined results of the rankings for the auditors, bankers and financial analysts for each set as well as both sets together were also examined. These analyses are shown in Tables 14, 15, and 16. Table 14, illustrates the analyses of the combined rankings of the subjects under the set 1 experiment. The magnitude of the $z$ values for the test of differences between $H C$ and $C V$ are not significant although there is a very slight tendency toward a positive sign. The analyses of the combined rankings of the subjects for set 2 and for the two sets together(Table 15 and 16) reveal a somewhat greater tendency toward supporting HC data as the more useful financial data in this experiment.

In summary, for the binomial tests, I compared tine subjects actual rankings of the firms to the rankings which $I$ knew to be correct. The results of the analyses of the rankings indicate that, both accounting methods were effective in leading subjects to correctly rank the firms at better than chance levels, but in general there are no statistically significant differences among the subjects' rankings based on $H C$ and $C V$ data, and there is a slight tendency in favor of HC data as the more useful financial information for the subjects in this experiment.

TABLE 14
THE COMPARISON OF CORRECT RANKINGS AUDITORS, BANKERS AND FINANCIAL ANALYSTS (SET 1)

| Ranking* Scheme | HC |  |  | CV |  |  | Normal Deviate of <br> $\mathrm{HC} \& \mathrm{CV}$ <br> (2) | Approximated Percentage of a (HC \& CV) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \hline \text { // of } \\ & \text { Correct } \\ & \text { Ranks } \\ & R_{H} \end{aligned}$ | ```Percentage of Correct Ranks 9``` | $\underset{\text { value }}{z}$ | $\begin{gathered} \hline \text { "of } \\ \text { Correct } \\ \text { Ranks }^{R_{c}} \end{gathered}$ | Percentage of Correct Ranks ${ }^{p_{c}}$ | $\underset{\text { value }}{z}$ |  |  |
| Pairwise <br> Comparison: |  |  |  |  |  |  |  |  |
| $A>D$ | 65 | 85.52 | 6.079 | 64 | 38.88 | 6.481 | -0.610 | 54.18 |
| $B>D$ | 64 | 84.21 | 5.850 | 57 | 79.16 | 4.831 | 0.790 | 42.96 |
| $A>C$ | 50 | 65.78 | 2.638 | 36 | 50.00 | -0.117 | 1.944 | 5.24 |
| $C>0$ | 67 | 88.15 | 6.538 | 69 | 95.33 | 7.660 | -1.710 | 8.72 |
| $A>8$ | 54 | 71.05 | 3.555 | 48 | 66.66 | 2.710 | 0.576 | 56.20 |
| $B>C$ | 26 | 34.21 | -2.867 | 21 | 29.16 | -3.653 | 0.659 | 50.92 |
| Triple Comparison: |  |  |  |  |  |  |  |  |
| $A>C>D$ | 43 | 56.57 | 9.182 | 36 | 50.00 | 7.431 | 0.800 | 42.38 |
| $A>B>D$ | 43 | 56.57 | 9.182 | 36 | 50.00 | 7.431 | 0.800 | 42.38 |
| $B>C>D$ | 18 | 23.68 | 1.487 | 21 | 29.16 | 2.687 | -0.756 | 44.72 |
| $A>B>C$ | 9 | 11.84 | -1.282 | 5 | 6.94 | -2.371 | 0.943 | 34.72 |
| Quadruple Comparison: |  |  |  |  |  |  |  |  |
| $A>B>C>D$ | 7 | 9.21 | 1.913 | 5 | 6.94 | 0.884 | 0.505 | 61.70 |

* $>=$ is preferred to

|  | HC |  | CV |
| :---: | :---: | :---: | :---: |
| \# of Participants | 76 |  | 72 |
| Pairwise Comparison | $\begin{aligned} & \mu=38 \\ & \sigma=4.3588989 \end{aligned}$ | $\begin{aligned} & u= \\ & \sigma= \end{aligned}$ | $\begin{aligned} & 36 \\ & 4.2426407 \end{aligned}$ |
| Triple Comparison | $\begin{aligned} & u=12.6666667 \\ & \sigma=3.2489314 \end{aligned}$ | $\begin{aligned} & \mu= \\ & \sigma= \end{aligned}$ | $12$ |
| Quadruple Comparison | $\begin{aligned} & \mu=3.1666667 \\ & \sigma=1.7420454 \end{aligned}$ | $\begin{aligned} & \mu= \\ & \sigma= \end{aligned}$ | $\begin{aligned} & 3 . \\ & 1.6955825 \end{aligned}$ |

TABLE 15
THE COMPARISON OF CORRECT RANKINGS AUDITORS, BANKERS AND FINANCIAL ANALYSTS (SET 2)

| Ranking* Scheme | HC |  |  | CV |  |  | Normal |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \text { d/ of } \\ \text { Correct } \\ \text { Ranks }^{2} \mathbf{R}_{\mathbf{H}} \end{gathered}$ | Percentage of Correct Ranks $P_{H}$ | $\underset{\text { Value }}{z}$ | ```\| of Correct Ranks Rc``` | Percentage of Correct Ranks $P_{c}$ | $\stackrel{z}{\text { value }}$ | $\begin{aligned} & \text { Deviate } \\ & \text { of } \\ & \mathrm{HC} \& \mathrm{CV} \\ & (\mathrm{z}) \end{aligned}$ | Approximated Percentage of $a$ ( $\mathrm{HC} \& \mathrm{CV}$ ) |
| Pairwise Comparison: |  |  |  |  |  |  |  |  |
| $A>0$ | 34 | 53.96 | 0.503 | 22 | 40.00 | -1.618 | 1.514 | 13.10 |
| $B>D$ | 42 | 66.66 | 2.519 | 36 | 65.45 | 2.157 | 0.138 | 88.86 |
| $A>C$ | 39 | 61.90 | 1.763 | 21 | 38.18 | -1.887 | 2.571 | 1.02 |
| $C>0$ | 36 | 57.14 | 1.007 | 32 | 58.18 | 1.078 | -0.114 | 91.24 |
| $A>B$ | 18 | 28.57 | -3.527 | 6 | 10.90 | -5.932 | 2.378 | 1.74 |
| $8>C$ | 44 | 69.84 | 3.023 | 42 | 76.36 | 3.775 | -0.794 | 42.96 |
| Triple Comparison: |  |  |  |  |  |  |  |  |
| $A>C>D$ | 19 | 30.15 | 2.704 | 16 | 29.09 | 2.291 | 0.125 | 90.44 |
| $A>B>D$ | 8 | 12.69 | -1.014 | 4 | 7.27 | -2.050 | 0.971 | 33.20 |
| $B>C>D$ | 22 | 34.92 | 3.718 | 23 | 41.81 | 4.824 | -0.768 | 44.12 |
| $A>B>C$ | 13 | 20.63 | 0.676 | 4 | 7.27 | -2.050 | 2.061 | 3.94 |
| Quadruple Comparison: |  |  |  |  |  |  |  |  |
| $A>B>C>D$ | 3 | 4.76 | -0.078 | 3 | 5.45 | 0.140 | -0.170 | 86.50 |

* > = is preferred to


TABLE 16
THE COMPARISON OF CORRECT RANKINGS AUDITORS, BANKERS AND FINANCIAL ANALYSTS (SET 1 AND SET 2)

| Ranking* Scheme | HC |  |  | CV |  |  | Normal Deviate of HC \& CV (z) | Approximated Percentage of a (HC \& CV) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Percentage of Correct Ranks $\mathrm{P}_{\mathrm{H}}$ | $\underset{\text { value }}{\mathbf{z}}$ | / of Correct Ranks $^{R_{c}}$ | ```Percentage of Correct Ranks P``` | $\underset{\text { value }}{z}$ |  |  |
| Pairwise Comparison: |  |  |  |  |  |  |  |  |
| $A>D$ | 99 | 71.22 | 4.919 | 86 | 67.71 | 3.904 | 0.621 | 53.52 |
| $B>D$ | 106 | 76.25 | 6.106 | 93 | 73.22 | 5.146 | 2.445 | 1.46 |
| $A>C$ | 89 | 64.02 | 3.223 | 57 | 44.88 | -1.242 | 3.133 | 0.18 |
| $C>D$ | 103 | 74.10 | 5.598 | 101 | 79.52 | 6.566 | -1.044 | 29.84 |
| $A>B$ | 72 | 51.79 | 0.339 | 54 | 42.51 | -1.774 | 1.514 | 13.10 |
| $B>C$ | 70 | 50.35 | 0.000 | 63 | 49.60 | -0.177 | 0.122 | 90.44 |
| Triple Comparison: |  |  |  |  |  |  |  |  |
| $A>C>D$ | 62 | 44.60 | 8.724 | 52 | 40.94 | 7.222 | 0.602 | 54.86 |
| $A>B>D$ | 51 | 36.69 | 6.220 | 40 | 31.49 | 4.365 | 0.892 | 37.34 |
| $B>C>D$ | 40 | 28.77 | 3.717 | 44 | 34.64 | 5.317 | -1.028 | 30.30 |
| $A>B>C$ | 22 | 15.82 | -0.379 | 9 | 7.08 | -3.015 | 2.218 | 2.64 |
| Quadruple Comparison: |  |  |  |  |  |  |  |  |
| $A>B>C>D$ | 10 | 7.19 | 1.574 | 8 | 6.29 | 0.980 | 0.291 | 77.18 |

* $>=$ is preferred to

|  | HC |  | CV |  |
| :---: | :---: | :---: | :---: | :---: |
| \# of Participants | 139 |  | 127 |  |
| Pairwise Comparison | $\mu$ | 69.5 | $: 1=$ | 63.5 |
|  | $\sigma$ | 5.8949131 | $\sigma=$ | 5.6347138 |
| Triple Comparison | $\square$ | $\begin{array}{r} 23.1666667 \\ 4.3938088 \end{array}$ | $u=$ $\sigma=$ | $\begin{array}{r} 21.1666667 \\ 4.1998677 \end{array}$ |
| Quadruple Comparison | $\mu$ | 5.7916667 | $\mu=$ | 5.2916667 |
|  | $\square$ | 2.3559175 | $\sigma=$ | 2.2519282 |

5.3 The Wilcoxon Rank-Sum Test

The Wilcoxon Rank-Sum test was also employed to examine whether there are significant differences among the subjects' rankings under the alternative accounting presentations. The test is based on the principle that the two samples of ranks are treated as though they came from a common population. The observed values in the pooled sample are then ranked. After the rankings are obtained, the samples are separated by accounting treatment and the sum of the ranks are calculated for each. The rank sums obtained are used as test statistics for the analyses discussed in Section (5.4) and illustrated in Table 17 through 22.

Since the sample size was large for both the historical-cost and current-value treatments, the normal approximation was applied to the Wilcoxon distribution.

That is,

$$
P\left[W_{H C} \leqslant W\right]=\Phi\left[\frac{W-E\left(W_{H C}\right)}{\sqrt{\operatorname{Var}\left(W_{H C}\right)}}\right]
$$

where

| $E\left(W_{H C}\right)$ | $=$ Expectation of $W_{H C}$, |
| ---: | :--- |
| $\operatorname{Var}\left(W_{H C}\right)=$ | Variance of $W_{H C}$, |
| $\Phi(X)=$ | Distribution function of the standard normal ran- |
|  | dom variable, and |

$W_{H C} \quad=\quad$ Sum of the ranks for the HC data.
The Central Limit Theorem allows treating the sum $W_{H C}$ of a large number of independent random variables as approximately normally distributed, (for further discussion see Lehmann and D'Abrera, 1975).

Then the expectation and variance of $W_{H C}$ are calculated based on the following formulas respectively:

$$
E\left(W_{H C}\right)=1 / 2 n(N+1)
$$

where

$$
\begin{aligned}
\mathrm{n} & =\text { Sample size of historical-cost subjects, and } \\
\mathrm{N}= & \text { Total sample size of historical-cost and current- } \\
& \text { value subjects. }
\end{aligned}
$$


where
$n \quad=\quad$ Sample size of historical-cost subjects,
m = Sample size of current-value subjects,
$N \quad=\quad$ Total sample size of $n$ and $m$,
$d_{i}=$ The number of ties in each class of ranking, and
e $=$ The number of distinct ranks.

The first term in the expression for the variance is just the variance of $W_{H C}$; the second term gives the correction for ties. The effect of the corrections tend to be quite small. When no ties are present, all the $d_{i}$ are equal to 1 , and the correction term is zero.

The hypothesis tested using the Wilcoxon Rank-Sum test was stated as:

$$
\begin{aligned}
H_{0}: & \text { The financial statements based on } H C \text { and } C V \text { are } \\
& \text { equally effective in helping subjects correctly rank } \\
& \text { the firms. } \\
H_{1}: & \text { The financial statements based on } H C \text { and } C V \text { differ in } \\
& \text { effectiveness. }
\end{aligned}
$$

using a significance level of $\alpha=.05$ the decision rule was established as:

```
Accept H}\mp@subsup{H}{0}{}\mathrm{ if -1.96 < z < 1.96
Reject HO}\mathrm{ either if z <-1.96 (conclude HC the most
                                    effective)
                                    or if z > 1.96 (conclude CV the most
                                    effective)
```

where

$$
z=\frac{W_{H C}-E\left(W_{H C}\right)}{\sqrt{\operatorname{Var}\left(W_{H C}\right)}}
$$

The Wilcoxon Rank-Sum test indicates which group of subjects were able to provide ranks significantly closer to the correct ranking of the firms. Since each group of subjects ranked the firms based on a different set of financial data, then the degree of closeness of each group's ranking to the predetermined ranking of the firms will indicate which of the alternative sets of financial data the subjects found more useful.

Each individual ranking was placed into one of seven different categories starting from zero to six. These seven categories reflect the number of errors in a subject's ranking. An error is defined as the number of reversals between pairs of firms needed to adjust the order in which firms were actually ranked by a respondent to the optimal ordering. For example the ranking $B>A>C>D$ contains one error because only the pair $A B$ needs to be reversed to yield the optimal ordering. The ranking of $A>D>B>C$ contains two errors because two reversals are necessary. The pair DB must be reversed to yield the ranking $A>B>D>C$, and then the pair $D C$ must be reversed to yield the optimal ordering $A>B>C>D$. Since there were four firms, then the number of possible errors would range from zero through six. Small values of the rank sum ( $W_{H C}$ ), and hence negatives $z$ 's, would reflect that fewer errors were made with the HC data. Thus, values of $z<-1.96$ would strongly indicate that the subjects were better able to analyze the financial data for this simple economic decision by using historical-cost data than current-value accounting. On the other hand values of $z>1.96$ would lead to the conclusion that subjects were better able to make the decision using the CV data. The
actual level of $\alpha$ was also calculated in order to determine the degree of closeness of the rankings based on $H C$ and $C V$.
5.4 Analyses of the Subjects' Ranks (the Wilcoxon Rank-Sum Test)

While differences between the subjects' rankings were observed, some evidence of a degree of consensus was apparent. Tables 17 through 22 provide summaries of the statistical analyses based on the Wilcoxon Rank-Sum test. These tables reflect the results of the rankings of the auditors, bankers and financial analysts based on the HC and CV data in each error category. Column one indicates the number of errors in each person's ranking, where 0 represents a ranking with no errors and six represents a ranking with the maximum of six errors. Column two indicates the combined number of subjects using both HC and CV data for each set of the firms who fell into each error category. Column three shows the midrank of each class of ranking. The midranks were calculated based on the Wilcoxon Rank-Sum test and the distribution of the subjects' ranks (column two). Columns four and six show the number of subjects in each error class under $H C$ and CV respectively. The total of these two columns is equal to column two. Columns five and seven indicate the assigned value of each group of the subjects' ranks. These sums were used as the test statistics, ( $\mathrm{H}_{\mathrm{HC}}, \mathrm{W}_{\mathrm{CV}}$ ).

Tables 23,24 and 25 provide the proportion of the subjects' rankings in each error class under sets 1 and 2 for the auditors, bankers and financial analysts respectively. The total number of

TABLE 17
THE COMPARISON OF HC AND CV (AUDITORS)
THE WILCOXON RANK-SUM TEST
(SET I)

| (1) | (2) <br> Combined If of Subjects in Categories ( $\mathrm{HC} \& \mathrm{CV}$ ) | (3) | HC |  | CV |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | (4) | (5) | (6) | (7) |
|  |  | Midrank* | \# of In Each Category | Assigned Value ( $3 \times 4$ ) | Subjects In Each Category | Assigned Value ( $3 \times 6$ ) |
| 0 | 7 | 4 | 6 | 24 | 1 | 4 |
| 1 | 24 | 19.5 | 13 | 253.5 | 11 | 214.5 |
| 2 | 15 | 39 | 8 | 312 | 7 | 273 |
| 3 | 11 | 52 | 4 | 208 | 7 | 364 |
| 4 | 6 | 60.5 | 5 | 302.8 | 1 | 60.5 |
| 5 | 4 | 65.5 | 1 | 65.5 | 3 | 196.5 |
| 6 | - | - | - | - | - | - |
| Total | 67 | - | 37 | 1165.5 | 30 | 1112.5 |
|  |  |  |  | $\left(W_{H C}\right)$ |  | $\left(w_{c v}\right)$ |

*If $d_{i}=\#$ of Combined Subjects in $i^{\text {th }}$ category, $i=0,12, \ldots, 6$, then midrank for the $\mathrm{i}^{\text {th }}$ category would be:

$$
\sum_{i=0}^{i-1} d_{i}+\frac{d_{i}+1}{2}
$$

TABLE 18
THE COMPARISON OF HC AND CV (BANKERS)
THE WILCOXON RANK-SUM TEST
(SET I)

| (1) | (2) | (3) | HC |  | CV |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | (4) | (5) | (6) | (7) |
|  | Combined \# of Subjects In Categories (HC \& CV) | Midrank* | \# of Subjects In Each Category | Assigned Value (3x4) | \# of Subjects in Each Category | Assigned Value $(3 \times 6)$ |
| 0 | 1 | 1 | - | - | 1 | 1 |
| 1 | 24 | 13.5 | 14 | 189 | 10 | 135 |
| 2 | 12 | 31.5 | 5 | 157.5 | 7 | 220.5 |
| 3 | 5 | 40 | 3 | 120 | 2 | 80 |
| 4 | 1 | 43 | 1 | 43 | - | - |
| 5 | 2 | 44.5 | - | - | 2 | 89 |
| 6 | - | - | - | - | - | - |
| Total | 45 | - | 23 | 509.5 | 22 | 525.5 |
|  |  |  |  | ${ }^{\left(W_{H C}\right)}$ |  | $\left.{ }^{(W} C V^{\prime}\right)$ |

*If $d_{i}=$ \# of Combined Subjects in $i^{\text {th }}$ category, $i=0,12, \ldots, 6$, then midrank for the $i^{\text {th }}$ category would be:

$$
\sum_{i=0}^{i-1} d_{i}+\frac{d_{i}+1}{2}
$$

TABLE 19
THE COMPARISON OF HC AND CV (FINANCIAL ANALYSTS) THE WILCOXON RANK-SUM TEST
(SET 1)

| (1) | (2) <br> Combined \# of Subjects in Categories ( $\mathrm{HC} \& \mathrm{CV}$ ) | (3) | HC |  | civ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | (4) | (5) | (6) | (7) |
|  |  | Midrank* | \# of Subjects In Each Category | Assigned Value ( $3 \times 4$ ) | \# of Subjects In Each Category | Assigned Value $(3 \times 6)$ |
| 0 | 4 | 2.5 | 1 | 2.5 | 3 | 7.5 |
| 1 | 12 | 10.5 | 6 | 63 | 6 | 63 |
| 2 | 16 | 24.5 | 7 | 171.5 | 9 | 220.5 |
| 3 | 2 | 33.5 | 1 | 33.5 | 1 | 33.5 |
| 4 | 1 | 35 | 1 | 35 | -- | - |
| 5 | 1 | 36 | - | - | 1 | 36 |
| 6 | - | - | - | - | - | - |
| Total | 36 | - | 16 | 305.5 | 20 | 360.5 |
|  |  |  |  | $\left.{ }^{(W} W_{H C}\right)$ |  | ${ }^{\left(w_{C V}\right)}$ |

*If $d_{i}=\#$ of Combined Subjects in $i^{\text {th }}$ category, $i=0,12, \ldots, 6$, then midrank for the $i^{\text {th }}$ category would be:

$$
\sum_{i=0}^{i-1} d_{i}+\frac{d_{i}+1}{2} .
$$

THE COMPARISON OF HC AND CV (AUDITORS)
THE WILCOXON RANK-SUM TEST
(SET 2)

| (1) |  |  | HC |  | CV |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (2) | (3) | (4) | (5) | (6) | (7) |
|  | Combined ;) of Subjects in Categories (HC \& CV) | Midrank* | \# of Subjects In Each Category | Assigned Value (3 $\times 4$ ) | \# of Subjects In Each Category | Assigned Value ( $3 \times 6$ ) |
| 0 | 3 | 2 | 2 | 4 | 1 | 2 |
| 1 | 9 | 8 | 7 | 56 | 2 | 16 |
| . 2 | 9 | 17 | 3 | 51 | 6 | 102 |
| 3 | 12 | 27.5 | 9 | 247.5 | 3 | 82.5 |
| 4 | 8 | 37.5 | 5 | 187.5 | 3 | 112.5 |
| 5 | 3 | 43 | 1 | 43 | 2 | 86 |
| 6 | 2 | 45.5 | 1 | 45.5 | 1 | 45.5 |
| Total | 46 | - | 28 | 634.5 | 18 | 446.5 |
|  |  |  |  | ${ }^{( } \mathrm{W}_{\mathrm{HCC}}$ ) |  | ${ }^{\left(W_{C V}\right)}$ |

*If $d_{i}=$ \# of Combined Subjects in $i^{\text {th }}$ category, $i=0,12, \ldots, 6$, then midrank for the $i^{\text {th }}$ category would be:

$$
\sum_{i=0}^{i-1} d_{i}+\frac{d_{i}+1}{2}
$$

TABLE 21
THE COMPARISON OF HC AND CV (BANKERS) THE WILCOXON RANK-SUM TEST
(SET 2)

| (1) | (2) | (3) | HC |  | CV |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | (4) | (5) | (6) | (7) |
| Category | Combined f of Subjects In Categories (HC \& CV) | Midrank* | \# of Subjects In Each Category | Assigned Value ( $3 \times 4$ ) | \# of Subjects In Each Category | Assigned Value $(3 \times 6)$ |
| 0 | 3 | 2 | 1 | 2 | 2 | 4 |
| 1 | 14 | 10.5 | 7 | 73.5 | 7 | 73.5 |
| 2 | 6 | 20.5 | 5 | 102.5 | 1 | 20.5 |
| 3 | 5 | 26 | 4 | 104 | 1 | 26 |
| 4 | 4 | 30.5 | 1 | 30.5 | 3 | 91.5 |
| 5 | 8 | 36.5 | 2 | 73 | 6 | 219 |
| 6 | 2 | 41.5 | - | - | 2 | 33 |
| Total | 42 | - | 20 | 385.5 | 22 | 517.5 |
|  |  |  |  | $\left(W_{H C}\right)$ |  | $\left.{ }^{(W)} \mathrm{CV}\right)$ |

*If $d_{i}=$ \# of Combined Subjects in $i^{\text {th }}$ category, $i=0,12, \ldots, 6$, then midrank for the $i^{\text {th }}$ category would be:

$$
\sum_{i=0}^{i-1} d_{i}+\frac{d_{1}+1}{2} .
$$

| (1) | (2) <br> Combined \# of Subjects In Categories ( $\mathrm{HC} \& \mathrm{CV}$ ) | (3) | HC |  | CV |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | (4) | (5) | (6) | (7) |
|  |  | Midrank* | \# of Subjects In Each Category | Assigned Value (3 $\times 4$ ) | \# of Subjects In Each Category | Assigned Value (3x6) |
| 0 | - | - | - | - | - | - |
| 1 | 8 | 4.5 | 5 | 22.5 | 3 | 13.5 |
| 2 | - | - | - | - | - | - |
| 3 | 5 | 11 | 3 | 33 | 2 | 22 |
| 4 | 6 | 16.5 | - | - | 6 | 99 |
| 5 | 8 | 23.5 | 5 | 117.5 | 3 | 70.5 |
| 6 | 3 | 29 | 2 | 58 | 1 | 29 |
| Total | 30 | - | 15 | 231 | 15 | 234 |
|  |  |  |  | $\left(w_{H C}\right)$ |  | $\left.{ }^{(W C V}\right)$ |

*If $d_{i}=$ \# of Combined Subjects in $i^{\text {th }}$ category, $1=0,12, \ldots, 6$, then midrank for the $i^{\text {th }}$ category would be:

$$
\sum_{i=0}^{i=1} d_{i}+\frac{d_{i}+1}{2} .
$$

participants in each group and under each set is also given. Tables 23 through 25 are derived from the data in Tables 17 through 22 and indicate the relative percentages of correct rankings for the different groups of subjects under HC and CV. Although some minor differences exist, the comparisons indicate that both methods of accounting led to equally effective rankings of the firms. However, the tables indicate that, a slightly greater percentages of auditors were oetter able to rank the firms based on the HC data than under the CV data for both sets. In the case of bankers and financial analysts, the results are somewhat mixed.

TABLE 23

## PERCENTAGES OF CORRECT RANKINGS FOR EACH GROUP (AUDITORS)

|  | Set 1 |  |  | Set 2 |  |
| :---: | :---: | ---: | :---: | :---: | :---: |
| Ranks | HC <br> Total $=37$ | CV <br> Total $=30$ | HC <br> Total $=28$ | CV <br> Total $=18$ |  |
| 0 | 16.22 | 3.33 | 7.14 | 5.56 |  |
| 1 | 35.14 | 36.67 | 25.00 | 11.11 |  |
| 2 | 21.62 | 23.34 | 10.72 | 33.34 |  |
| 3 | 10.81 | 23.33 | 32.14 | 16.66 |  |
| 4 | 13.51 | 3.33 | 17.86 | 16.66 |  |
| 5 | 2.70 | 10.00 | 3.57 | 11.11 |  |
| 6 | - | - | 3.57 | 5.56 |  |
| Total | 100.00 | 100.00 | 100.00 | 100.00 |  |

TABLE 24
PERCENTAGES OF CORRECT RANKINGS FOR EACH GROUP (BANKERS)

|  | Set 1 |  |  | Set 2 |  |
| :---: | ---: | ---: | ---: | ---: | ---: |
|  | HC <br> Total $=23$ | CV <br> Total $=22$ |  | HC <br> Total $=20$ | CV <br> Total $=22$ |
| 0 | - | 4.54 | 5.00 | 9.09 |  |
| 1 | 60.87 | 45.46 | 35.00 | 31.82 |  |
| 2 | 21.74 | 31.82 | 25.00 | 4.54 |  |
| 3 | 13.04 | 9.09 | 20.00 | 4.54 |  |
| 4 | 4.35 | - | 5.00 | 13.64 |  |
| 5 | - | 9.09 | 10.00 | 27.28 |  |
| 6 | - | - | - | 9.09 |  |
| Total | 100.00 | 100.00 | 100.00 | 100.00 |  |

TABLE 25
PERCENTAGES OF CORRECT RANKINGS FOR EACH GROUP (FINANCIAL ANALYSTS)

|  | Set 1 |  | Set 2 |  |
| :---: | ---: | :---: | ---: | ---: | ---: |
| Ranks | HC <br> Total $=16$ | CV <br> Total $=20$ | HC <br> Total $=15$ | CV <br> Total $=15$ |
| 0 | 6.25 | 15.00 | - | - |
| 1 | 37.50 | 30.00 | 33.33 | 20.00 |
| 2 | 43.75 | 45.00 | - | -- |
| 3 | 6.25 | 5.00 | 20.00 | 13.34 |
| 4 | 6.25 | - | - | 40.00 |
| 5 | - | 5.00 | 33.33 | 20.00 |
| 6 | - | - | 13.34 | 6.66 |
| Total | 100.00 | 100.00 | 100.00 | 100.00 |

In general, the results of the analyses of the percentages of correct rankings support the results of the binomial test. Table 26 provides a summary of the results from the statistical analyses related to the Wilcoxon Rank-Sum test. Table 26 shows the expectation, variance and other statistical data for the different groups of subjects under both the set 1 and set 2 models. The $z$ values from the statistical analysis for the different groups of subjects are highly consistent with the null hypothesis under the Wilcoxon Rank-Sum test. The probability values ( $\alpha$ ) of the results are also given and they are much greater than .05 which also indicates that there are no statistically significant differences among the subjects' rankings based on HC and CV data. However, with one exception, the $z$ values are negative, this indicates that small values for the rank sums were assigned to the rankings of the subjects who used HC data. This suggests that the subjects have a slightly better ability to analyze the his-torical-cost financial data for this simple economic decision than the current-value data.

TABLE 26
RESULTS OF THE STATISTICAL ANALYSIS
THE WILCOXON RANK-SUM TEST
COMPARISON OF HC AND CV
FOR EACH GROUP

| Groups | $\mathrm{E}\left(\mathrm{W}_{\mathrm{HC}}\right)$ | $\operatorname{Var}\left(\mathrm{W}_{\mathrm{HC}}\right)$ | $Z$ | Approximated <br> Percentage of <br> $(\alpha)$ |
| :--- | :---: | :---: | :---: | :---: |
| Auditors (Set 1) | 1258 | 5890.7564 | -1.2051 | 23.02 |
| Auditors (Set 2) | 658 | 1898.6435 | -0.5393 | 59.62 |
| Bankers (Set 1) | 529 | 1606.5500 | -0.4865 | 63.12 |
| Bankers (Set 2) | 430 | 1498.8618 | -1.1494 | 25.02 |
| Financial <br> Analysts (Set 1) <br> Financial | 296 | 862.60317 | 0.3234 | 74.90 |
| Analysts (Set 2) | 232.5 | 551.89655 | -0.0600 | 95.22 |

Auditors and bankers were pooled together for one test, and in another test, the auditors, bankers, and financial analysts were all pooled together as if they were from the same population. These tests were to examine whether there were any overall differences in the results of the rankings between the groups. Table 27 illustrates the results of the statistical analysis of the pooled samples. The results of the tests performed were highly consistent with the results of the previous tests and supported the null hypotheses of no significant differences. A statistical test was also conducted to examine whether there was any difference between the rankings of the auditors and bankers based on HC and CV. Table 28 indicates the results of the statistical analysis. Again except for some minor differences, on the average, the probability values for these two measures are also similar.

## TABLE 27

## RESULTS OF THE STATISTICAL ANALYSIS

THE WILCOXON RANK-SUM TEST COMPARISON OF HC AND CV

ALL GROUPS COMBINED

| Groups | $E\left(W_{H C}\right)$ | $\operatorname{Var}\left(W_{H C}\right)$ | $Z$ | Approximate <br> Percentage of <br> $(\alpha)$ |
| :---: | :---: | :---: | :---: | :---: |
| Auditors and Bankers |  |  |  |  |
| Set (1) | 3390 | 26549.74 | -1.2734 | 20.4 |
| Set (2) | 2136 | 12558.723 | -1.4277 | 15.56 |
|  <br> Financial Analysts | 5662 | 61576.977 | -0.9288 |  |
| Set (1) | 3748.5 | 33170.235 | -1.5483 | 12.12 |
| Set (2) |  |  |  |  |

TABLE 28
RESULTS OF THE STATISTICAL ANALYSIS THE WILCOXON RANK-SUM TEST COMPARISON OF AUDITORS AND BANKERS RANKING

| Groups | $E\left(W_{H C}\right)$ | $\operatorname{Var}\left(W_{\mathrm{HC}}\right)$ | $Z$ | Approximate <br> Percentage of <br> $(\alpha)$ |
| :---: | :---: | :---: | :---: | :---: |
| HC: |  |  |  |  |
| Set (1) | 1128.5 | 3873.2520 | 0.2410 | 81.04 |
| Set (2) | 686 | 2169.2553 | 0.9769 | 33.20 |
| CV: |  |  |  |  |
| Set (1) | 795 | 2649.2081 | 1.0491 | 29.84 |
| Set (2) | 369 | 1313.2731 | -0.1379 | 88.86 |

### 5.5 The Chi-Square Test

In order to increase the validity of the previous statistical results, the Chi-Square test was also employed to examine the independence of the rankings of the groups under HC and CV. The ChiSquare test is based on the assumption that the samples $C_{1}, C_{2}, \ldots, C_{c}$ are drawn from $C$ populations where $C_{1}+c_{2}+\ldots+c_{c}=N$. Furthermore, each group can be classified into exactly one of "r" different categories according to one criterion, and into exactly one of "c" different categories according to a second criterion, then contingency tables can be generated as shown in Table 29 on the next page:
where

$$
\begin{aligned}
& O_{i j}= \text { The \# of observations associated with row } i \text { and } \\
& \text { column } j \text { simultaneously, and } \\
& E_{i j}=R_{i} C_{j} / N
\end{aligned}
$$

then the test statistic can be expressed as:

$$
x^{2}=\sum_{i=1}^{r} \sum_{j=1}^{c} \frac{\left(0_{i j}-E_{i j}\right)^{2}}{E_{i j}}
$$

Moreover the hypotheses can also be stated as:

$$
\begin{array}{ll}
H_{0}: \quad & P(o f \text { an observation falling in column } j) \text { is } \\
& \text { the same for each row, for all } j \\
H_{1}: \quad & \text { Otherwise }
\end{array}
$$

TABLE 29

## CONTINGENCY TABIES

| $\begin{aligned} & \text { Column } \\ & \text { Row } \end{aligned}$ | 1 | 2 | -- | C | Totals |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $O_{11}$ | $\mathrm{O}_{12}$ | -- | $\mathrm{O}_{1 c}$ | $\mathrm{R}_{1}$ |
| 2 | $\mathrm{O}_{21}$ | $\mathrm{O}_{22}$ | -- | $\mathrm{O}_{2 \mathrm{c}}$ | $\mathrm{R}_{2}$ |
| -- | -- | --- | -- | --- | -- |
| r | $O_{r 1}$ | $\mathrm{O}_{\mathrm{r} 2}$ | -- | $\mathrm{O}_{\mathrm{rc}}$ | $\mathrm{R}_{r}$ |
| Totals | $c_{1}$ | $C_{2}$ | -- | $\mathrm{C}_{\mathrm{c}}$ | N |


| $\begin{aligned} & \text { Column } \\ & \text { Row } \end{aligned}$ | 1 | 2 | -- | C | Totals |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\mathrm{E}_{11}$ | $\mathrm{E}_{12}$ | - | $\mathrm{E}_{1 c}$ | $\mathrm{R}_{1}$ |
| 2 | $\mathrm{E}_{21}$ | $E_{22}$ | -- | $E_{2 c}$ | $\mathrm{R}_{2}$ |
| -- | --- | --- | --- | --- | -- |
| r | $E_{r l}$ | $E_{r 2}$ | -- | $E_{r c}$ | $\mathrm{R}_{\mathrm{r}}$ |
| Totals | $C_{1}$ | $C_{2}$ | -- | $c_{c}$ | N |

All Chi-Square tests that compare frequencies are upper-tailed with an approximate level of significance of $\alpha$. Thus, $H_{0}$ is rejected if $\chi^{2}$ exceeds the $1-\alpha$ quantile of a Chi-Square random variable with (r-1)(c-1) degrees of freedom, (for further discussion see Conover 1971).

In this study, each observation for auditors, bankers and financial analysts were classified into one of " $r=7$ " categories according to the error criteria (namely $0,1, \ldots, 6$ ), and into one of " $c=2$ " categories according to the HC and CV criteria.

Then at a significance level of $\alpha=.05$, the decision rule was stated as:

Accept $H_{0}$ (conclude that the distribution of the scores are the same for $H C$ and $C V$ if $X^{2} \leqslant 12.592$ ).

Feject $H_{0}$ (conclude that there is a significant difference in the distribution of scores between HC and CV if $x^{2}>12.592$ ).
Therefore large $X^{2}$ values tend to refute $H_{0}$, while small values support the null hypothesis. The actual significance level of $\alpha$ was also calculated in order to determine the degree of homogeneity of the scores. This latter aspect is discussed in the next section.

### 5.6 Analyses of the Subjects' Ranks (The Chi-Square Test)

Table 30 , provides a summary of the results of the statistical analyses related to the Chi-Square tests performed on the different groups of rankings. Again the Chi-Square statistics $\left(X^{2}\right)$ are highly consistent with the null hypothesis because the probability values
are much greater than .05 . The contingency tables for the actually observed and expected frequencies using the Chi-Square test are given in Tables 31 through 36.

The statistical results from the Wilcoxon Rank-Sum test are very similar to the results from the Chi-Square test, as shown on Tables 26 and 30 respectively. However, there is a large discrepancy in the results from the two tests for the financial analysts who used set 2 . The alpha significance level was approximately 95 percent for the Wilcoxon Rank-Sum test whereas it was approximately 10 percent based on the Chi-Square test. The reason for this difference may be due to the fact that the Wilcoxon Rank-Sum test determines the degree of closeness of the average of subjects' scores; whereas the Chi-Square test examines the entire distribution of the scores and the degree of homogeneity between them. Hence, these results suggest that the average of the individual scores for the set-two-financial analysts were the same, but the distribution of the individual scores differed.

## TABLE 30

RESULTS OF THE STATISTICAL ANALYSIS
THE CHI-SQUARE TEST
COMPARISON OF HC AND CV

| Subject Groups | $x^{2}$ | Degree <br> Of Freedom | Approximated <br> Percentage <br> Of ( $\alpha$ ) |
| :--- | :---: | :---: | :---: |
| Auditors (Set 1) | 7.6416 | 5 | $<20$ |
| Auditors (Set 2) | 6.0567 | 6. | $>30$ |
| Bankers (Set 1) | 5.1803 | 5 | $>30$ |
| Bankers (Set 2) | 9.7268 | 6 | $<20$ |
| Financial <br> Analysts (Set 1) | 2.8406 | 5 | $>70$ |
| Financial <br> Analysts (Set 2) | 7.5333 | 4 | $>10$ |

TABLE 31
AUDITORS (SET 1)
CONTINGENCY TABLE FOR ACTUAL OBSERVED FREQUENCIES

| Ranks | HC | CV | Totals |
| :---: | :---: | :---: | :---: |
| 0 | 6 | 1 | 7 |
| 1 | 13 | 11 | 24 |
| 2 | 8 | 7 | 15 |
| 3 | 4 | 7 | 11 |
| 4 | 5 | 1 | 6 |
| 5 | 1 | 3 | 4 |
| 6 | - | - | - |
| Totals | 37 | 30 | 67 |

CONTINGENCY TABLE FOR EXPECTED FREQUENCIES

| Ranks | HC | CV | Totals |
| :---: | :---: | :---: | :---: |
| 0 | 3.8656716 | 3.1343284 | 7 |
| 1 | 13.253731 | 10.746269 | 24 |
| 2 | 8.2835821 | 6.7164179 | 15 |
| 3 | 6.0746269 | 4.9253731 | 11 |
| 4 | 3.3134328 | 2.6865672 | 6 |
| 5 | 2.2089552 | 1.7910448 | 4 |
| 6 | - | - | - |
| Totals | 37 | 30 | 67 |
| $x^{2}=7.6416805$ With 5 Degrees of Freedom |  |  |  |

TABLE 32
BANKERS (SET 1)
CONTINGENCY TABLE FOR ACTUAL OBSERVED FREQUENCIES

| Ranks | HC | CV | Totals |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 1 |
| 1 | 14 | 10 | 24 |
| 2 | 5 | 7 | 12 |
| 3 | 3 | 2 | 5 |
| 4 | 1 | - | 1 |
| 5 | 0 | 2 | 2 |
| 6 | - | - | - |
| Totals | 23 | 22 | 45 |

CONTINGENCY TABLE FOR EXPECTED FREQUENCIES

| Ranks | HC | CV | Totals |
| :---: | :---: | :---: | :---: |
| 0 | 0.5111111 | 0.4888889 | 1 |
| 1 | 12.2666667 | 11.7333333 | 24 |
| 2 | 6.1333333 | 5.8666667 | 12 |
| 3 | 2.5555556 | 2.4444444 | 5 |
| 4 | 0.5111111 | 0.4888889 | 1 |
| 5 | 1.0222222 | 0.9777778 | 2 |
| 6 | - | - | - |
| Totals | 23 | 22 | 45 |
| $\chi^{2}=5.1803357$ | With 5 Degrees of Freedom |  |  |

TABLE 33
FINANCIAL ANALYSTS (SET 1)
CONTINGENCY TABLE FOR ACTUAL OBSERVED FREQUENCIES

| Ranks | HC | CV | Totals |
| :---: | :---: | :---: | :---: |
| 0 | 1 | 3 | 4 |
| 1 | 6 | 6 | 12 |
| 2 | 7 | 9 | 16 |
| 3 | 1 | 1 | 2 |
| 4 | 1 | 0 | 1 |
| 5 | 0 | 1 | 1 |
| 6 | 16 | - | - |
| Totals | 20 | 36 |  |

CONTINGENCY TABLE FOR EXPECTED FREQUENCIES

| Ranks | HC | CV | Totals |
| :---: | :---: | :---: | :---: |
| 0 | 1.7777778 | 2.2222222 | 4 |
| 1 | 5.3333333 | 6.6666667 | 12 |
| 2 | 7.1111111 | 8.8888889 | 16 |
| 3 | 0.8888889 | 1.1111111 | 2 |
| 4 | 0.4444444 | 0.5555556 | 1 |
| 5 | 0.4444444 | 0.5555556 | 1 |
| 6 | - | - | - |
| Totals | 16 | 20 | 36 |

$x^{2}=2.8406252$ With 5 Degrees of Freedom

TABLE 34
AUDITORS (SET 2)
CONTINGENCY TABLE FOR ACTUAL OBSERVED FREQUENCIES

| Ranks | HC | CV | Totals |
| :---: | :---: | :---: | :---: |
| 0 | 2 | 1 | 3 |
| 1 | 7 | 2 | 9 |
| 2 | 3 | 6 | 9 |
| 3 | 9 | 3 | 12 |
| 4 | 5 | 3 | 8 |
| 5 | 1 | 2 | 3 |
| 6 | 28 | 1 | 2 |
| Totals | 18 | 46 |  |

CONTINGENCY TABLE FOR EXPECTED FREQUENCIES

| Ranks | HC | CV | Totals |
| :---: | :---: | :---: | :---: |
| 0 | 1.826087 | 1.173913 | 3 |
| 1 | 5.4782609 | 3.5217391 | 9 |
| 2 | 5.4782609 | 3.5217391 | 9 |
| 3 | 7.3043478 | 4.6956522 | 12 |
| 4 | 4.8695652 | 3.1304348 | 8 |
| 5 | 1.826087 | 1.173913 | 3 |
| 6 | 1.2173913 | 0.7826087 | 2 |
| Totals | 28 | 18 | 46 |
| $\chi^{2}=6.0567682$ With 6 Degrees of Freedom |  |  |  |

TABLE 35
BANKERS (SET 2)
CONTINGENCY TABLE FOR ACTUAL OBSERVED FREQUENCIES

| Ranks | HC | CV | Totals |
| :---: | :---: | :---: | :---: |
| 0 | 1 | 2 | 3 |
| 1 | 7 | 7 | 14 |
| 2 | 5 | 1 | 6 |
| 3 | 4 | 1 | 5 |
| 4 | 1 | 3 | 4 |
| 5 | 2 | 6 | 8 |
| 6 | 0 | 2 | 2 |
| Totals | 20 | 22 | 42 |

CONTINGENCY TABLE FOR EXPECTED FREQUENCIES

| Ranks | HC | CV | Totals |
| :---: | :---: | :---: | :---: |
| 0 | 1.4285714 | 1.5714286 | 3 |
| 1 | 6.6666667 | 7.3333333 | 14 |
| 2 | 2.8571429 | 3.1498571 | 6 |
| 3 | 2.3809524 | 2.6190476 | 5 |
| 4 | 1.9047619 | 2.0952381 | 4 |
| 5 | 3.8095238 | 4.1904762 | 8 |
| 6 | 0.952381 | 1.047619 | 2 |
| Totals | 20 | 22 | 42 |
| $\chi^{2}=9.7268181$ With 6 Degrees of Freedom |  |  |  |

TABLE 36
FINANCIAL ANALYSTS (SET 2)
CONTINGENCY TABLE FOR ACTUAL OBSERVED FREQUENCIES

| Ranks | HC | CV | Totals |
| :---: | :---: | :---: | :---: |
| 0 | - | - | - |
| 1 | 5 | 3 | 8 |
| 2 | - | - | - |
| 3 | 3 | 2 | 5 |
| 4 | - | 6 | 6 |
| 5 | 2 | 3 | 8 |
| 6 | 15 | 1 | 3 |
| Totals |  | 15 | 30 |

CONTINGENCY TABLE FOR EXPECTED FREQUENCIES

| Ranks | HC | CV | Totals |
| :---: | :---: | :---: | :---: |
| 0 | - | - | - |
| 1 | 4 | 4 | 8 |
| 2 | - | - | - |
| 3 | 2.5 | 2.5 | 5 |
| 4 | 3 | 3 | 6 |
| 5 | 4 | 4 | 8 |
| 6 | 1.5 | 1.5 | 3 |
| Totals | 15 | 15 | 30 |
| $x^{2}=7.5333$ | With 4 Degrees of Freedom |  |  |

The degree of usefulness of $H C$ versus $C V$ financial data on users' decisions was examined first by (a) developing a ranking scheme (Table 2), (b) computing the percentages of correct rankings made by the subjects, and (c) calculating the related $z$ values of the subjects' rankings by employing the binomial test. The results of the binomial test indicate that, when all of the rankings are compared, there are no significant differences among the subjects' rankings based on $H C$ and $C V$ data. However, there is a slight tendency which indicates that auditors were better able to make the rankings with HC data, while the financial analysts made slightly better rankings with the CV data.

The Wilcoxon Rank-Sum test was also employed for pairwise comparisons of the $H C$ and $C V$ rankings. When all rankings are considered, the results of the Wilcoxon Rank-Sum test support the results of the overall binomial test. The test suggests that subjects were equally effective in ranking the firms using either of the alternative accounting methods. Once again, however, a slightly greater percentage of the subjects were better able to rank the firms using HC data.

The Cni-Square test was also employed to examine the independence of the rankings of the groups under HC and CV . Except for some minor differences, the statistical results from this test were very similar to the previous two.

In summary, the results of the Binomial tests and the Wilcoxon Rank-Sum tests were highly consistent with the results of the ChiSquare tests. The results suggest that, there are no statistically
significant differences among the investment decisions made by the subjects using historical-cost as opposed to current- value data, in this simple investment decision.

Many accountants criticize historical-cost accounting and argue for a change of accounting method, to better disclose and reflect the effects of inflation and technological change. It has been argued that current-value accounting will better facilitate the communication process in a business environment, and hence lead to better economic decision-making. However, there is a lack of conclusive and compelling empirical evidence to indicate the extent to which users are able to utilize new current-value information.

The prior empirical studies which have been made typically have surveyed the opinions of respondents about the desirability of reporting current-value information. But these studies have usually been in the context of some subjective criterion of usefulness specified by the researchers. There have not been studies which objectively examine (1) the extent of users' comprehension of alternative accounting data, (2) whether a "learning effect" has indeed taken place as time has passed and inflation has intensified, (3) whether such information, which is costly to produce, results in sufficiently better economic decisions to justify the cost, (4) how alternative information should be presented and interpreted, and (5) how
current-value data is to be measured and applied for different industries.

This study attempted to address the first three questions in the context of a specific industry. It involved the usefulness of current-value as opposed to historical-cost data, in the context of a potential users' actual decision. The respondents in the experiment were required to render their judgments on a potential investment based solely on historical-cost or current-value data. A sample of three groups of potential users of financial statements (auditors, bankers and financial analysts) were selected. The subjects were asked to evaluate the financial statements of four investment firms and rank them based on each firm's attractiveness. The results of the study indicate that there are no significant differences among the subjects' investment decisions based on HC data as opposed to CV data and that both methods were equally effective in making this simple investment decision.

The general finding of this study may be explained by a plausible theoretical argument (set forth by Ijiri, 1967 and Revsine, 1970) which states that decision makers usually employ or select a decision rule which relates inputs to decisions in a manner consistent with their prior experience, perceptions, and objectives. Therefore, changes in accounting methods may affect the perceived relevance of accounting information and may lead to an erroneous judgment about the firms' performance. Based on this argument, decision makers may intuitively associate a meaning with a title or surrogate that they have been applying through their past experience. Hence, the results
of decision makers' judgments based upon a new accounting measurement approach may be systematically biased from the start. Judgments arising from a misinterpreted surrogate may not reflect the usefulness of the new information system. This argument may apply to this study, where the results indicate that there are no significant differences among the investment decisions made by users given historical-cost versus current-value information. The current-value information may be potentially more relevant and useful, but the subjects may not yet know how to properly incorporate the information into their analysis.

It has been argued that, although current-value accounting has more useful financial information content than historical-cost data, users may not yet be familiar with how to use this information. If this is the case, then in order to prevent misuse of the accounting information, and to assist users in making rational economic decisions, the potential users may need to be more informed about the applicability, and the proper procedures for analysis of current-value data. In this regard, one can suggest that the accounting profession (theorists, policymakers and professionals) (1) should more closely examine the effects of current-value as opposed to historical-cost data in each industry, (2) should place more emphasis on the practical aspects of application and interpretation of current-value data for each industry, and (3) recognize that there is a need for programs to educate users about current-value data and its interpretation. With regard to the last point, there is some evidence in this study that familiarity with the current-value data improves its
usefulness. The findings suggest that financial analysts were slightly better able to rank the firms based on the current-value than historical-cost data. This may be due to financial analysts being relatively more involved with the utilization of current-value data.

Future work should provide more extensive investigation of the impact of current-value and general-price-level adjusted accounting data versus historical-cost data on users' economic decisions. Since the results of this study are, at most, generalized only to industries without long-term assets, additional work will be necessary to identify the impact of alternative financial data on users' decisions for different industries. Moreover, since the subjects of this project indicated a desire to have forecasted operational and financial statements by management (in order to examine the deviation planned from actual performance) it might be beneficial to examine the degree of usefulness of alternative accounting methods where the subjects have access to such supplementary information.
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[^0]:    *Assets and Liabilities are valued at current market prices. Unrealized holding gains and losses represent the change in market prices of contracts still on hand at the end of each period. Realized holding gains and losses are recognized for contracts closed during the period. The gains and losses are measured with respect to the previous carrying value of the contract.

