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ESTABLISHING o AND g RISK LEVELS IN THE EVALUATION OF
SUBSTANTIVE STATISTICAL AUDITING TECTS

THAT EMPLOY HYPOTHESIS TESTING

CHAPTER 1T

INTRODUCTION

The authoritative auditing literature has long recognized and

permitted two general approaches to audit sampling: nonstatistical and

statistical., Indeed, Statement on Auditing Standards (SAS) No. 39,

paragraph .03 contains the following statements recognizing the two

approaches:

ing

There are two general approaches to audit sampling:
nonstatistical and statistical. Both approaches require that
the auditor use professional judgment in planning, performing,
and evaluating a sample and in relating the evidential matter
produced by the sample to other evidential matter when forming
a conclusion about the related account balance or class of
transactions. The guidance in this Statement applies equally
to nonstatistical and statistical sampling.

Paragraph .04 continues with the following statements support-
the use of either approach:

The third standard of field work states, "Sufficient
compeieni evidential matter is to be obtained through inspec~
tion, observation, inquiries, and confirmations to afford a
reasonable basis for an opinion regarding the financial state-"
ments under examination.'" Either approach to audit sampling,
when properly applied, can provide sufficient evidential matter.

1



Tn expounding upon the use of audit sampling, SAS No. 39, para-
graph .10 defines sampling risk as the possibility that, when a compli-
ance or a substantive test is restricted to a sample, the auditor's
conclusions may be different from the conclusions he would reach if the
test were applied in the same way to all items in the account balance
or class of transactions. In paragraph .12, SAS Ro., 39 identifies two
aspecté of sampling risk about which the auditor must exercise profes-—
sional judgement when performing substantive tests:

(1) The risk of incorrect acceptance {also known as B risk or Type Ii
error) is the risk that the sample supports the conclusion that the
recorded account balance or class of transactions is not materially
misstated when it is materially mistated, and

(2) The risk of incorrect rejection (also known as a risk or Type 1
error) is the risk that the sample supports the conclusion that the
reported account- balance or class of transactions is materially
misstated when it is not materially misstated.

The auditor is advised that the former risk relates to the effective-

ness of the audit and that the latter risk relates to the efficiency of

the audit.

SAS No. 39 suggests that statistical sampling is sometimes use-

’Ful becanse it allows the auditor to quantify these aspects of sampling
risk to levels that he can consider acceptable. Though suggesting that
scatistical theory is sometimes useful in the context of audit sam—
pling, SAS No. 39 does not stipulate quantitative restrictions with re-
spect to these risks. However, by assumption, it is desirable to have

Loth uspects of sampling risk small. On the other hand, reduction of



one necessarily leads to the increase in the other given a certain
amount of evidence. Thus, the auditor must trade off the two risks
(risk of incorrect acceptance, risk of incorrect rejection) in accor-
dance with a preference function U indicating the level of satisfac-
tion. This preference function, U, reflects the attitude of the audi-
tor about the relative importance of each risk. If the auditor regards
one oflthe two risks as relatively more important than the other, then
his preference function would weight that attitude accordingly. For
example, if the auditor experiences a situation in which an increased
level of at least one of the two risks must be assumed, he would toler-
ate a larger increase in the less important risk than in the more im-
portant risk. On the other hand, he would not be satisfied with a re-
sult that increases the level of the more important risk by an amount
larger than the increase in the level of the less important risk. This
study is undertaken to theoretically and empirically investigate and
compare alternative approaches which can be used to structure and

resolve the tradeoff dilemma.

Role of Hypothesis Testing in Auditing

In order to achieve his overall objective in carrying out the
attest function, an auditor frequently relies on statistical hypothesis
testing (Elliot and Rogers, 1972 and Kaplan, 1975). 1In auditing, two
testable hypotheses exist that permit decisions relevant for auditing

1
use. These hypotheses are:

HO: The financial statement amount is correct,
Ha: The financial statement amount is misstated by a material
amount .



Statistical Hypothesis Testing

The general idea underlying statistical hypothesis testing is
that the decision-maker begins with a hypothesized value for a param-
eter, such as the total book value of a population, and then "tests"
this hypothesized value by collecting a random sample and comparing the
appropriate sample statistic, such as an extended estimate of a sample
medan , té the hypothesized value. 1If the statistic is 'close" to the
hypothesized value, the decision-maker accepts the hypothesized value;
if the sample statistic is so different from the hypothesized value
that such a resu]L is unlikely to occur by chance when the parameter
has the hypothesized value, he rejects the hypothesized value (Kazmier,
1979). Thus, the objective of hypothesis testing is to accept or re-
ject the hypothesized value as being correct on the basis of sample
data that are collected.

The first step in a statistical hypothesis test is to formulate
the null and alternate hypothesés (Kazmier, 1979). The null hypothesis
(designated HO) specifies the parameter value to be tested; the alter-
nate hypothesis (designated Ha) specifies the parameter value(s) which
is accepted if the null hypothesis is rejected.

The second step is to specify the level of significance, the
standard used as the basis for rejecting the null hypothesis (Kazmier,
1979). For example, if a 5 percent level of significance is specified,
the null hypothesis is rejected only if the sample result is so differ-
ent from the parameter value that a difference of such magnitude could
only occur by chance with a probability of 5 percent or less. If a 5
percent level of significance is used as the basis for rejecting the

null hypothesis, it follows that the probability of rejecting the null
4



hypothesis when it is true is 5 percent. This risk is referred to as
Type T errcr, which is always equal to the level of significance used
as a standard for rejecting (or not rejecting) the null hypothesis,

HO. For example, in the audit context, HO is usually formulated as:
the financial statement amount is correct. The probability of a Type

I error is often designated by "a" (Kazmier, 1979). In contrast to
Type 1 error, a Type II error is the risk of accepting a false null hy-
pothesis. The probability of a Type II error is designated by "8"
(Kazmier, 1979). For example, if a 5 percent B risk level is speci-
fied, the chance that the sample result fails to be sufficiently dif-
ferent from the parameter value when there is material misstatement is
5 percent or less. Type Il error gives an indication of the ability of
the test to discriminaie between the null hypothesis and its alterna-
tive. This ability of a test is referred to as its power (Kazmier,
1979). Numerically, the power of a test is taken to be one minus the
probability of a Type II error. In general, assuming less risk of com-—
mitting a Type 1 error exposes the decision-maker to more risk of com-
mitting a Type I1 error and vice versa given a certain amount of evi-
dence (Kazmier, 1979).

Selecting the test statistic is the third step in statistical
hypothesis testing (Kazmier, 1979). The test statistic is the value,
based on the sample, used to determine whether the null hypothesis
should be accepted or rejected. For example, the extended estimate of
a sample mean can serve as a test statistic for the hypothesized value
of the total value of a population. Generally, the test statistic is

the sample estimator of the population parameter being tested. In a



typical audit case, the extended estimate of a gample mean is the sam-
ple estimator of the true audit value of the population.

Next, the decision-maker must determine the critical value(s)
of the test statistic (Kazmier, 1979). There may be one or two criti-
cal values depending on whether a one-tailed or a two-tailed test is
appropriate, For either type of test, a critical value is in the same
unit of measurement as the test statistic and identifies the threshhold
value(s) of the test statistic that would lead to rejection of the null
hypothesis at the given level of significance. The critical values
form the boundaries of the critical region--the interval within which
the test statistic will support acceptance of the null hypothesis. A
sample test statistic outside the critical region will indicate rejec-
tion of the null hypothesis and thus acceptance of the alternative hy-
pothesis.

At this point, the decision-maker detcrmines the sample value
of the test statistic by collecting a random sample from the population
of interest (Kazmier, 1979). He then compares the value of the test
statistic with the previously established critical value(s). If the
samplevalue of the test statistic falls within the critical region, he
can accept the null hypothesis; otherwise, he rejects the null hypoth-

esis and accepts the alternative as though it were correct.

Audit Application
To design a suitable hypothesis test to verify the correctness
of the financial statement amount (Ho), the auditor must specify

several parameters: T, the amount of tolerable error; IC, the audi-



tor's assessment of the risk that, given that errors equal to tolerable
error have occurred, the system of internal accounting control would
fail to detect it; AR, the auditor's assessment of the risk that ana-
lytical review and other relevant auditing procedures would fail to
detect errors equal to tolerable error, given that such errors have
occurred and were not detected by the system of internal accounting
controi; and a, the risk of incorrect rejection (American Institute of
Certified Public Accountants, 1981). The hypothesis test can be con-
verted into an equivalent test stated in terms of reliability and pre-~
cision. The decision rule is that the book value will be accepted as
being correct if the estimated audited value is included within the de-
cision interval, book value + precision, but rejected otherwise. The
conversion can be expressed as follows:

RL = 1 - a, (the complement of level of significance)

z

A= T/ ;E ), aund
‘af2

DL = BV + A where
RL represents the reliability assigned to the substantive
statistical test, (referred to as TD in the appendix
to SAS No. 39)
DT represents the decision interval within which the esti-
mated audited value supports acceptance of the book
value,

z is the reliability coefficient of the two-tailed

al?

o risk level,

z, is the one-tailed reliability coefficient for the given

g

B (risk of incorrect acceptance) risk level,



BV represents the book value asserted by the financial
statement under audit, and
A represents precision (distance in dollars between the
parameter and the limit of the critical region).
For example, if the auditor wants to have no more than a 5 percent
chance of rejecting a given balance if it is correct, and no more than
a s peﬁcent chance of accepting the balance if it is in error by $1,000
(tolerable error) or more, he should use a reliability level for the
statistical test of 95 percent (1 - .05) and a precision of $544 (A =
1,000/(1 + 1.645/1.96)). The hypothesis test approach permits the
auditor to recognize and control the a and B risk levels, provides a
correct decision rule for using the statistical results, and states the
problem in the most relevant audit terms (Elliott and Rogers, 1972).
Thus, it is apparent that the level of significance of the hy-
pothesis test is directly related to the risk of incorrect rejection
(¢). ~On the other hand, precision is a function of the risk of in-
correct rejection, the risk of incorrect acceptance (B), and the amount
of tolerable error. Establishing the risk of incorrect acceptance (B8
risk) is not an independent or isolated decision. Rather, this risk
level is a function of the specified values of IC and AR. Figure I-1
illustrates this relationship. One can observe from Figure 1-1 that
the ultimate risk (UR) of unfair presentation is determined by B, IC,
and AR. Symbolically, ultimate risk may be expressed as follows:
UR = IC X AR X B.

By restating ;he above equation into the following form, it becomes ap-

parent that establishing B is not an independent or isolated decision:



FIGURE 1-1

ULTIMATE R1SK AND COMBINED RELTABILITY

Material Errov
Exists

|

Internal Control yes (1~1C)
Decects 9

‘Jv no (IC)

Supplemental Audit yes (,1-AR$'
Procedures Detect

Lno {AR)

Statistical Hypothesis yes (1--8)*
Testing Detects '

\l{uo (8) \
b

Unfair Presentation Fair Presentation
(Ultimare Risk) (Combined Reliability)




B = UR/(IC X AR).

Paragraph .06 of the appendix to Statement on Auditing Standards (SAS)

No. 39 confirms this observation. When selecting the appropriate risks

of incorrect rejection and acceptance (o and B risks, respectively),

the auditor must consider the consequences of making an incorrect de-

cision as in Table I-1.

The above discussion of the risks.inherent in using substantive
statistical tests was confined to the planning stage of a statistical
sampling application. To summarize, the planning stage includes the
following steps:

1. Selection of a reliability level for the substantive statistical
test based on an acceptable level of a risk,

2. Judgmentally determining the risks of internal control (IC) and
analytical review and other relevant auditing procedures (AR)
tailure and calculating an acceptable risk of incorrect acceptance
(8),

3. Judgmentally determining T (tolerable error) and calculating the
planned precision, A, and

4. Calculating the planned sample size using the planned precision,
reliability, and an estimate of the population standard devia-
tion.

After the planning stage is completed, the auditor must execute
the sampling application. The steps in the execution stage include:

l. Selecting the sample,

2. Performing the audit procedures, and

3. Obtaining the statistical estimate of the total audited value and

the precision of that estimate.
10



. TABLE 1-1

CONSEQUENCES OF INCORRECT AUDIT DECISIONS

States
Amount is Amount of Misstatement
Actions Correctly Stated Exceeds Tolerable Error
b
Accept the book value No error Type 11 error
(B risk)
Reject the book value Type 1 error® No error

(a risk)

aConsequences of this incorrect decision may include the cost of
unnecessarily extending audit procedures, needlessly requiring adjust-
ment to the balance, or needlessly rendering a qualified or adverse
opinion.

b C . .
Consequences of this incorrect decision may include the cost of

potential lawsuits (both direct and indirect) and loss of professional
reputation.

11



Once audit procedures are performed on each item in the sample,
the results must be evaluated--both qualitatively and quantitatively.
The qualitative evaluation includes an analysis of the sample evidence
for information about the nature and causes of any differences noted in
the sample to determine their audit impact (Ernst & Whinney, 1980).
This parc of the evaluation stage is very important since it may cause
the vaiidity of a previous judgment--for example, the assessed risk of
interrnal control failure--to be questioned. Or, this phase may result
in a postponement or abandonment of the statistical evaluation. For
example, the qualitative evaluation may reveal evidence of an inten-
tiounal irregularity. Quantitative evaluation may then be inappropriate
until an additional investigation is completed.

Finally, a quantitative evaluation of the statistical results
is used to determined whether the sample evidence supports acceptance
of the book value. If the sample evidence does not support acceptance
oi the book value, the auditor must decide whether the sample evidence
is conclu,usi\u:(+ cnough to propose an adjustment (Ernst & Whinney,

1980). If the sample cvidence is decmed conclusive enough to propose
an adjustment, the auditor must determine the amount of the necessary
adjustment; if not, he shouid not propose an adjustment based solely on
the sample. (Ernst & Whinney, 1980). If the sample evidence does sup-
port the acceptance of the book value, the auditor can accept the book
value as correctly stated (Ernst & Whinney, 1980). The quantitative

phase of the evaluation is the focus of this study.

12



Need for the Study

When statistical sampling is used as the basic for determining
whether to accept or reject an account balance, one of three situations
will exist depending on the Jdifference between the book value and the
estimated audited value as depicted in Figure I-2. Based on an exam-
ination of figure I-2, it is apparent that when the estimated audited
vaLue,'Xl, differs radically from the book value (BV), the statistical
evidence fails to support acceptance of the book value regardless of
whether decision interval one or two is used. Similarly, when the
estimated audited value, X3, closely approximates the book value, the
statistical evidence supports acceptance of the book value regardless
of whether decisior interval one or two is used. In either of these
situations, the decision to accept or reject the book value is not very
sensitive to changes in the width (amount oE.precision) of the decision
interval. Thus, in these situations, construction of the decision in-
terval endpoints is not a very critical step.

On the other hand, when the cstimated audited value, X2’
differs by more than a small amount but by less than a material (M)
amount, the decision to accept or reject the book value turns on what
decision interval is used (in this example, interval one or two). In
this situation, the decision to accept or reject the book value is sen-
sitive to changes in the width (amount of precision) of the decision
interval. Thus, in closecall decisions, determining the decision in-
terval endpoints is a critical step. It is this situation that this
study will examine: in closecall decisions, what approach do auditors

take in the construction of decision intervuls when evaluating the sam-

13



FIGURE 1I-2
SENSITIVITY OF THE DECISION TO ACCEPT OR REJECT THE BOOK VALUE

TO CHANGES IN THE WIDTH OF THE DECISION INTERVAL

! T { 1 '
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TABLE I-2

COMPARISON OF APPROACHES 1, 2, AND 3 AT PLANNING STAGE WITH RESPECT

TO INITIAL CONSIDERATION IN PLANNING o AND 8 RISK LEVELS

+ Approaches 1 and 2

Analysis: Balanced consideration
of @ and B

Explanation: o and B risk levels
conisidered in light of
relevant audit factors

Risk Levels: o risk influenced by:
—-frequency of expected
errors (ER)

-relative difficulty of
extending the test (EXT)

-tolerance of management
(MGT)

B risk influenced by:
~the risk that internal
control fails to detect
tolerable error (IC)

~the risk that analytical
review fails to detect

tolerable errors (AR)

—the ultimate risk of
unfair presentation (UR)

15

Appro#ch 3

Unbalanced consideration
of a and B

B risk level
considered in light
of relevant audit factors

(¢ risk not a
consideration)

B risk influenced by:
—-the risk that internal
control fails to detect
tolerable error (IC)

~the risk that analytical
review fails to detect
tolerable error (AR)

-the ultimate risk of
unfair presentation (UR)



ple resulrs of substantive tests? In order to answer this question,
this study considers statistical sampling risks, o and B, inasmuch as
control of these risks determines the amount of precision and thus the
width of the decision interval.

A consideration of the alternative appro;ches available to the
auditor for establishing the risks of incorrect rejection (a) and in=-
correct acceptance (B) for use in evaluating substantive statistical
sampling tests reveals a considerable amount of diversity. The diversity
exists as a result of different attitudes about the preliminary specifica-
tion of those two risks. On one extreme, one might require that the
risk of incorrect rejection (a) be maintained at the planned level.
Because of the inverse relationship between the two risk levels, main-
taining @ at the planned level statistically requires that the risk
of incorrect acceptance (B) be allowed to vary as necessary. Similarly,
but on the other extreme, one might require that B be maintained at
the planned level; thus, a must be allowed to vary as necessary. Between
those two extremes, both a and B risk levels might be allowed to vary
to some degree. Tables 1-2, I-3a, and I-3b present three approaches
that are considered in this study:

Approach 1 (classical statistical approach):

B is maintained at the planned level and a is free to vary
as needed,

Approach 2 (ctradeoff approach):

Both @ and g are varied in a manner that maintains the planned
ratio of a to 6,6

Approach 3 (dollar-unit sampling approach):
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TABLE 1-3a
COMPARISON OF APPROACHES 1, 2, AND 3 WITH RESPECT TO RESTATEMENT OF o AND/OR
B RISK LEVELS AT THE EVALUATION STAGE AS A RESULT OF AN ACHIEVED STANDARD
DEVIATION DIFFERENT FROM THE EXPECTED STANDARD DEVIATION WHEN THE
ESTIMATED AUDITED VALUE, X, IS CONTAINED WITHIN THE DECISION

INTERVAL IMPLIED BY a'' AND B!'!

Approach 1 Approach 2 Approach 3
Analysig: Unbalanced consid- Balanced considera-~ Unbalanced consid-
eration in favor tion of o and B eration in favor
of B of B
Explanation: o risk is adjusted a and B risk levels B risk restated so
so as to restate B increased (decreased) as to maintain
risk to the planned so as to maintain planned level; «
level planned ratio of risk not considered
o to B a'! a '
(ETT = ER)
P
Risk Levels: ao'' = a a'' >« B'' =8B
P ana ? P
g'' > B
, or P
g'' =B a'' <o a'' not computed
P and
B'l(B
P

ap represents the planned level of a risk
a'' represents a risk after restatement

Sp represents the planned level of 8 risk
B'' represents B risk after restatement
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TABLE I-3b

SIMILARITIES OF APPROACHES 1, 2, AND 3 WITH RESPECT TO RESTATEMENT OF

Analysis:

Explanation:

o AND/OR B RISK LEVELS AT THE EVALUATION STAGE AS A RESULT OF. AN

ACHIEVED STANDARD DEVIATION DIFFERENT FROM THE EXPEGTED

STANDARD DEVIATION WHEN THE ESTIMATED AUDITED VALUE, X,

7

IS NOT CONTAINED WITHIN THE DECISION INTERVAL

IMPLIED BY o'' AND 8'"!

Approaches 1 and 2

Balanced Consideration of o and B

o risk level set at the level re-
quired for the statistical test

B risk set equal to ultimate risk;

no reliance on internal control nor
analytic review as they were assessed
as failing to detect misstatements
that exceed tolerable error

Risk Levels: a''' = .05 or less

B''* = £(UR) = .05 or less
a''' represents a risk meeting conclusiveness criteria
B''' represents B risk meeting conclusiveness criteria

UR represents ultimated risk

18

Approach 3

Unbalanced Consideration in favor
of B

o risk not considered

B risk set equal to ultimate risk;

no reliance on internal control nor
analytic review as they were assessed
as failing to detect misstatements
that exceed tolerable error

a''' not computed

B''' = f(UR) = .05 or less



B is maintained at the planned level and o is not considered.7
These tables analyze the balanced or unbalanced treatment of a and R
risk, explain the reasoning behind the adjustments, and describe the
statistical adjustment required for both o and B risk at the planning
(Table I-2) and evaluation (Tables I-3a and I-3b) stages.

At the planning stage, @ and B risk levels are initially esta-
blished‘in light of relevant audit factors as described in Table I-Z.
These factors are related to the auditor's expectations about the fre-
quency of substantive errors in the account balance or transaction group
being sampled. TFor example, as the frequency of error expectation in-
creases, a risk would normally be established at a lower level by the
auditor and vice versa.

At the evaluation stage, a and B risk levels must be reconsidered
when the achieved (sample) standard deviation differs from that initially
estimated. Once these two risk levels are reconsidered, the auditor
must determine whether the resulting decision interval implied by the
rastated a and B risk levels contains the estimated audited value.

When the estimated audited value falls within this decision interval,
the auditor is able to accept the estimated audited value having at
lecast implicitly controlled both o and B risk levels. This circumstance
is described in Table I-3a.

On the other hand, when the estimated audited value is not con-
tained within the decision interval implied by the restated o and B
risk levels, the auditor must determine if the sample evidence is suffi-
ciently conclusive to propose an audit adjustment. Conclusiveness cri-

teria must provide for carefully controlled ¢ and B risk levels——o must
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be controlled to limit the risk of rejecting a fairly stated book value
(exceét in Approach 3), ande must be controlled to iimit the risk of
accepting an adjusted book value that is materially misstated. This
latter circumstance is described in Table I-3b.

Analysis of Tables I1-2, I-3a, and I-3b reveals the following

about the three approaches:

1. Approach 1 begins with a balanced consideration of o and
B risk levels at the planning stage when ap and Bp are estab-
lished. However, in the evaluation stage, a balanced con-
sideration of the two risk levels is initially abandoned
in order to set the.édjusted B risk level, 8'', equal to
the planned level, Bp. Finally, in the evaluation stage
when the estimated audited value is not contained within
the decision interval implied by a'' and B'', approach 1
returns to a balanced consideration of the two risk levels
when establishing conclusive alpha, a''', and beta, B''',
risk levels. '

2. Approach 2 begins with and consistently employs a balanced
consideration of o and B risk levels throughout both the
planning and evaluation stages.

3. Approach 3 begins with and consistently employs an unbalanced
consideration of o and B risk levels in favor of B risk
throughout both the planning and evaluation stages.

The importance of a balanced or unbalanced consideration of o and B
risk levels depends on whether and to what extent the sample size or

the statistical results and subsequent audit conclusions are affected
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by this characteristic.

In spite of the relative diversity of approaches available to
the auditor, a search of the auditing literature reveals no relevant
research to investigate the relative benefits and shortcomings of these
alternatives., If investigation of the preference function of auditors
in establishing the aforementioned risk levels reveals the existence
of and'preference for an approach different from that whick universities
and auditing firms are teaching, then a reallocation of resources may
be needed. Inasmuch as efficient resource allocation is important in
any business endeavor, an investigation of auditors' preferences for
establishing o and B risk levels in evaluating substantive sampling

tests is appropriate.

Objectives of the Study

The principal objectives of this study are:

1. To determine whether auditors who are involved in the quantitative
evaluation stage of sample results from substantive statistical
tests use approach 1 (classical) to establishing the risk of in-
correct rejection (a) and the risk of incorrect acceptance (8),

2. To determine the extent to which those audig;rs agree on an approach
to establishing those risk levels,

3. To determine whether exposure to an alternative approach to estab-
iishing those risk levels affects the approach selected by those
auditors,

4. To determine whether attitudes about overall satisfaction with the

sample results of substantive statistical tests is affected by the
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approach employed by those auditors when selecting the risks of

incorrect rejection and acceptance for evaluating those tests.

Scope, Design, and Research Method of the Study

The scope of this research was limited by the selection of sub-
jects, to data collected from distributing the research instrument to
participating audit executives, and to a consideration of only two ap-
proaches for establishing o and B risk levels. Because the level of
specialization required to meaningfully respond to the research instrument
was so great, only audit executives who were thought to be qualified
for participation were considered. Access to these subjects was dependent
on cooperation with large, international accounting firms. Only the
larger firms were asked to participate inasmuch as these firms represent
the major users of statistical sampling tests (Bedingfield, 1975).

Due to a potentially small number of qualified respondents and to limited
access to those respondents, the number of actual respondents in this
study was limited.

The research instrument, contained in Appendix A, was the device
for gathering responses to be analyzed in this study. To enhance its
content validity, the research instrument was pretested first with ac-
counting graduate students and then with audit executives (see
chapter II1).

This study considers only two approaches to establishing o and
B risk levels--an approach (later designated the "classical approach")
hypothesized to be predominant in practice and an alternative approééh

(later designated the "tradeoff approach") hypothesized to be conceptually
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superior. These approaches are studied only within the hypothesis testing
mode. Thus, whether the conclusions would differ if the approaches

were studied within some other mode, such as calculation confidence
intervals rather than performing hypothesis testing, is beyond the scope
of .this study.

The research method employed in this study consisted of eight
steps.' These steps were (1) formulating the research questions to be
studied, (2) outlining the data analysis techniques to be used to inter-
pret the resﬁlts of the survey, (3) choosing the research design for
the questions to be studied, (4) designing and pretesting the research
instrument, (5) selecting the participants for the study, (6) conduct-
ing the survey, (7) analyzing the results, and (8) formulating conclu=

sions based on the analysis of results.

Qrganization of the Study

This research study consists of four chapters in addition to
Chapter 1 which introduces the study by providing the statement of the
problem; discussing the role of hypothesis testing in auditing: and
outlining the need for, objectives of, scope and research design and
method of, and organization of this study. 1In Chapter 11, the existence
of an alternative approach to the auditor's selection of the risks of
incorrect rejection and acceptance within the hypothesis testing mode
for evaluating the sampie results of substantive statistical tests is
explored. This chapter also describes the approach that is hypothesized
to be predominant in practice and provides a comparison of the two aﬁ—

proaches. Chapter 1II provides a comprehensive discussion of the re-
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search design and method to be employed in the study. Chapter IV pre-
sents a detailed analysis and interpretation of each of the research
questions investigated in the study. Finally, Chapter V offers conclu-
sions and implications of the study.

Appendix A presents the case situations and questions that were
distributed to the subjects and a summary of each subject's responses.
Appendik B presents the debriefing questionnaire that was used to pretest

the research instrument.
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CHAPTER 1I

COMPARATIVE THEORETICAL DEVELOPMENT AND PHILOSOPHY OF ALTERNATIVE

STAT1STICAL SAMPLING STRATEGIES USING HYPOTHESIS TESTING

A number of alternative approaches to evaluating the sample
results of substantive statistical tests are possible. Three possible
approaches are a classical approach, a decision theory approach, and a
tradeoff approach.

The theory of statistical hypothesis testing is generally con-
cerned with defining procedures such that o and 88 are well-defined.
In auvditing, a typical choice set for o and B is presented in Figure
11-1.

The line running from the point (¢ =1, 8 = 0) to a = 0,

B = 1) represents the set of all feasible randomized pairs of risk de-
scriptions when no evidence is gathered. For this case, statistical
hypothesis testing would not be used inasmuch as flipping a coin would
be a more efficient and equally effective strategy. The point (a = 0,
B = 0) represents perfect evidence. Clearly, this result is not pos-
sible in an audit situation and is thus excluded from the choice set.
Similarly, the perfect error point (« = 1, B = 1) is not available
since if we could be sure of making an error, by doing the exact oppé—
site, we could be sure of not making an error. The curve labelled

"enlightened judgments" represents the best possible audit action based
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FIGURE II-1

PROBABILITIES OF ERROR

Perverse Judgments

\\\w Random Judgments

A\

Enlightened
Judgments

H_ : The financial statement amount is correct,

The financial statement amount is misstated by a
material amount,

a : P(rejecting H,|H, 1s true),

B : P(accepting HQIHa is true).

Source: Leamer, 1978
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on the available evidence. The curve is composed of an infinite number
of points each representing a statistically acceptable pair of risk
descriptions, (ui, Bi), based on the available evidence (Leamer,
1678). 1In the context of the auditor's problem, each of these pairs of
risk decriptions relate to cne of the infinite number of statistically
acceptable decision intervals that the auditor may select when evaluat-
ing tﬁe sample results of substantive statistical tests. Figure II-2
illustrates two such decision intervals: interval one, in which a aund
B are approximately .10 and .025, respectively; and interval two, in
which ¢ and B are approximately .05 and .05, respectively.

The curve labelled '"perverse judgments! in Figure II-1 is just
the mirror image of the 'enliightened judgments' curve., For example, Y

(approximately o, = .8, By = +4) is the mirror image of X (approxi-

Y

mately a, = .6, BK = ,2). Since X reflects lower risk levels for both

X
o and B, X represents an "enlightened judgment'" and Y represents a
"perverse judgment' of available evidence.

The essential problem faced by an auditor in this situation is
to select those levels of @ and B resulting in the greatest level of
satisfaction given available evidence. Theoretically, the optimum
levels of a and B are determined by the point of intersection of the
“enlightened judgments" curve (El) and the highest possible utiliﬁy
curve (U2) as depicted in Figure 1I-3. Practically, the auditor must
exercise professional judgment when considering the o, B tradeoff so as
to select those levels of a and B risk that maximize satisfaction. _As

previously mentioned and as can be inferred from the above analysis,

there is no obvious solution because, by assumption, it is desirable to
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FIGURE 11-2

TWO DECISION INTERVALS FOR A GIVEN TEST SETTING

H 11»

=]
& o

|
]
]
H
1

- oum P aofe -~ o

aeaw v ofe

| i+ Interval cne -
« « «Interval twos o+ i

B: the book value

B - M: the book value less the amount of a
material error

Source: Ernst & Whinney, 1980
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FIGURE 11-3

INDIFFERENCE CURVES OF A PREFERENCE FUNCTION

Incrersing
Satisfaction

oint of maximum
Satisfaction

Fnlightened
Judgments

Note: Any othev a, B pair along E, would result
in lower satisfaction because that point
would intersect a utility curve to the
right of Uy (i.e., utility decreases to
the right).

Source: Leamer, 1978

29

1.0



have both a and 8 small; yet, the decrease in one risk level neces-
sarily increases the other given a certain amount of evidence.
Furthermore, the solution is dynamic; that is, the auditor initially
selects the levels of a and B risk on the basis of an expected popula-
tion standard deviation. Once the sample is drawn and differences are
noted, he must evaluate his earlier assessment on the basis of an ob-
served'standard deviation different from the estimated amount.

One way of alleviating the choice dilemma in some audit situa-
tions is to gather additrional evidence (when achieved results would
without additionai sampling place the auditor on a lower utility curve
because the sample is less poﬁerful than the expected population stan-
dard deviation suggesced). If that altermative is not feasible, the
auditor must, as a result of observing a standard deviation greater
than the planned amount, consider other alternatives such as adjusting
the levels of a and/or B risk or abandoning the statistical procedure.
Zven in those situations in which the decision to gather additional
evidence is initially a feasible alternative, the situation ultimately
reduces to one in which the auditor must establish a tradeoff between
the two risk levels. This tradeoff is inevitable because, as pointed
out earlier, perfect evidence is never available.

Possession of additional evidence would permit a decrease in
both @ and B. As the amount of evidence increases, the "enlightened
judgments' curve bows more in the direction of the point of perfect
evidence as depicted by the dotted line (E2) in Figure 1I-4. In terms

of utility, the level of satisfaction increases as the amount of evi-
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FIGURE 11-4

EFFECT OF TINCREASED INFORMATION ON a AND B RISK LEVELS

Adapted: Leamer, 1978
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dence increases. This increase in satisfation is depicted in Figure
11-5.

On the other hand, if the achieved standard deviation is less
than the planned amount, the auditor's earlier assessment is more ade-
quately satisfied. Thus, a and/or B risk levels could be reduced with-

out the need to gather additional evidence.

Classical Statistical Approach

Kern, Neyhart, and Hock report that auditors traditionally
have adopted a reliability level of 95 percent (5 percent risk level)
for planning substantive tests irrespective of factors indicating that
perhaps a lower level of reliability is suitable for a particular seg-
ment of the audit. This practice occurs because there are no objective
measurement criteria with which to judge the propriety of the auditor's
selected level of reliabilify. Without effective, well-defined cri-
teria, an auditor must judgmentally select a level of sample reli-
ability based on his own knowledge of statistics, his firm's policies,
reliability levels used in examples in the auditing literature, or
reliability levels used in other disciplines. Because the auditing
literature is replete with examples in which 95 percent reliability
levels are used and because 95 percent reliability levels are fre-
quently used in other disciplines, the tendency for the auditor to use
95 percentlo reliability levels is encouraged (Kern, Neyhart, and Hock,
1973).

In the evaluation stage, Kern, Neyhart, and Hock indicate that

the auditor can '"control" both risks by altering the level of reli-
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FIGURE 11-5

EFFECT OF INCREASED INFORMATLON ON SATISFACTION WITH EVIDENCE

1.0

Increasing
Satiafection

Point of Maximun Satisfaction
With swount of pvidence, E1

Poing of Maximum
Satigfaction With
Amgurit of Evidence,E

1.0

Adapted; Leamer, 1978
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ability (and consequently o risk). Thus, their approach reflects a de-
cision to set B risk at the planned level.

Elliott and Rogers admit a theoretical optimum value for a
that will minimize total cost. This value, they feel, is probably'very
low, say 0.1 or less. Further, they reason that since sample sizes are
substantially larger when ¢ is less than 0.05, an o risk level in the
range 6.05 to 0.1 appears reasonable. Their contention is that solving
for the optimal value of a is not practical. Rather, the most prac-
tical approach is for the auditor to select an acceptable a risk level
and then use that pre-specified level for all statistical tests as a
matter of policy (Ellioté and Rogers, 1972).

Elliott and Rogers state that minimization of overall B risk
is the reason for existence of the public accounting profession.
Therefore, an auditor desires a great deal of assurance that he has not
accepted materially misstated amounts. Thus, a low B risk level, say
0.05, is appropriate when the auditor has nothing but statistical evi-
dence on which to rely. They contend that a reasonable upper limit for
 is 0.5 since once the auditor decides to conduct a statistical test,
he would not want to bother with any test having less than an even
chance of discovering a material error should one exist. Thus, they
conclude that a 8 risk ranging from 0.05 to 0.5 is generally appro-
priate. Within this range, Elliott and Rogers propose a point system
to determine the precise B level. This point system is based on reli-
ance to be placed on internal control and on other audit procedures .

(Elliott and Rogers, 1972),
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Once the sample is drawn and audited, Elliott and Rogers point
out that because the achieved standard deviation almost always will be
different from the planned standard deviation, one or more of the pa-
rameters &, 8, and M, the predetermined amount of a material error,
must be adjusted. They suggest that holding B and M at the planned
level and allowing o to vary over some reasonable range is the most
logicai approach since o is not as critical to the audit as B and M
are. If the achieved standard deviation is found to be larger than
planned, the test can still be considered complete as leng as ¢ remains
at an acceptable level--say not greater than .10. 1If, as a result of
holding B and M at the plannad level, o increases to an unacceptable
level, then additional sampling would be required to bring the three
parameters to within the required limits (Elliott and Rogers, 1972).

Roberts suggests an approach11 to statistical decision- making
that also hypothesizes that the recorded amount is correct. The de~
cision rule under this approach describes the circumstances under which
statistical evidence is interpreted as supporting the correctness of
the recorded amount:

1. Compute the value of the estimated audited amount, together
with the achieved precision at a specified interval relia-
bility,iand

2. Decide that the statistical evidence supports the correct-
ness of the recorded amount if it is within the calculated
precision interval; otherwise, decide that the statistical
evidence fails to support the correctness of the recorded

amount (Roberts, 1978).
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Under this approach, risks of deciding incorrectly are controlled
by selecting the values of precision and reliability. Roberts states
that the probability of deciding that the statistical evidence supports
the correctness of the recorded amount when in fact the recorded amount
is materially misstated is the more important error (8 risk). .This
risk is controlled by selecting precision in relation to the amount

of a m;terial misstatement. When the achieved standard deviation
differs from the estimated standard deviation, the auditor can adjust
precision to maintain an effective B risk at the planned level. How-
ever, the o risk level is allowed to vary as needed to fulfill the

B risk requirement.

The positions taken by Kern, Neyhart, and Hock, by Elliott
and Rogeis, and by Roberts have a common characteristic in that.p
risk is not allowed to vary as a result of a decrease (increase) in
the amount of evidence due to a higher (lower) standard deviation
observed in the sample as compared to the estimated amount; rather
o risk is allowed to vary as needed. A graphic representation of
this adjustment when the amount of evidence decreases (E') appears
in Figure 1I-6. 1In Figure 1I-6, the planned levels of a and B risk,
(o , B j, and the adjusted levels of o and 8 risk, (a ', B ') are

p P P p
identified. Note that up < uc' but Bp = BC'. In general, as the
amount of information decreases (increases), the point of maximum
satisfaction under the classical approach travels up (down) the line
parallel to the vertical axis and passing through the point identi-

oo

fied by (ap, BP) as illustrated by Figure 1I1-7.
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FIGURE 11-6

RESPONSE TO DECREASE IN EVIDENCE: CLASSICAL APPROACH

1.0

0.0 i1.0

B

Adapted: Leamer, 1978
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FIGURE 11-7

INFORMATION UXPANSION PATH: CLASSICAL APPROACH

1.0

N

Information
Expansion
Path

0.0
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Adapted: Leamer, 1978



Tradeoff Approach

Figure I11-8 presents a graphic solution of the tradeoff ap-
proach as compared to the classical approach when the amount of evi-
dence decreases (E'). Note that the adjustment under the tradeoff ap-

proach is to (a BT') where ap <a,"' <a.'and B_=8." <B.'. In

1
T’ T C p C T
general, as the amount of information decreases (increases), the point
of waximum satisfaction under the tradeoff approach travels away from

(toward) the origin tracing out an information expansion path as in-

dicated in Figure 11I-9.

Decision Theory Approach

A decision theory approach to the sampling problem has been
proposed by Kinney. According to Kinney, the traditional approach
bases a and B on an internal control system design (IC) and on the
probability of management override of the internal control system (MO)
(Kinney, 1975). The function relating IC and MO to a and B is pre-
sumably based on expected cost considerations over all accounts and
clients. The traditional approach results in a sample size based on
pre-specified levels of a and B, an estimated standard deviation, and
the amount of a material error. In contrast to the traditional ap-~
proach, the decision theory approach does not require pre-specification
of a and B. Rather, the optimum sample size is derived from (1) ex-
plicit consideration of the probability that financial statement
amounts are correctly presented, (2) anticipated costs associated with
Type I and Type II errors as well as costs of sampling, (3) an estimate
of the population standard deviation, and (4) the amount of a material
error (Kinney, 1975).
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FIGURE 11-8
COMPARISON OF ADJUSTMENT FOR CLASSICAL AND TRADEOFF APPROACHES TO

DECREASE IN EVIDENCE

Adapted: Leamer, 1978
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FIGURE 11-9

INFORMATION EXPANSION PATH: TRADEOFF APPROACH

Informat ion
Expansion
Path

Source: Leamer, 1978
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The optimal sample size calculated using a decision theory ap-
proach implies optimal @ and B which are merely products of the sample
size and not determinants of it. However, this approach, while avoid-
ing the need to pre-specify o and 8, creates two new problemsf—making
probability estimates regarding the likelihood that financial statement
amounts are correct and making cost estimates associated with making
Type I and Type II errors. Regarding the former problem, Corless'
study raises considerable doubt about the quality of such probability
estimates (Corless, 1972). Felix found that subject~auditors in his
study appeared to agree quite closely on their assessment of prior
prchabilities; however, he refrained from drawing inferences from this
result because it could be the result of unintentional bias in the con-
tent of his case study (Felix, 1974). Chesley, in his study of elic-
itation of subjective probabilities, found differences to exist among
the responses of his student-subjects, but he hypothesized that train-
ing and explanation would remove the differences he found (Chesley,
1976). Thus, the abtility of auditors to make the subjective proba-
bility estimates neesded to apply this approach is an unsettled issue.

The latter of the two problems introduced by use of a decision
theory approach is unique to this approach not because costs associated
with Type T and Type II errors are considered but rather because of the
need to precisely quantify these costs. The costs associated with
making Type I or Type II errors are indirectly considered by other ap-
proaches in the sense that B risk is generally regarded as the more im-
portant error (Elliott, 1973). Thus, the relative degree to which
auditors are willing to allow B risk to vary is not as great as the de-

gree to which o risk is allowed to vary.
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Consistent with the objective of minimizing expected loss,
Leamer identifies an approach similar to the decision theory approach
in which decréases (increases) in the amount of evidence affect the
levels of o and B risk as depicted in Figure 1I-10 when the loss asso-
ciated with a Type I error is three times as great as the loss asso-
ciated with a Type II error. In Figure II-10, the information expan-
sion p;th (E) is relatively flat because the loss associated with a
Type 1 error is relatively large as compared to the loss associated
with a Type II error (Leamer, 1278). 1If the loss associated with a
Type II error is large relative to the loss associated with a‘Type I
errol1, the information expansion path would be transposed as in Figure

11-11.

Relation of Approaches to this Study

The decision theory approach, as previously identified,
directly considers the probability that financial statement amounts are
correct and the costs associated with making a Type I or Type 1I error
but does not require ex ante specification of « and B risk levels. By
contrast, the classical approach and the tradeoff approach require pre-
specification of o and 8 risk levels and only indirectly consider the
probability that financial statement amounts are correct and the costs
associated with a Type I or Type Il error. Because of this difference
in orientation of the decision theory approach and because the decision
theory approach has not been widely accepted by practitioners, this ap-
proach will not be considered further in this study. )

How do auditors practically resolve this problem of establish-

ing o and B8 risk levels when evaluating sample results of substantive
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FICURE 11-10
DECISION THEORY APPROACH RESPONSE TO CHANGES IN THE

AMOUNT OF EVIDENCE WHEN L = 3a + 8

T
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/"',"—'\\
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8
L: 1loss associated with an incorrect decision

Source: Leamer, 1978
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FIGURE 11-11
INFORMATION EXPANSION PATH FOR DECISION THEORY APPROACH

WHEN L = a + 38

1.0

=3

0,0 1.0
B

L: loss associated with an incorrect decision

Adapted: Leamer, 1978
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tests when maintaining the planned levels of both @ and B is infeas-

ible?

This question represents the essence of this study. Two pos-

sible approaches are:

1.

ing.

Set a = 0.05 and minimize B. Implicitly, this approach assumes
that the Type I error is the more important error. To make this
approach relevant to the audit context, this rule may be restated:
set B at the planned level, and minimize a. This restatement re-
sults in the assumption that the Type II error is the more impor-
tant error--an assumption more appropriate in the audit context
(Elliott, 1973).
(This approach will be alluded to as the “classical approach.')
Minimize the maximum of Lla and LZB where:
L1 is the loss associated with rejecting a correctly stated
amount (a Type I error) such as the cost of unnecessarily ex-
tending audit procedures, needlessly requiring adjustment to the
balance, or needlessly rendering a qualified or adverse opinion.
L2 is the loss associated with accepting a materially misstated
amount (a Type I[ error) such as the cost of potential lawsuits
(both direct and indirect) and loss of professional reputation.
As the amount of evidence increases (decreases), both a and 8 are
decreased (increased). The relative probabilities are afg = L2/L1.
(This approach will be alluded to as the "tradeoff approach.™)

The "classical approach' has frequently been applied in audit-

Characteristically, the classical approach allows a to vary as

aneeded in order to maintain the planned level of B risk. On the other

hand, the tradeoff approach characteristically results in adjustment to

both risk levels so as to maintain the ratio of o ro B equal to the

.
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The classical approach, by using an expansion path which
fives B risk at the planned level for evaluation purposes, is insen-
sitive to different levels of o risk. If this insensitivity were
reflected in the auditor's strategy at the planning stage, then for
sampling efficiency, the sample size, n, would be established at a
nominal level. Thus, the o risk level would be a function of the
sample.size, the estimated population standard deviation, the popula-
tion size, the amount of a material error, and the B risk level.
However, such a strategy is not employed during the planning stage
using the classical approach. Rather, the a risk level is indepen-
dently established in light of wrelevant audit factors. Therefore,
for the classical approach there exists a discontinuity between the
planning stage and the evaluation stage with respect to the level
of a risk employed (i.e., o risk is independeqtly established for

the planning stage but is functionally dependent in the evaluation

stage).
To overcome this discontinuity, an audit decision strategy
. . U(a)
should adjust @ and B risk levels such that T(sy 15 @ constant
J

for all @, 8 risk descriptions along the expansion path dictated by
that strategy. The tradeoff approach comes closer to achieving that
reiationship than does the classical approach. The tradeoff approach
characteristically dictates adjustments to a and 8 risk levels such
that —%— is a constant. This adjustment procedure produces a ratio
of U(a) to U(B) that may approximate a constant so long as U(a) and ..
U(B) vary proportionately with changes in & and 8 risk, respectively.
On the other hand, the classical approach characteristically

produces a ratio of U(a) to U(B) that decreases as the level of a
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risk increases and vice versa (assuming that there is lower utility
associated with higher levels of o risk). That is, since U(a) is
decreasing for all points on the expansion path such that o exceeds
ap and U(B) remains constant (because the level of B risk is main-

, . U(a) )
tained at the planned level), then T(8) decreases. Thus the classi-
cal approach results in adjustment to the a risk level such that the

ratio of U(a) to U(B) does not approximate a constant.

Conclusion

Several approuaches to measuring and controlling auditors'
o and 8 risk levels with respect to substantive testing exist. The
more traditional approaches, those that do not allow o risk to vary,
fail to actively control for o risk. In effect, a risk is ignored
in order to maintain the pre-specified leQel of B risk. This result
seems to indicate an inefficient use of resources in that evidence
obtained in the audit have no bearing on the amount of B risk that
is assumed.

A decision theory approach requires consideration of both
a and B risk levels when evaluating the sample results of substan-
tive tests. However, this approach requires probability assighments
which require subjective input that has proven to be a source of con-
siderable disagreement among auditors. Moreover, the decision theory
approach requires absolute measure of the losses associated with each
risk whereas the tradeoff approach requires only a relative measure
of the two losses. Thus, use of this approach overcomes the short—%
coming of the traditional approach but creates other problems in its

place.
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The "tradeoff approach'" avoids the shortcoming of the classi-
cal approach and the need for subjective probability specifications
of a decision theory approach. In general, this approach shculd be
preferred on the basis of its conceptual merit in that shortcomings
of available.approaches are avoided and that both o and 8 risk levels
are determined in a manner that considers all of the available evi-

dence. However, no approach is necessarily optimal in all situations.
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CHAPTER I1I

RESEARCH DESIGN AND METHOD

A series of four case situations was developed to collect data
regarding approaches used to establish o and 8 risk levels in the eval-
uation of substantive statistical tests. The purpose of the survey was
to empirically determine the attitudes of auditors who are involved in
the quantitative phase of the evaluation of sample results. Specifi-
cally, auditor attitudes about two possible approaches to establishing
a and B risk levels at the evaluation stage were of interest. This
chapter explains the vescarch design and method that was employed in

the conduct of this study.

Selection of Resesarch Strategy

Empirical research may conform to one of several research
strategies. Six empirical research strategies suggested by Stone in-
clude: the laboratory experiment, simulation, the field experiment,
the field study, sampie survey, and the case study. The major deter-
minant in the selection of a research strategy is the nature of the
problem under study (Stone, 1978), Here, data for testing the four
stated hypotheses was required. Therefore, the opportunity tc obtain
under controlled conditions auditor decisions concerning the evaluation

of substantive tests was necessary.
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With the nature of this research in mind, the six research
strategies were compared by considering seven dimensions along which
research strategies differ (Stone, 1978):

1. Naturalness of setting,

2. Generalizability,

3. Control,

4, Artifacts,

5. Study induced changes in the researcher,

6. Strength and range of studied variables, and

7. Cost.

Consideration of these seven dimensions revealed that none of the six
strategies had '"favorable' ratings on all dimensions. Rather, the
writer made tradeoffs according to those dimensions most necessary in
the research.

In this research, the potential for control and manipulation
ol variables and the potential for testing causal hypotheses was impor-
tant. These strengths were needed in order to provide internal validi-
ty for this research. However, in order to obtain these strengths, the
research sacrificed to some degree naturalness of setting and general-
izability.

Analysis of the six research strategies in light of these
desired strengths revealed that:

1. The laboratory experiment and simulation offer a high potential to
manipulate indeéendent variables and a high potential for testing
causal hypotheses. These favorable characteristics are present

because measurement in the laboratory/simulation takes place under
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highly controlled conditions. However, as a result of
maintaining these controls, the generalizability of results
may be limited since laboratory/simulation settings may
lack realism.

The field experiment and field study offer a high potential
for generalizing the results of the experiment/study.

These favorable characteristics result as a conséquence

of the fact that phenomena are studied in natural sett-
ings. However, because the experiment/study occurs in

a natural setting, these research strategies offer a low
potential (none in field studies) to manipulate independent
variables and for testing causal hypotheses. These unfavor-
able characteristics are present because the degree of
control over variables in the field is very low.

The sample survey offers a high potential for generalizing
the results of the survey because of large sample sizes

and low sampling error and because data are collected

in natural settings. However, because they are conducted
in natural settings, sample surveys have no potential

for manipulating independent variables; as a result, causal
inference from sample survey generated data are difficult
to justify.

The case study offers no basis for manipulating variables,
testing causal hypotheses, or generalizing from the results,
of the study. Rather, this strategy is better suited

to generation of hypotheses than to testing of hypotheses.
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From the above analysis, the laboratory experiment and simula-
tion appear to be more appropriate strategies than the field experi-
ment, field study, sample survey, and case study because the former
yield more favorable ratings along those dimensions desired (potential
for manipulating independent variables and testing of causal hypothe-
ses) than the latter strategies. Comparing the laboratory experiment
and simulation, the nature and timing of events in a laboratory experi-
ment is completely determined by the researcher whereas events and
their timing in a simulation are determined by both the researcher-
established simulation rules and the behavior of the simulation partici-
pants. Because of time and cost limitations and of limited access
to subject-participants, the laboratory experiment was selected rather

than simulation as the research strategy for this study.

Choice of Research Design

This laboratory experiment was based upon a post-test-only
control group design. A diagram of this design is (Campbell and
Stanley, 1963)

Control group R 0

Treatment group RXO
As indicated above, subjects were randomly assigned (R) into two
groups: (1) the control group who did not receive exposure to the
theory of a tradeoff between a and B risk levels and (2) the treat-
ment group who did receive exposure (X) to the theory. Observations
{0) consisted of subject responses to a series of audit situations
in which an evaluation of sample results of substantive tests was
necessary.
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The post-test-only control group design was selected partly

because this design controls for all of the following threats to in-

ternal validity (Campbell and Stanley, 1963)

history:

maturations:

testing:

This threat refers to events other
than X (exposure) which may be respon-
sible for observed differences between
two different observations, O1 (before
exposure and), O2 (after exposure).
This threat is eliminated in this
study by the choice of a post-test-only
control group design. This research
design does not utilize a pretest,
thus there is only a single observa-
tion,

This threat refers to effects that
occur systematically with the passage
of time. In this study, maturation

is a potential threat inasmuch as
subjects are asked to read and respond
to four similar decision cases.

To control for this threat, the order-
ing of the decision cases was varied.
This threat refers to differences
between 01 (observation before expo- -

surc) and 0, (observation after ex~

2

posure) due r0 measurement at two

different periods in time. For ex-
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ample, interest measured at O, may

2

be greater than at O Choice of

1
the post-test-only control group
design eliminates this threat because
no pretest is administered; that
is, only one observation is made.

iﬁstrumentation: This threat refers to the chance
that the ability of a measure to
accurately index the measured variable
changes over time. In this study,
instrumentation is a potential threat
because each subject is asked to
rate his involvement in evaluating
the sample results of substantive
statistical tests. To control for
this threat, the research instrument
provides objective guidelines for
assessing degree of involvement.
Pretesting of the research instru-
ment revealed no difficulty in making
this assessment,

statistical regression: This threat refers to the likelihood
that subjects who are assigned to
treatments because of extreme scores
on a less than perfectly reliable
pretest have true scores that are

nearer the mean score of all measured
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selection:

mortality:

interactive effects:

subjects. In this study, there is

no pretest for the purpose of assign-
ing subjects; rather, subjects are
randomly assigned to treatments.

This threat refers to the chance

that differences noted in subject
respenses may be due to initial differ-
ences that existed between the two
groups and not to effects of the
treatment. To control for this threat,
subjects were randomly assigned to
treatment groups. Campbell and Stanley
point out that the most adequate
ali—purpose assurance of lack of
initial biases beiween groups is
randomization.

This threat refers to observed differ-
ences betwsen O1 {cbservation before
exposure) and 02 (observation after
exposure) due to individuals dropping
out of a study between pretest and
post-test periods. Choice of the
post-test—only control group design
eliminates this threat in this study
since there is no pretest.

This threat refers to observed differ-

ences between 01 (observation before
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exposure) and 02 (observation after
exposure) due to interaction of two
or more of the above-mentioned pheno-
mena. Choice of the post-test-only
control group design eliminates this
threat in this study since there
is no pretest. Also, all of the
above-mentioned threats are either
eliminated by the choice of research
design or are controlled.
An experiment is internally valid when one is able to conclude that
an experimental treatment has indeed had an effect. To reach such
a conclusion, the decision-maker must employ an experimental design
that allows him to rule out the effects of the confounding factors
discussed above (Campbell and Stanley, 1963).

In addition, the post-test-only control group design involved
only two groups of subjects. Thus, this design requires fewer subjects
than other experimental designs, such as the Solomon Four Group Design.
This feature was most attractive in this study since the number of
qualified subjects available was extremely limited (as discussed
later). Because only two groups were used, no pretest was administered
to the subjects. Although the pretest is a concept deeply imbedded
in the thinking of researchers, its use is not essential to true experi-~
mencal designs., Within the limits of confidence stated by tests of..
significance, randomization is sufficient assurance that the two groups

are "equal" (Campbell and Stanley, 1963).
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Factors Manipulated
Two factors that may cause subjects {in this case auditors) to
interpret sample evidence differently are the severity of the risk of
accepting a materially misstated amount and the amount of evidence
available. Each of these factors was studied at two levels. To permit
study of these factors and levels, the experimental design employed a
2 X 2 factorial plan. That is, observations consisted of all combina-
tions of the two factors and levels that could be formed:
1. Lower risk of accepting a materially misstated amount and
smaller amount of evidence,
2., Lower risk of accepting a materially misstated amount and
larger amount of evidence,
3. Higher risk of accepting a materially misstated amount and
smaller amount of evidence, and
4. Hligher risk of accepting a materially misstated amount and

larger amount of evidence.

Selection of Subjects

Subjects in this laboratory experiment were audit executives
from three of the largest public accounting firms. Auditors whose
backgrounds were likely to include involvement in the quantitative
phase of the evaluation stage of substantive statistical sampling
applications were sa2lected for participation for two reasons. This
group of auditors was desired because auditors who are involved in the
quantitative evaluation stage of substantive statistical application;
that employ hypothesis testing represent the population to which infer-
ence is desired. Also, selecting subjects whose backgrounds were
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likely to include the involvement desired was a means of insuring that
the task to be performed in this experiment was ﬁ realistic one; that
is, adequate surrogation was more likely to be achieved by selecting

only those auditors who routinely in the field made decisions similar

to the ones required in this experiment.

Experimental Task

The subjects were presented with a series of audit situations
in which an evaluation of substantive statistical samples was nen-~z-
sary. Their task was to express preferences from among alternative
ways of interpreting sample evidence. Subjects were iuformed in each
case that the hypothetical client to be considered was a medium-sized
manufacturer, that test extension was infeasible12 with respect to the
account in question, and that the firm has rendered an unqualified
opinion on the client's financial statements for each of the last five
years. 1n addition, subjects were provided with planning specifi-
cations, including (1) reliability assigned to internal control, (2)
reliability assigned to supplemental audit procedures, (3) the amount
of a material error, (4) the risk of rejecting a correctly stated
amount, and (5) the estimated population standard deviation. They were
also given achieved sample data, including the standard deviation of
sample items, and the estimated audited value of the population.

Before responding to the decision cases, subjects were asked
to rate their degrees of sampling involvement with respect to substan-~
tive tests as extensive, moderate, limited, or zero. Because subjecEé
were selected on the basis of involvement in the quantitative phase of
the evaluation stage of substantive statistical applications, responses
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to this self~classification were expected to yield mostly "extensive"

ratings. Interjudge consistency in self-classification was vouchsafed

by providing the following scale:

Description of degrees of
sampling involvement
with respect to substantive testing

Degree of Involved in Involved in Involved in
Execution Planning Analysis
Involvement At Least Once At Least Once At Least Once
Zero No No Ne
limited Yes No No
moderate Yes Yes No
extensive Yes Yes Yes

Finally, subjects were asked to consider their expressed
interpretation of the statistical evidence in each case and the sub-
sequent audit action to accept or reject the account balance. Specifi-
cally, subjects were asked to indicate whether they would base their
accept/reject decision on their interpretation of the statistical
evidence or whether they would deem the statistical evaluation "incon-

clusive" and thus make their accept/reject decision judgmentally.

Research Instrument Construction and Pre-testing

In order to maximize the response rate of subjects (in this
case, auditors) and, more importantly, to insure content validity
. . . . ) N
of the decision situations, a carefully constructed research instrument
was critical. In recognition of this need, the content of the decision
situations was refined through a series of revisions.
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First, a review of auditing textbooks and firm statistical
sampling manuals served to identify the decision criteria and appro-
priate setting needed in the cases. That review combined with precon-
ceptions of the writer and consultation with the dissertation committee
chairman provided the basis for the first draft of the research instru-
ment .

After its initial construction, several accounting graduate
students having a background consisting of undergraduate and graduate
auditing courses and, in most cases, experience with large, national
accounting firms were asked to provide a general critique of the deci-
sion situations. After interviewing each of the participants, the
decision situations were modified on the basis of suggestions received
during the interviews. In addition, the research instrument, included
in the writer's disserration proposal, was presented at a workshop
conducted by the accounting faculty of the University of Oklahoma
for its faculty and graduate students. From comments and suggestions
received during this presentation, the research instrument was further
modified.

This revised instrument was then distributed to audit execu-
tives at the conclusion of a national auditing workshop conducted
by a leading accounting firm for its auditing staff. These executives
were asked to complete the revised research instrument and a debriefing
questionnaire (see appendix B). The purpose of the debriefing question-
naire was to insure that certain terms and concepts used in the deci-
sion situations were interpreted as they were designed, to identify
any other terms causing confusion, and to identify any other weaknesses

present in the decision situations.
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The research instrument, revised to reflect comments and
suggestions received from the audit executives who were attending
the national workshop, was subjected to a final review by two audit
executives of a large, national accounting firm who were involved
in field decisions similar to those decisions required by the research
instrument. Those executives, interviewed by the writer, were asked
to critique the decision situations with particular emphasis on the
realism achieved in the cases. This critique provided suggestions
that were incorporated into the final revision of the research instru-
ment that was printed for distribution to subjects in this study.

A copy of the research instrument appears in Appendix A.

Research Questions

Three specific research questions were to be investigated

in this study. A discussion of each of those questions follows.

Research Question 1

What approach do auditors who are not exposed to the theory
of a tradeoff between a and B risk levels employ when establishing
those risk levels in the evaluation of substantive statistical tests?
One hypothesis of this study was that auditors who were not exposed
to this theory would employ the 'classical" approach. This result
is expected because auditing practitioners and researchers have sug-
gested that the most appropriate approach to establishing o and B
risk levels in these circumstances is to maintain B at the planned »
level and allow a to vary as needed (Elliott and Rogers, 1972). This

condition in the auditing environment is likely to result in a psycho-
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logical set as described by Kagan and Havemann (Kagan and Havemann,
1976). They define a psychological set as a preparatory readiness to
make a particular response to a given stimulus. 1In this case, auditors
are expected to have a preparatory readiness to maintain B risk at the

planned level and allow o to vary as needed.

Research Question 2

Does exposure to the theory of a tradeoff between a and B risk
levels affect the approach that auditors employ when establishing those
risk levels in the evaluation of sample results of substantive statis-
tical tests? It is hypothesized that exposure to the theory would
affect the approach that auditors employ. This result is expected
because the theory of a tradeoff between o« and 8 risk levels has merit;
that is, this theory offers the opportunity for auditors to maximize
their degree c¢f satisfaction. Tts persuasiveness should be sufficient
to sensitize the experimental group subjects to the benefits of con-
sidering a tradeoff between o and B risk levels. As Chang and Birnberg
report, forms of inertia such as a psychological set can be overcome if
events surrounding the task sensitize the subjects to the issue (Chang

and Birnberg, 1977).

Research Question 3

Is rejection of the classical approach by auditors who have
been exposed to the theory of a tradeoff between @ and B risk levels a
result of dissatisfaction with the classical approach or of benefits,,
derived from using the approach offered by this theory? 1In this study,

it is hypothesized that rejection of the classical approach would be
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the result of benefits derived from using the tradeoff approach. Study
of this question provides insight as to why auditors who rejecied the
classical approach after exposure to the theory of a tradeoff between

a and B risk levels did so. This insight may determine whether further
research into application of this theory in auditing is warranted or
whether further research into sample evaluation should be directed

elsewhere.

Dacta Analysis

Data analysis in this study will be conducted using nonpara-
metric statistical tests. Nonparametric tests are used in preference
to parametric tests because the distributions of subject responses to
the decision cases are not thought to resemble the normal curve. The
presence of any of these conditions suggests that nonparametric tests
are appropriate (Daniel, 1978). Random-based techniques will be used
for data analysis although the sample was not randomly selected.
Rather, subjects were selected based on their involvement in the evalu-
ation of substantive statistical tests (as explained earlier in this
chapter). For each statistical test performed in this study, the level
of significance is .05. The specific statistical methods to be used to
analyze the data in this study are discussed in the following para-

graphs.

Research Question 1

Research question one (determining whether auditors consis-—_
tently employ the classical approach) will be studied by observing

responses of control group subjects to the decision cases. The deci-
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sion cases require that subjects select from a series of decision in-
tervals that reflect use of either the classical approach or the trade-
off approach. The distribution of responses by subjects who are not
exposed to the theory is hypothesized to be stacked on the choice re-
flecting use of the classical approach. Because the participants in
this study were not randomly selected, statistical inference with re-
spect £o the proportion of auditors who use the classical approach can-
not be made. Accordingly, with respect to research question one, this
study will merely report on a survey basis the frequencies as in Table

T1II-1 that are observed in the sample.

Research Question 2

Research question two (whether exposure to the theory of
a tradeoff between a and B affects the approach that auditors employ)
will be studied by performing the TFisher exact test. This test is
an extremely useful nenparametric technique for analyzing either nominal
or ordinal data from two independent samples--particularly when the
two samples are small in size. The test's use is appropriate when
the data all fall into one or the other of two mutually exclusive
classes (Daniel, 1978). Tor example, such data are obtained when
two treatments are compared and subjects are classified as exhibiting
or not exhibiting some characteristic. In this case, the two indepen-
dent samples are the "control group" (those not exposed to the tradeoff
approach) and the "experimental group" (those who are exposed to the
tradeoff approach). The two mutually exclusive classes are "those
employing the classical approach" and “those not employing the classical

approach." The test determines whether the two groups differ in the
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TABLE III-1

FREQUENCY OF CLASSICAL APPROACH USAGE BY CONTROL GROUP SUBJECTS

Category Observed frequency

control group subjects ‘a
employing the classical approach

control group subjects b

not employing the classical approach

a represents the number of control group subjects employ-
ing the classical approach,

b represents the number of control group subjects not
employing the cliessical appreoach.

Adapted: Daniel, 1978.
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proportion in which they fall into the two classes (Daniel, 1978).
Using the Fisher exact test, the frequencies from the two sam-
ples can be displayed in a 2 X 2 contingency table of the form in Table
I11-2. 1In this instance, the two hypotheses are:
HO: The proportion of auditors employing the classical ap-

proach is the same for the control group and the experi-

mental group.

)

(i.e.

=io

a
A
H : The proportion of auditors employing the classical ap-~

proach is greater in the control group than in the ex-

perimental group.

(i.e. 2> %)

The alternative hypothesis is a one~tailed one in this case because the
hypothesized result to investigation of research question two is that
exposure to the tradeoff approach will cause auditors to respond dif-
ferently to the decision situations. The conduct of the test requires
that the test statistic, b (from Table III-2), be compared with the
critical value of b. The decision rule is that HO is rejected and thus
Ha is accepted if the observed value of b is equal to or less than the
critical value of b at the given level of significance. Otherwise, HO

is accepted at that level of signficance.

Research Question 3

Research question three (determining why auditors reject the
classical approach) will also be studied by performing the Fisher exact

test. Like research question two, the data are drawn from two indepen-
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TABLE I11I-2
2 X 2 CONTINGENCY TABLE TO DISPLAY FREQUENCIES OF CONTROL GROUP AND
EXPERIMENTAL GROUP SUBJECTS WHO EMPLOY THE CLASSICAL APPROACH

VERSUS THOSE WHO DO NOT EMPLOY THE CLASSICAL APPROACH

Group i = Total
Control a A-a A
Experimental b B-b B
Total a+b A+B-a-b A+B

+ means the subject employs the classical approach,

- means the subject does not employ the classical approach,

a represents the number of subject in the control group
employing the classical approach,

b represents the number of subjects in the experimental
group employing the classical approach,

A represents the total number of subjects in the con-
trol group, and

B represents the total number of subjects in the ex-
perimental group.

Source: Daniel, 1978.
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dent samples, and are classified as exhibiting or not exhibiting some
characteristic. In this case, the two samples are "experimental group
subjects eaploying the classical approach' and "experimental group sub-
jects not employing the classical approach.'" The two classes.are
"those experimental group subjects for whom statistical evaluation was
the basis for audit action" and "those experimental group subjects for
whom nénstatisticai evaluation was the basis for audit action." The
test determines whether the two subsets of the experimental group dif-
fer in the proportion in which they fall into the two classes (Daniel,
1978).

Using the Fisher exact test, the frequencies from the two sam-
ples can be displayed in a 2 X 2 contingency table of the form in Table
ITI-3. 1In this study, the two hypotheses are:

HO: The proportion of auditors for whom statistical evalua-

tion is the basis for audit action is the same for the
two subsets of the experimental group.

(i.e. % = %)

Ha: The proportion of auditors in the experimental group for
whom statistical evaluation is the basis for audit action
is greater for that subset of the experimental group
which does not employ the classical approach than for
that subset which does employ the classical approach.

(i.e. % > %)
Because this study hypothesizes that rejection of the classical ap-

proach results from a greater degree of satisfaction in the statistical
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2 X

TABLE III-3
2 CONTINGENCY TABLE TO DISPLAY FREQUENCIES OF EXPERIMENTAL
GROUP SUBJECTS WHO EMPLOY THE CLASSICAL APPROACH VERSUS

THOSE WHO DO NOT EMPLOY THE CLASSICAL APPROACH

Group + - Total

experimental group subjects
employing the classical approach j J-j J

experimental group subjects
not employing the classical approach k K-k K

Source:

Total j+k J+K-j-k J+K

means that statistical evaluation was the basis for
audit action,

means that non-statistical evaluation was the basis
for audit action,

represents the number of experimental group subjects
who employ the classical approach and for whom sta-
tistical evaluation is the basis for audit actionm,
represents the number of experimental group subjects
who do not employ the classical approach and for whom
statistical evaluation is the basis for audit action,
represents the number of experimental group subjects
employing the classical approach, and

represents the number of experimental group subjects
not employing the classical approach.

Daniel, 1978.
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evaluation when the tradeoff approach is employed, a one-tailed alter-
native hypothesis is appropriate. The conduct of the test requires
that the test statistic, k (from Table I11-3), be compared with the
critical value of k. The decision rule is that Ho is rejected and thus
Ha is accepted if the observed value of k is equal to or less than the
critical value of k at the given level of significance. Otherwise, Ho

is accepted at that level of significance (Daniel, 1978).
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CHAPTER IV
DATA ANALYSIS

Data analyzed in this study are taken from responses to the
series of decision cases. The twenty-four subjects are all auditors
of one of three large international public accounting firms--10 from
one firm, 2 from a second firm, and 12 from a third firm. All of
the subjects participating in this study are involved in the evaluation
of substantive statistical sampling tests. The subjects were not
randomly selected but rather were judgmentally selected because they
possess the desired attribute of involvement.' This procedure of select-
ing subjects is deemed necessary to insure that the task to be performed
in the study is a realistic one. However, subjects were randomly
assigned to either the control or experimental group.

The four decisicn cases were developed so as to permit investi-
'gacion of the three research questions formulated in Chapter I1I.
The cases differ only with respect to two levels (one high, one low)
of two factors. The two factors, "amount (n) of evidence' and '"relia-
bility assigned to internal control (IC)," are presented in varying
combinations in the decision cases so that their effect on subject
responses can be determined. The factor combinations present in the!

study are identified in Table IV-1. The remainder of Chapter IV sum-
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TABLE IV-1

FACTOR COMBINATIONS APPEARING IN DECISION CASES

Factor Combinations

Reliability Assigned to
Case Amount of Evidence Internal Control
A n = 196 IC = .70
B. n = 100 IC = .70
C n = 196 IC = none
D n = 100 IC = ncne
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marizes the data collected for each case and analyzes the results of
investigation of the three research questions.

For each case presented in the research instrument, the sub-
ject's response can be classified according to whether he received
exposure to the tradeoff approach, whether his audit conclusion re-
flects reliance or abandovment of the statistical evaluation and
whether.his response reflects use of the classical or tradeoff ap-—
proach. Table IV-2 presents an overall breakdown with respect to this
classification. Investigation of the three research questions in this

study entails analysis of relevant subsets of this data.

Research Question 1

The propensity of auditors who are involved in the quantita-
tive phase of evaluation of sample results of substantive statistical
tests to consistently employ the classical approach is investigated in
research question one. Data summarizing responses by control group
subjects (those not exposed to the tradeoff approach) are presented in
Table IV-3. As the Table shows, 80 percent of those auditors parti-

cipating in the study employed the classical approach.

Research Question 2

Research question two considers whether exposure to the theory
of a tradeoff between o and B risk levels affects the approach that
auditors employ. Data summarizing usage of the classical ap-

proach (-)13

or usage of an approach different from the classical ap~x,
proach {+) by control group subjects (those not exposed to the tradeoff

approach) and experimental group subjects (those exposed to the trade-

off approach) are presented in Table IV-4.
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GENERAL DATA BREAKDUWN WITH RESPECT TO TREATHENT GROUP, STATISTICAL SAMPLING APPROACH USED,

Subject Classifications

Experimental Group Subjects
Relying on Statistical Evaluation

Experimental Group Subfects
Abandoning Statistical Procedure

Control Group Subjects
Relying on Statistical Evaluation

Control Group Subjects
Abandoning Statistical Procedure

AND RELIANCE ON THE STATISTICAL EVALUATION

TABLE 1V-2

Case A Case B Case C Case D

(n = 196, It = .70) (n = 100, IC = .70) (n = 196, IC = .00) {(n = 100, IC = .00)
Classical TradeofE Classical Tradeoff Classical Tradeoff Classical Tradeoff
Approach Approach Approach Approach Approach Approach Approach Approach
Response Response Response Response Respounse Response Response Response

2 3 4 3 3 5 3 5

8 1 7 o 6 o 6 o

4 1 4 1 3 2 3 2

4 1 4 1 5 o} 5 ]
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TABLE IV-3

USE OF THE CLASSICAL APPROACH BY CONTROL GROUP SUBJECTS

Observed Frequency

Case A Case B Case C Case D
Group (n = 196, IC = .70) (n = 100, IC = .70) {(n = 196, IC = .00) (n = 100, IC = .00)
Control group subjects
employing the classical approach 8 8 8 8
Control group subjects
not employing the classical approach 2 2 2 2
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TABLE 1IV-4
OBSERVED FREQUENCIES OF CLASSICAL APPROACH AND
NON-CLASSTICAL APPROACH USE

Case A Case B Case C Case D
(n = 196, IC = .70) (n = 100, IC = .70) (n = 196, 1C = .00) (n = 100, IC = .00)

Group + - Total + - Total + - Total + - Total
Experimental 4 10 14 3 11 14 5 9 14 5 9 14
Control 2 8 10 2 8 10 2 8 10 2 8 10
Toral 6 18 24 5 19 24 7 17 24 7 17 24

A = 14 A =14 A =14 A =14
~
~
B = 10 B =10 B =10 B =10
a =24 a=3 a =5 a =5
b =2 b =2 b =2 b =2
+ means that the subject employs an approach different from the classical apprcach
— means that the subject employs the classical approach
A represents the number of subjects in the experimental group
B represents the number of subjects in the control group
a represents the aumber of subjects in the experimental group employing an approach
different from the classical approach
b represents the number of subjects in the control group employing an approach

different from the classical approach



To test the null hypothesis that the proportion of auditors
emploving the classical approach is the same for the control group and
the experimental group, the Fisher exact test14 requires that the test
statistic, b, the observed frequency in the control group15 that em-
ployed the classical approach, be compared to the critical value of b
at the given level of signficance. Table IV-5 summavizes the critical
b valués at the .05 level of significance, computed test statisrics,
and decisions to accept or reject H0 for each case. As Table IV-5 in-
dicates, no significant differences are found to exist between the two
groups in any of the cases. Thus, the null hypothesis for each case
that the proportion of auditors employing the classical approach is the
same for the control group and the experimental group cannot be re-
jected. Because the null hypothesis cannot be rejected for any of the
cases, the factors "amount of evidence" and 'reliability assigned to
internal control" apparently do notvsignificantly affect the auditor's
sclection of an approach to establishii w and 8 risk levels during sample
evaluation of substantive statistical tests. Although no significant
difference is detected, there is a noticeable directional effect. That
is, the proportions (4/14, 3/14, 5/14, and 5/14 in Cases A, B, C, and
D, respectively) of subject-auditors in the experimental group not em-
ploying the classical approach is greater than the proportions (2/10,
2/10, 2/10, and 2/10 in Cases A, B, C, and D, respectively) of subject-
auditors in the control group not employing the classical approach.
The null hypothesis in cases A, B, C and D could be rejected at the

~

.335, .385, .260 and .260 levels of significance, respectively.
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TABLE IV-5
CRITICAL VALUES, TEST STATISTICS, AND ACCEPT/REJECT DECISIONS FOR DETERMINING
WHETHER EXPOSURE TO THE THEORY OF A TRADEOFF BETWEEN o AND 8
RISK LEVELS AFFECTS THE APPROACH THAT AUDITORS EMPLOY
IN THE EVALUATION OF SUBSTANTIVE STATISTICAL

SAMPLING TESTS

Case Critical Value16 Test Statistic Accept/reject Ho
A - ' 2 Accept HO
B - 2 Accept Ho
C 0 2 Accept Ho
D 0 2 Accept Ho
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Research Question 3

Determining why auditors who have been exposed to the tradeoff
approach reject the classical approach is investigated in research
question three. Data summarizing responses by experimental group sub-
jects (those exposed to the tradeoff approach) are presented in Table
1V-6. One characteristic of the data in Table IV-6 is that J, the num-
ber of experimental group subjects employing the classical approach,
varies among the four cases. This result is apparently due to the de-
cision by participating auditors to switch from classical to non-
classical form of evaluaticn, or vice versa, as different levels of
internal control reliance and/or evidence were obseréed.

To test the null hypothesis that the proportion of auditors
for whom statistical evaluation is the basis for audit action is the
same for the two subsets, "users of the classical approach (those sub-
jects who selected a decision interval in which B was different from
the planned level)" and '"nonusers of the classical approach (those sub-
jects who selected the decision interval in which B was maintained at
the planned level)," of the experimental group, the Fisher exact
test17 requires that the test statistic k be compared with the critical
value of k at the given level of significance. The test statistic in
this situation represents the observed frequency of those auditors in
the experimental group not employing the classical approach for whom
statistical evaluation is the basis for audit action. Table IV-7 sum-
marizes the critical k values at tﬁe .05 level of significance, the ™
test statistics, and the decisions to accept or reject Ho for each of

the four cases.
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TABLE IV-6

OBSERVED FREQUENCIES OF BASES FOR AUDIT ACTION

FOR EXPERIMENTAL GROUP SUBJECTS

Case A
(n = 196, IC = .70) (n =

Observed frequencies

Case B
100, IC = .70) (n =

Case C Case D

196, IC = .00) (n = 100, IC = .00)

Group + - Total + - Total + - Total + - Total
Experimental groun subjects
employing the classical approach 8 2 10 7 4 11 6 9 6 3 9
Experimental group subjects
not employing the cliassical 1 3 4 0 3 3 0 5 o] 5 5
approach
Total 9 5 14 7 7 14 6 14 6 8 14
J =10 J =11 J 9 J =29
L]
[ee]
K = 4 K=3 K=5 K=5
j =8 j=7 j =6 j=6
k =1 k =0 k 0] k =0

+ means that non-statistical evaluation was the basis f

- means that staristical evaluation was the basis for a

J represents the number of subjects in the experimental

K represents the number of subjects in the experimental
approach

j represents the number of subjects in the experimental
and for whom non-statistical evaluation was the basis

k represents the number of subjects in the experimental
and for whom non-statistical evaluation was the basis

or audit action
udit action

group employing the
group not employing

group employing the
for audit action
group not employing
for audit action

classical approach
the classical

classical approach

the classical approach



Case

]

TABLE 1V-7

CRITICAL VALUES, TEST STATISTICS, AND ACCEPT/REJECT DECISIONS

REGARDING Ho FOR DECISION CASES TO DETERMINE WHETHER

SATISFACTION WITH THE STATISTICAL EVALUATION

1S AFFECTED WHEN AUDITORS USE THE

TRADEQOFF APPROACH RATHER THAN

THE CLASSICAL APPROACH

Critical Value18

0

Test Statistic
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Accept/reject Hy
Accept Ho
Accept H0
Reject Ho

Reject Ho



As Table IV-7 indicates, significant differences are found to
exist between the two subsets of the experimental group in Cases C (n
= 196 and IC = .00) and D (n = 100 and IC = .00). Thus, the null hy-
pothesis for Cases C and D that the proportion of auditors for whom
statistical evaluation is the basis for audit action is the same for
those two subsets can be rejecred, but the null hypothesis cannot be
rejectea for Cases A (n = 196 and IC = .70) and B (n = 100 and IC =
.70). Cases C and D differ from tothk Cases A and B in that the reli-
ability assigned to internal control {IC) is low for the former cases
and high for the latter cases. Thus, a low reliability assigned to
internal control appears to significantly affect the degree of satis-
faction with the tradeoff approach. On the other hand, the amount of
evidence appears not to significantly affect the degree of satisfaction
with the tradeoff approach since both Cases C and D had different
fevels of this factor; yet, the null hypothesis was rejected in each
case. Apparently, rejection of the classical appreocach is then influ-
enced by the presence of a poor system of internal control but not by
the amount of available evidence. Thus, auditors appear to be satis-
fied with classical statisical results only when the client's system of
internal control is reliable. The null hypothesis in both Cases C and
D could be rejected only at a significance level lower than .028. The
null hypothesis in Case A could be rejected at any significance level
higher than .09 but the null hypothesis in Case B-could not be rejected
at any level of significance. -

In summary, the findings of this study are:

1. Participating auditors who are involved in the quantita-

tive phase of evaluation of sample results of substantive
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statistical tests apparently have a preparatory readiness
to maintain B risk at the planned level and allow o risk
to vary as needed inasmuch as those auditors were found
to consistently employ the classical approach,

2. Participating auditors exhibit a tendency toward inertia
with respect to consideration of alternative approaches
to the evaluation of sample results of substantive statis-
tical tests since those auditors even when exposed to
the tradeoff approach continue to consistently employ
the classical approach,

3. Participating auditors who are involved in the quanti-
tative phase of evaluation of sample results of substan-
tive statistical tests and who reject the classical ap-
proach after receiving exposure.to the tradeoff approach
apparently reject the classical approach in the presence
of a poor system of internal control.

Based on these findings, Chapter V presents the conclusions and recom-

mendations of this study.

84



CHAPTER V
CONCLUSIONS AND RECOMMENDATIONS

This study represents the first effort tc explore the theory
of a tradeoff between a and B risk levels in auditing. This research
differs from previous auditing research on three important points:

(1) The approach to establishing a and B risk levels has

received little attention in the auditing literature,

(2) The theory of 2 tradecff th ts between o and B

risk levels has not been explored in an auditing context,
and

(3) The existence of a psycliological set and the presence

of inertia have not been explored in an audit sampling
context.

In the past, use of the tradeoff theory has been overlooked
or dismissed as being impractical to apply. As a means of testing
this theory's relevance in the evaluation of sample results of substan-
tive statistical tests, this research provides insights into three

areas:

(1) Whether auditors who are involved in the evaluation of

.

sample results of substantive statistical tests consis-—

tently employ the classical approach when evalusting

those sample results,
35



(2)

(3)

With respect

that:

(1)

(3)

Whether exposure to the theory of a tradeoff between

a and B risk levels affects the approach that those audi-
tors employ when evaluating the sample results of substan-
tive statistical tests, and

Whether future research into the theory of a tradeoff
between @ and B risk levels is warranted in auditing

with respect to the evaluation of sample results of sub-
stantive statistical tests.

to these three areas, the findings of this study are

Eighty percent of those auditors participating in this
study who were not exposed to the tradeoff approach em-
ployed the classical approach when evaluating the sample
results of substantive statistical tests,

Exposure to the theory of a tradeoff between ¢ and 8
risk levels did not significantly affect the approach
that subject-auditors employed when evaluating the sample
results of substantive statistical tests,

Even though exposure to the theory of a tradeoff between
o and B risk levels did not significantly affect the
approach that subject-auditors employed when evaluating
the sample results of substantive statistical tests,
those subject-auditors employing the tradeoff approach
exhibited a significantly greater propensity to rely -
upon the statistical evaluation in situations where in-
ternal control was judged to be poor than did their coun-

terparts who relied upon the classical approach.
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The degree to which the findings of this study are generaliz—
able to actual auditinglsituations is limited by several conditions.
These conditions include:

(1) The experimental setting in which the audit decisions

were made and recorded,

(2) The small number of subject—auditors who were available

for participation in the study,

(3) The consideration of only two approaches, both of which

were studied only within the hypothesis testing mode,
for evaluating the sample results of substantive statisti-
cal sampling tests,

(4) The consideration of only two facters that could affect

the approach that an auditor might employ.

The choice of the laboratory experiment as the research stra-
tegy for this study was made, as Chapter III explains, primarily to
control for threats to internal validity. Because the laboratory
experiment is structured to control for those potentially confounding
variables, the degree to which the experimental setting wmirrors the
intended natural setting is limited. For example, in this study the
experimental setting did not permit the auditor to "“gather additicnal
evidence'" before making his audit decision. Also, the study gave
liztle: if any information which would be of assistance to the auditor
wishing to establish qualitative dimensions for evaluating sample
results. In a real audit situation, that constraint ordinarily doesv
aot exist. Thus, as this point illustrates, generalizability is limited

because creation of a natural settipg was not completely achieved.
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Because only a limited number of auditors were available
for participation in the study, the findings may not be entirely repre-
sentative. The nature of the problem under investigation required
that only subject-auditors experienced in the evaluation of sample
results of substantive statistical tests be considered; otherwise,
tne external validity would have been extremely 1ihited because many
subjecgs would have been required to complete an unfamiliar and, hence,
an unrealistic task. Thus, a large number of auditors who did not
possess this specialized experience were not considered for partici-
pation in the study.

Another matter that contributed to the low number of quali-
fied subject-auditors availabie for participation was the hypothesis-
testing orientation of the research instrument. When accounting firms
were solicited for participation, some declined on the basis that
their firms' approach was so different from the approach reflected
in the decision cases that their employees would be unable to effec-
tively deal with the decision requested. Thus, the number of quali-
fied subject-auditors was further reduced.

From this reduced number of qualified and available subject-
auditors, the participating subject-auditors were selected. Since
these participants may or may not be representative of the population
of all auditors who are involved inm tﬁe quantitative phase of the
evaluation stage of substantive statistical tests that employ hypothe-
sis testing, the generalizability of this study's findings is limited.

This study considers only two approaches out ¢f a number

of approaches that are potentially available for use. Thus, even
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though no significant difference was detected between use of the two
approaches considered in this study,. that finding does not ensure
that significant differences could not be detected if alternate ap-
proaches were considered. Hence, generalizability of this study's
findings are further limited to the extent that other poteutially
relevant methods were not considered.

Only the two factors "amount of evidence'" and '"reliability
assigned to internal control" were considered as affecting the selec-
tion of an approach for evaluating the sample results of substantive
statistical tests. There may be additional factors that could influ-
ence the selection process. To the extent that other factors not
considered influence the selection process, the generalizability of
this study's findings is even further limited.

Though there are limitations concerning the generalizability
ot the findings of this study, the results nevertheless have some
relevance to the evaluation of sample results of substantive statisti-
cal sampling tests. Strengths of the study such as (1) the contiols
for internal validity realized through use of the post-test-only control
group design, (2) the close correspondence between the experimental
tasks and the real-world tasks performed by the subject-auditors
achieved by selecting only auditors who are involved in similar deci-
sions in the field, and (3) the careful development of the research
instrument by a series of critiques and pretests by qualified academic
colleagues and audit executives warrant consideration of the results..

of this study.
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The most important finding of this étudy is that satisfaction
with the tradeoff approach was greater than satisfaction with the
classical approach. That is, subject-auditcrs were more willing to
base their audit decision on the statistical evidence when the tradeoff
approacﬁ ig used. This finding was found significant at the 5 percent
level of significance in this study when the reliability assigned to
internél control was low (.00 in this case). To the extent that this
result can be replicated in future studies, its implication is that the
auditing profession should consider providing support as well as guide-
lines for use of the tradeofi approach provided the approach is found
to be theoretically appropriate vis-a-vis the philosophy of audit
inference and decision. TFurthermowe, ihe curricula of auditing
education and content of staff training programs might be modified tao
include efforts to ensure that aulitcrs develop an understauding of
this theory and acquire a knowledge of how it can be applied. Although
the proportion of subject-auditors not employing the classical approach
in the experimental group exceeded the proportion of those subject-
auditors in the control group, no significant difference at the 5
percent level between use of the tradeoff approach and use of the
classical approach was detected.

Even though no significant difference was detected, the ab-
sence of such a difference does not necessarily imply that subject-
auditors do not personally prefer the tradeoff approach to the classi-
cal approach. The subject-auditor's use of the classical approach
might be due to factors other than personal preference. For example,

subject-auditors may have felt compelled to use their firm's approach

regardless of personal preference. Also, subject-auditors may not
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have felt that generally accepted auditing standards would permit

use of the tradeoff approach; that is, because authoritative auditing
literature is replete with examples illustrating 5 percent a risk
levels, auditors might view this occurrence as an implicit preference
for if not a requirement to employ this level of a risk. 1In addition,
the exposure given in the study to the tradeoff approach may not have
sufficiéntly sensitized many of the subject-auditors to the bhenefits
of this approach. Finally, the subject~auditor may not have opted
for a preferred approach but rather opted for the classical approach
because there was not the time nor perhaps the ability to learn about
the tradeoff approach to use it correctly. In effect, the choice

was made ocul of knowledge and not out of preference.

On the other hand, the directional effect noted above could
be due to a potential bias in the methodology. This bias is poten-
tially created by explaining the advantages and operation of the trade-
off approach to the experimental group subjects and then asking them
to immediately respond to a set of decision cases which provide an
opportunity to exercise this newly acquired knowledge. That is, the
subject may respend in a manner consistent with the tradeoff approach
because he feels that he is expected to use this "other" approach.

Not unexpectedly, when not exposed to the tradeoff approach,
a high percentage (80 percent) of auditors employed the classical
approach. A high rate of usage of the classical approach was expected
because of the emphasis on this approach in auditing education, staff

training programs, and auditing literature.
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Because of the study's implications, further research into
alternative approaches to evaluating the sample results of substantive
tests seems appropriate. The tradeoff approach, which was found to
give greater satisfaction to subject-auditors in this study, should
be among those methods considered.

Since this study only considered two factors that might affect
the auditor's interpretation of sample evidence, further research
should consider whether other potentially relevant factors exist.
Also, expanding the number of levels of each factor presented might
be appropriate. For example, the finding in research question three
was that auditors are better satisfied with the statistical evaluation
when the tradeoff approach, as opposed to the classical statistical
approach, is employed in a situation in which the system of intermal
control is poor. Such a finding wags not observed in situations in
which the system of internal control is excellent. In further re-
search, the effect on the auditor's satisfaction with the statistical
cvaluation in the presence of moderately effective systems of internal
control should be considered, and an explanation of the phenomenon
actually observed should be formulated and tested.

Another idea for further research is to consider the effect
of geographical lecation and/or firm affiliation. Auditors in certain
sections of the country may be educated in or exposed to different
methods of statistical evaluation. 1In addition, different accounting
firms may train their staff to apply different techniques. Accord-
ingly, responses to case situations similar to those presented in

this study's decision cases may vary because of these characteristics.
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Further research is also needed to establish the degree cf
agreement by auditors in establishing o and B8 risk levels when using
the tradeoff approach. In other auditing research areas, such as
elicitation of judgmentally-assessed prior probabilities in a decision
theoretic sctting, evidence has indicated that a considerable amount
of diversity existed in responses among subjects as to specification
of the‘judgmentally—assessed variable. Thus, investigation scems
appropriate in this area.

Finally, additional rescarch is needed to determine whether
use of the tradeoff appreach, or of other alte}natives tc the classical
approach, results in different audit actions from those taken when
the classical approach is employed. If the same audit conclusions
are reached regardless of the approach employed, then there is little
reason to further consider alternative approaches. Conversely, if
difference audit couclusions are reached when different methods of
statistical evaluation are employed, investigation of the relative

benefits of each alternmative is needed.

N
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FOOTNOTES

1Which parameter value is designated as the null hypothesis
is important because, in the process of hypothesis testing, the null
hypothesis is given the benefit of the doubt. 1In statistics, the null
hypothesis is frequently designated as the parameter to be rejected;
that is, in this setting, rejection is the primary concern. This orien-
tation is ordinarily appropriate because the decision~maker can never
be certain of what he accepts based on statistical results, but he can
be certain of rejection. However, consistent with the positive approach
in auditing, the decision-maker is motivated to accept the book value:
thus, the null hypothesis is designated as the parameter to be accepted.
Kazmier, Leonard J., Basic Statistics for Business and Economics, p.
146, and Elliott, Robert X. and Rogers, John R., "Relating Statistical
Sampling to Audit Objectives," Journal of Accountancy (July 1972}, p.
46.

2Strictly speaking, the auditor does not assert that the finan-
cial statement amount is correct. Rather, when his statistical evalua-
tion supports acceptance of the book value, he accepts the book value
as being free from material misstatement.

3 . .
In a doliar—-unit sampling approach, the sample size depends
on the number of expected errors, the beok value of the population,
and the level of materiality. Guy, Dan M. Statistical Sampling in

Auditing, p. 177.

A
Conclusiveness criteria are needed when the book value is

not supported by the statistical evidence. At this point in sampling
procedures, both o« and B risk must be carefully controlled. Alpha (a)
must be controlled to limit the risk of rejecting a fairly stated book
value. Beta (B) must be controlled to protect against accepting an
adjusted book value that is materially misstated. Conclusiveness critera

is the general term describing these maximum levels of o and B risk.
(Ernst & Whinney, Audit Sampling, p. 158.

“Ernst & Whinney, Audit Sampling, p. 154.

6Leamer, Fdward E., Specification Searches, p. 76.

7
Guy, Dan M., Statistical Sampling in Auditing, p. 180.
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As indicated in Chapter I, o represents the risk of incorrect
rejection, and B represents the risk of incorrect acceptance. 'Risk
of incorrect rejection'" and "risk of incorrect acceptance'" -are terms
used in SAS No. 39. American Institute of Certified Public Accountants,
Statement on Auditing Standards, No. 39, p. 6. Throughout the study,
the notation a and B will be used to refer to these terms.

9The term “material" amount is used throughout the additing
literature. SAS No. 39 introduces another term, "tolerable'" amount.
"Tolerable" amount is a planning concept and is related to the auditor's
preliminary estimate of materiality. American Institute of Certified
Public Accountants, Statement on Auditing Standards, No, 39, p. 7.
The term "material" amount will be used throughout the remainder of
this study.

10Some auditors feel that lower reliability levels are often
appropriate. Arens, Alvin A. and Loebbecke, James K., Auditing: An
Integrated Approach, p. 415.

1Roberts identifies different approaches that an auditor may
take--a positive approach or a negative approach. 1In the positive ap-
proach, the auditor starts with the proposition that the recorded amount
is correct and uses statistical evidence to support or reject that pro-
position. Following the negative approach, the auditor begins with
a proposition that the recorded amount reflects a material misstatement;
when the statistical evidence renders the proposition implausible, the
auditor decides that the recorded amount is not materially misstated.
Roberts further states that the two approaches are equivalent in the
sunse that when the desired risks are the same, the two approaches will
result in the same decision. The positive approach will be employed
throughout this study. Roberts, Donald M., Statistical Auditing, pp. 41,
45, :

2The assumption that test exteunsion is infeasible is not an
unrealistic one. For example, to audit inventory, an observation of
the inventory count is usually necessary. However, subsequent to the
date of the physical inventory count, sales and purchases of inventory
destroy the sampling frame that previously existed at the date of the
count. In such circumstances, test extension is infeasible.

A

“The contingency table must be arranged such that A > E and
ajA>b|B. Finney, D. J., "The Fisher-Yates Test of Significance in 2
X 2 Contingency Tables," Biometrika (May 1948), p. 146.

The justification for choosing the Fisher Exact Test is ex-
plained in Chapter III.

5The contngency table must be arranged such that A > B and\'

alA>b|B. Finney, D. J., "The Fisher-Yates Test of Significance in 2
X 2 Contingency Tables," Biometrika (May 1948), p. 146.
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16 . .
A dash, or absence of any entry, for some combination of

A, B, and a indicates that no contingency table in that class is signifi-
cant at the given level of significance. Finney, D. J., "The Fisher-
Yates Test of Significance in 2 X 2 Contingency Tables,” Biometrika

(May 1948), p. 146.

7'J.‘he justification for choosing the Fisher Exact Test is ex-
plained in Chapter III. '

18A dash, or absence of any entry, for some combination of
A, B, and a indicates that no contingency table in that class is signifi-
cant at, the given level of significaance. Finney, D. J., "The Fisher-
Yates Test of Significance in 2 X 2 Contingency Tables,' Biometrika
(May 1948), p. 146.

Some exploratien of the effects of environmental compeonents
on the periods preceding the audit, during the audit, and after the
audit has been undertaken. Gibbins, Michael and Wolf, Frank M., "Audi-
tors' Subjective Decision Environment--The Case of a Normal External
Audit," The Accounting Review (January 1982), p. 121.
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Research Instrument and Summary

Appendix A

of Subjects Responses

Evaluation
of
Sampie Results
of
Substantive
Statistical Sampling
Tests in Auditing

Whea statistical sampling is uscd 2x the basis for determining whether
to actept of reject an account baluace, one of three situations will exist de-
pending on the difference between the book value &and the estimated
audited value as depicted in Figure 1.

///;;;::\\\\\

—

X, T X3 {
» BV

BV — M b
H (LDecisicm interval onz-+)
(e———Dkcision.interval two—)

When the estimated zudited value, X,, differs radically from ‘ths book
value (BV), the statistical evidence failstosupport ecceptauce of the book
vajue regardless of whether decision interval one or two is used. Similarly,
when the estimated audited value, X,, closely appraximstes the bock
value, the statistical evidence supports scceptence of the book value re-
gardless of whether decisica interval one or two is used. In either cf these
gituations, the decision to accept or reject the beok velue is not very sensi-
tive to changes in the width (amount of precisicn) of the decision interval.
Thus, in these situations, construction ef the decision intesvat endpoints is
nct a very critical step.

On th= other hand, whea the estimated audited value, X, differs by
more than a small amount but by less thun a materis! (M) amount, the

" decision to.accept or reject the book value turns on wvhat decision interval

is used (in this example, interval one or two). In this situation, the deci-
sion 10 accept or reject the book value is sensitive to chunges in tha width
(amount of precision) of the decision interval. Thus, in closeeall decisions,
determining the decision interva! endpointy is a critical step. It is this
situaticn that this study will examine: in clesccall decisions, what ap-
proach do auditors take in the construction of decision intervals when
evaluating the sample results of substantive tests? In order to answer this
question, we will consider statistical sampling risks, o and 8, innsmuch ea
control of these risks determines the amount of precisicn and thus the
width of the decisinn interval.

(In the research instrument distributed
to contrel group subjects, the ahove
discussion was omitted.)
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EVALUATION OF SAMFPLE RESULTS WHEN THE ACHIEVED
STANDARD DEVILTION EXCEEDS THE PLANNED
STANDARD DEVIATION

The essential problem faced by sn auditor when evaluating the
sample results of substantive statistical tests is to sclect those levels of
a andd i risk that are best given avuilable evidence. Ia this context, a risk
(a type T error) is the probability of rejecting = correctly stated asacurt,
ond g risk (a type 11 error) is the probability of accepting 8 materially
misstated amount. When selecting the sppropriate levels of a and 2 sisk,
the ouditor must consider the consequences of mal-ing an incorrect deci-
sion as follows:

Actions ""TAmount is Amount is
Correctly Statedi Materially Misstated
Accept the Yook value No ersor Type Il error®
(8 riske)
Reject the bock value Type I error? No error
{o visk)
LY of y of this & dircisivo msy include the cust cf unnecesasrily
dirrz sudig p 4 , Jlszaly reguiring edjusteaent to tius balsnce,
or noediossly rondering a qualiliod os sdverce opinion.
3G of this i docision may include the cost uf potential
lawsuits (both diract snd indirect) snd loss of professionz] raputstion.
The auditor must exercise professional jud cnt when considering tha

tradeof! between o and 8 50 as to sclect thoss levels of a and 8 thot are

most sppropriate in the circumastances. The sclution is not obvious because: -

it is desirable to have both o and g small; yot, a decrense-in-one risk level
necessarily increases the other given: s certain amount of evideace when .
the achieved standard deviation exceeds the planned standard deviation

Onc approach to resolving this problein at the evaluation stage is to
set 3 ot the planned level aud allow a to vosy as necessary (we call thia the
classical epproach ). However, other solutions can be calculated which are
also statisticelly acceptable. We want to make you awsre of an appreaca
to selecting o and A risk levels which is different from the classical ap-
proach. We will then solicit your response to a series of case situntions in
which you will be asked to expruss your preference among various sta-
tistically acceptable evaluations of sample dota.

The tredeoffs between « and g that are uvailable to the auditer can
be depicted as in Figure 2.

10,
Figure 2
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The cuived line (En) represents the tradeofls between o and ji that ase
avaituble when a given amount of evidence (o particular sample size, n)
is avuilable, Any combination of a and J# luvels lying on the line En is a
statisticully acceptable interpretatan of the avoilable evidence. For ex-
ample, in Figute 1 two accepislle interpretations are: (1)a == .05 and
#2238 and (2)0 = .10 and ¢ == 20.

An zlternative to the classical approach to selecling o and g8 risk
levels is an approach which attempts to balance the consequences of buth
types of risk (we cali this the tradeoff approach}. Using the tradeoff ap-
proach, an auditor would sccept some incrense in both risk tevels rather
than fixing one risk level (4) and allowing the uther (a) to increase es
necessary. Each risk level would be increased proportionately using the
tradesff sprroach so us to maintein the glanned ratio cf a to f2.

in summary, the classicul approach represents one way to resalve the
problem cf how to estoblisk w snd 8 risk levels. However, this approach
Las the shoricoming that a risk is not cenwolled in spite of the possible
consequences of both kinds of rizk. An approuch thet considers conse-
quences of both kinds of risk, the tsodeoff approach, avaids this shart-
coming by permitting coatrolled increascs in both « and 28 risk levels in
such a way that the planned ratio of o to 8 is maintained.

INSTRUCTIONS

This exerciza is a part.of an-agudit sampling research study conducted
by Jumes H. Thompson, a doctoral stu-ient at the University of Oklahoma.
Your participation and sincere effort are greatly appreciated.

Enclosed you will find four cuses concerning statistical evaluation of
sample results. The content of the cases differs only with respect to the
effectiveness of internat controls and sample size. In each case you sre
asked to indicate how you would interpret the statistical evidence by
choosing fram among the choices (it are provided.

Before beginning ithe exercise, rate your involvement in statistical
sampling with respect to substantive tests u3 zero, limited, moderate, or
extensive using the following guidalines:

Guidelines concerning
degree of :nvolvement with

aubstantive statistical sampling tests

Tavolved in  involved in  Involved in Degros of
Earecution Planmng Analysis Involvament
At Lesst Onco At Lesst One At Lewst Once (check oned
T Ne TNe T T Ne T zer0 R
Yes Mo No tunited -_—
Yes Yes Mo moderatse —
Yes ‘o3 Yes extensive ——

In addition, please senpiy the fuliowing edditional information:
npy
Yeurs of expenience s suditing .
Curren’ positicn in firm ——
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G-1

Griffin, Iue, an clectronics film operating out of the midwest, snunu-

fuctures component parts used in the cable telavision industry. As your

firad's client, Griffin hus requusted an sudit of its inancial statements. Your

firm iras audited Griffin’s financiul staternents for eac’ of the last five yeurs,

In zach of those years, Griffin has received an enqualified opinion on its
statementu.

Planning Data

You are responsible for detesmining the renscnabl of the ac-
counts seceivable buiance. Financial dota projected at the ead of the
current year are:

Accounts receivable balunce $ 2.500,000
Total assets 14,000,000
Equity 3,500,000
Net incaome 875,000

It has already been verified, bosed on this year's study and evalustion
of internal controls, including tests of compliance utilizing attributes ssmp-
ling techniques, that internal contrals for the accounts receivable system
are excellent. Accordingly, the reliznce assign=d to internsi controt is .70.
The seliance assigned to supp: tal procedurea (such as analytical re-
view of significant ratiog and trends-and resulting investigation af unusual
fuctuations und questiongble items) is 20. Thus, for a desired combined
seliability of .95, the planned risk of accepting 5 meterially tisstated
amount {7 rick) is 2083,

‘The amcunt of a material ervor with respect to the accounts receiv-

able balance has been determined to be.$175,000. Based on this material- -
ity threshhold, e planned g risk of .2083, and e planned risk of rejecting.a -

correctly stated amount {«risk) of 0S; desired precision-is $123,327.

Based on desired precision of $123,827, a plonned o risk of .05, and
an estimated standard deviation of differences in accounts included in the
accounts receivable balance of $1,768.95 (based on last year’s achieved
standord deviation of differences), & simple random samp!e (stratification
was not practicable) of size 196 was calculated. Positive confitimations
were obtained for most sccounts, For thuse accounts in which replies to
confinnation requests weie not received, the omounts werse veriticd by
examining selevant contracis, shipping docurents, and evidence that the
buyer had sehnowledyged receipt of the shipment and by vouching trans-
actions for a period aroun:d the balarce sheet dute.

The dillesence methcd of estimation wes selected {as has been in
previous audits) to determine the estimated audited value of the nccount.
The diflerence method of estimation was sclected because a substantial
number of differences were expected (based on previous pudits of accounts
reccivable) and because these differcnces have not eppeared to be re-
lated to ti:e thagnitude of the book value (based or: previcrs audits oi ac-
counts receivable). These diffesenecs have not been systematic nor ma-
teriul in the aggregate in the past and are not expucted to be systematic ror
material in this audit.

Ezecution
The estimeted sudded value of $2,385000 was determined as
fullows:
4 (Sum of ubserved differesces/n) == $45,080/196 -= $230
{overstatenent)
1§ MN-d 500 - 3230 SHISN00 (vverstatement)
AV . IV D = $2,5C0000 —$115000 - . $2,245000
whese:
d coothe mean ifference of aces ats in 1% sample frem
the bouk vafue

G-2
N z= the aumber of accounts in the population af uscounis
receivable
D := the estimuted total difference between book and
audited values
AV = the cstimated audited value
BY == the reported book velue
In determining the meza difference of accounts in the sample from the
book value (d), 118 acccunts hai zero differences and 78 sccounts had
non-zero diffesences ranging (rom an understatement of $200 to an over-
statement of $1,250. The pattern of non-response to confirmation requests
was a3 follows:

P of 3 le A

Not Rssponding
Accounts with 10 observed differences 8%
Accounts with non-zero differences observed 10%

The observed differunces wese due to one of the. follawing. 2eross: im-
properly pricing invoices, misfooting inveices, billing. ios taxes to tax
exempt organizations, billing {or freight on sales with terms F.0.B: desti-
nation, improperly figuring saies discounts, or transposing digits in past-
ing. No systematic differcnces were detected.

Evaivation.

With the passage of time, extensive efiort would be required o select
end conduct tests of more accounts. The cost of this effort is thought to be
prohibitive; thus, test extension is not a vicble alternative.

After analyzing the sample dats, 8 revised estimate of tha standard”

deviation of differences of $2,122.75 was madc. From the achieved samplc
results, an infinite number of decision intervaly cun be constructed-ths
purpose of which is to determine whether the statistical evidence supporta
the correctness of the boock value: Five such intervals are given below.
Select {rom among thase decision intervals that are given the ono that best
reflects your interpretation of the statistical evidence in this case:
(Note that there is not a “cosrect answes” to this exercise. Ratkor you are
asked to select from the five decisiosi intervals that are given the ane that
best reflects your interpretation of the statistical evidence, All of the deci-
sion intesvals have been properly computed, snd cach represents a sta-
tistically acceptable solution. Although it is not necessary to verify the
cemputations, calculations te support these five decision intervals are
given in Appendix A at ti:e end of this exercise.
~_.Decisiun interval: $2,351,407 to $2,648,593 with 95.0%% reliability
( Book value of $2,500,600 = precision of $148.593); Brisk is 3632
-—Decision interval: $2,363,0549 to $2.634,946 with 92.5% reliability
(Book vahie of $2,500,000 % precision of $134,946); Arisk i3.2981
- —Ducciston interval: $2,375,667 to $2,624,333 with 20.0% reliubility
{ Book value of 32,500,000 = precision of $124,333); Brisk is 2514
—-Decision interval: $2,382,491 to $2,617,509 wth 83.0% reliubility
(Book value of $2,500,000 == precision of $117,509); #risk is.2236
——Decision interval: $2,386.281 to $2,613,719 with 86.6": reliability
{Book value of $2,500,000 = precision of $113,219); 3 risk 15.2083

Cansirder your expressed interpretntion of the statistical evidence abuve

n terms of the decision o avcept the account balunce us being correct or

to teyect the sccount balunce as being materially misstated. ¥hich of the
follow:ng positions better descaibes the counse yoeu would take:
hrern the statistical eveiuation “iconcluzive”™ soed thus make the
accept/reject decition judgementally
P the seeepificgect decision on yous statstical e aluation ex-
prrseseed above
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M-t

Muarkiey, Inc, aa elcciranics him operating out of she midwest, manu-

factures component parts used in the cabie televicion industry. As your

finn’s client, Maskiey has requested an audit of its financial statements.

Your firm has audited Markley's finaticial statements for each of the last

five yeors. In each of those years, Markley has received an unqualificd
opinion on its statements.

Planning Data

You are responsible lor determining the reasonableness of the ac-
counts receivable balance. Financial data projgcted at the end of the
cusrent year are:

Accounts receivable balance $ 2,500,000
Total assets 14,000,000
Equity 3,500,000
Net income 875,600

it has already been verified, bazed on this ycar'y study andd evaluation
of internal controls, including tests of ccuupliancs utilizing attribiutes samp-
ling techiniques, that internal controls for the scenunts receivable systemx
ere excellent, Accordingly, the reliance: assigned to intcrnal control is .70.
The reliance assigned to suppl ta] precedurss (such es cnalytical re-
visw of significant ratios and trends and sesulting investigation-of unusual
fluctuations end questionable items) in 20. Thus, for a desired combined
refinbility of 95, the.planned risk of sccepling. a mstesiatly misstated
amount (8 risk) is .2083.

The amount of a material errer with.respect to the sccounts receiv-
elle balance has been determined to be $175,C00. Dased on this material-

ity threshhold, a planned # riskcof .2083; and a plosined sisk of rejecting s -

corsectly stated amount (a risk) of 05, desired precision is $123,827.

Based on desised proecision of $123,627, a planned o risk-of .05, end:

an estimated standard deviation of difFferences in aczounts included in the
acrtounts receivable balance of $1,263.54 (based on lest year’s achieved
standard deviation of difierences), a simple random sample (stratification
was not practicable) of size 100 was calculated. Positive confirmations
were obiained for most accounts. For those accounts in which replies to
confirmation requests were not received, the amounts were verified by
exanmining relevant contracts, shipping documents, and.evidence thay the
Luyer hod acknowledged receipt of the shipment and by vouching tran:z.
actians {or a period around the hatance sheet date.

The difference methed of estimation was selected (a3 haz bees in
previous audits) to determine the estimated audited valus of the acccunt.
The difference method of estimation wos:sclected becsuse a substantial
numbes of differences were expected (besed on previous audits of acccunts
receivable) and because these differences huve not appeared o be re-
lated to the magnitude of the book velue {based on previous audits cf s2-
counis receivable), These differences have not been systematic nor ma-
terial in the aggregate in the past and ere nct expecied to be systematic noc
material in this avdit.

Exccution
‘The estimated audited! value of $2,385000 was dcterrained as
follovrs:
¢ iz {Sum of ubserved dillerences/n) == $23,900/1060 = $230
(ovzrstetement)
D= N-ua_.500 - 5230 = 5115000 {averstatement)
AV'=BV 4 D = $2,502,000 -— $115,000 = $2,385,000
whese:
d = the mean Sifferenca of accounts in che sample from
the book vatue

M-2
N = the number of accounts in the population of accounts
receivadls
D = the estimated totul differeace between book aend
sudited values
AV = the estimnuted audited value
BV = the reported book value
In determining the mean difference of accounts in the sumple from the
bock value (d), 60 accounts had zero differences and 40 accounts had
nun-zero differences ranging from an understatement oi $120 to »n over-
statement of §960. The pattern of non-respor:se to confirmation requests
was as {ollows:

Pascentages of Sample Azcounts
Mor Rosgonding

Accouats with no observed diffarences 8%
Accoun's with non-zero differences observed 10%

The cbserved differences were due to ons of the following esrors: im-
progesly pricing invoices, misfooting invoices, billing for taxes tc tax
exempt crgunizations, Silling for freight on sales with terms F.0O.B, desti-
aation, impropersly figuring sales discounts, or transposing digity in post-
ing. No systematic differsnces were detacted.

Evaluation
Wizh the passage of time, extensive effort would be required to select
and conduct testa of more accounts. The cost of this effore is thought to be
prokititive; thus, test extension is not a viable alternctive. S
Afier analyzing the sample dats, 3 revized estimate of the srandard
deviation of differences of $1,516.25 was madz, From the achieved cample
fesults, an infinite number of decision . intesvals can be constructed the
purpcse of which is to determine whether the statistical evidence supporta
the correctness of the book valuz. Five such intervals are given belaw.
Salect from among those decision iniervals that are given the ane thst bost
reflects your intespretation of the sintistical evidence in this case:
(Note that there is not a “carrect answer™ to this exercise, Rather you are
acked to gselect from the five decision infervals that are given the one that
best reflects your interpretation of the statistical evidence. Ail of the deci-
sion intervals have been properly computed, and each represents a stu-
tistically scceptable sotution. Although it is not necessary to verily the
computativng, calculations to support these five decision intervals are
given in Appendix A at the end of this cxercisz.
—.-Decision interval: §2,351,407 to $2.648,593 with 05.0'; reliability
{Book value of $2,505,000 *: precision of $348,533); g risk is.3632
—Decision interval: $2.365,054 to $2,634,646 with 92.595 seliability
(Book vatue of $2,500,000 = precision of $134,946); Brisk is 2983
—-Decision interval: $2,375,667 10 $2,624,333 with 90.0% rcliability
(Book value of $2,580,000 := precisicn of $124,333); g rick is.2514
—-Decision interval: $2,387.461 to $2 517,509 wth 88.0%% rehiability
{ Book value of $2,500,000 == precision of $117,509); B risk is.2236
—.Dezcision intevat: $2,386,281 10 $2,613,712 with 86.6*; reliability
(Book vatue of $2,200,000 :x precisicnof $113,715: @ risk is.2083

Consider your expressed interpratution of the statistivsi ovidence sbove
in terms of the decision to accept the sccount balance us being cosrect or
to reject the account balance os being materally misstatesd. Which of the
following positions better describes the conrse you woul take:
-~ deent the statiical evaluation *imconciusive™ and thus make the
accapt/rajest dicsion judgementally
—-base the acenpt‘tejeet divesion 0 your sto luhical evalirtion es-
presserd aliove
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T-1

Thaxton, Inc, an clectranicy firon operuting out of the midwest, munu-

factuses component parts used in the cable television industry. As your

firm's client, Thuxton has requested an sudit of its financial statemcnts.

Your fium bus audited Thuxton’s financial statements for each of the last

five years. In cach of thuse years, Thaxton has received an unquabficd
opiniion on its statements.

Planning Data

You are responsible for determining the reascnablenesy of the ac-
counts receivable balunce. Financial data projected at the end of the
current yecar ure:

Accounts receivable balence $ 2,500,000
Total asscts . 14,600,000
Equity 3,500,000
Net income 875,000

It has slready Leen verified, bascd on this yeas's study and evaluation
of internal controls, including tests of compliance utilizing attsibutes sem -
ling techniguey, that internal contiols for the accounts seceivable system
are poor. Accordingly, the reliance assigned to internal control is .00.
The reliance essigned to supplemental precedures (such as analytical re-
view of significant ratios and tresdls snd resulting investigation of unusual
fluctuaticns and questioneble items) is 20. Thus, for a desired combined

reliability of .95, the plenned risk of accepting & rasterially misstated -

amount (f risk) is .0625.

The amount of a muteria! error with fespsct to the accounts receiv-
able baiance has been deterinined to be $175,000. Based on this material-
ity threshhold, e planned-2 risk of 0625, end & planned risk of rejecting &
carsectly stated amount (a risk) of .05, desired precision is §98,281.

Bused on desired precisicn of §98,2:1; a_planned « risk of. .05, and
20 estimated steandard deviation of differences in accounts included in the
accounts receivable balance of $1404.01 (based on last yecar's achieved
standard deviation of differences), a simple random sample (stratification
wits not practicuble) of size 196 was calculated. Positive confirmnations
were chtained for most accounts. For these accounts in which replies to
confirmution fequests were not received, the amounts were verified by
exazmining relevant contracts, shipping documents, and evidence :hat the
buyer had ackaowledged receipt of the shipment and by vouching trans-
actions for a period arcund the balance sheet date.

Tl difference method of estimation was selected (as has been in
previous audits) to detesmine the estimated sudited value of the account.
The diiference method of estimation was selected because a zubstantial
number of differences were expected {based on previous audits of accounts
receivable) and because these differences have not appeared to be re-
tated to the mognitude of the hook value (based on previous audits of ac-
counts receivable). These diffccences hove not been systematic nor ma-
terial in the oggregate in the past and are not expected to be systematic nor
material in this zudit.

Execution

The cestimuted uudited value of $2,416,000 wus determined as

follows:
4 - (Sum of gbiserved differences/n) <: $32,928/19€ - $108
{uverstatement)
D N - S00 - §31068 £84,000 {overstatesent)
AV - BV I 52506007 —- $B4,UC0 - $2,410,000
where:
d == the mesn difler=ece of accounts in the sample from
the b % vulue

T2
N := the number of accounts in the populatiun of accounts
receivable
D == the estimated total differeace between book and
audited values
AV == the estitnated audited value
BV = the reported bock valoe
In determining the mean difference of sccounts in the sumple frem the
book valua (d), 118 accounts had zero differences and 78 accounts had
non-zero differences ranging {from an understolement of $350 to an over-
statement of $1,050. The pattern of non-response to confirmation requests
wis 23 follows:

P ¢s of Sampls A

Nat Rexponding
Accounts with no observed differences 8%
Accounts with non-zero differences observed 10%

The observed differences were due to cne of the following errors: im-
propersly pricing invoices, misfooting invoices, billing for taxes to tax
exempt orgaaizotions, billing for freight on sales with terms F.O.3. desti-
pation. impropesly fguring sales discounts, or transpesing digits in post-
ing. No systematic differences were detected.

Evaluation

With the p ge of tirne, ive effort weuld be required to select
and conduct tests of more accounis. ‘The cost of this efost is thought to be
prohibitive; thus, test extension is not a viable alternative.

After analyzing the sample data, a revised estimate of the stendard

deviation of differences of $1,684,81 was made, From the achieved sample
results, an infinite number of decision intervals can bs constructed the
purpose of which is to determine whether tho statistical evidence supports
the correctness of the book-value: Five such intervals are given below.
Select fron smong those decision intervals that are given the ovic that best
reflects your interpretation of the statistical evidence in this case:
(Note that there is not p “correct enswer” to this exercize, Rather you ar'e
eslked to select from the five decision intervals that ere given thae ane tiut
best reflects your interpretation of the stotistica evidence. All of the deci-
sfon intervals have been properly computed, and cach represents a ste-
tistically accaptabls solution: Although it is not necessary to verify the
computations, calculations to support these five decision intervals ars
®iven in Appendix A at the end of this exercise.

—Decision interval: $2,382,063t0 $2,617,937 with 95.0%% reliabilitys
{Book value of $2,500,000 = precision of $117,937); #riskis. 1711
—Decision interval: $2,392,894 to $2,607.106 with 92.5%5 reliabilitye
(Book value of $2,500,000 :1: precision of $107,106); Brisk is 1297
—--Decision interval: $2,401,318 to $2,598,682 with 90.05% reliability
(Book value of $2,500.000 = precision of $ 98,682 )i Briskis 1028

.-- Decision interval: $2,409,742 to $2,590,258 with 36.7%% seliabilit,

(Brook value of $2,500,000 =+ prucision of $ 90,258)3; B risk is 0792
—Decision interval: $2,416,963 to $2,583,037 with 33.2% reliability
(Book vulue of $2,500,000 +: precision of $ 83,037}; 1 risk is 0025
_C(\n:ie}e! your expressed interpretstion of the statistical evidence above
in te{'mi of the decision to accept the sccount balance as teing correct or
to rzject the account balance as being materially misstated. Which of the
following positions better describes the course you would take:
derin the statistical evalvatien “mconchisiee” and 1hus ciake the
accept/rejact decision juipementully

b e the acuept/regect Jecision on vons statstical eviaafion €

pres:et atuve

104



. w-t

Wiaston, Inc, an electronics firm cperatiag out of the midwest, muau-
factures component puris used in the cable television industry. As your
firm's clienl, Winston hus requested an audit of its fiaaacial stalcments.
Your { rm has audited Winston's financial statements for cach of the last
ﬁv? years. In each of those years, Winsion has received an unqualified
opinion on its statements.

Planning Data

You are responsible for determining the r blcness of the ac-
counts receivable balance. Financial data projected at the end of the
current yeas are:

Accounts receivable balance $ 2,500,000
Total assets 14,000,600
Equity 3,500.000
Net income 875,030

It has already been verified, based nu this year’s study end evaluation
of internal controls, including tests of campliance utilizing attributes sump-

ling technigques, that internal contrals.for the accounts. receivable systen-.

are poor. Accordingly, the reliance as:igned to internal contsel is .00.
‘The celiance assigned to suppl tal procedures (such as analytical ro-
view of significant ratios and trends and resulting investigaticn of unusual
fluctuations and questionable items) is 21). Thus, for a desired ccmbined
reliability cf .95, the- plann=d-risk of sccepting & msterially misstated
amount (4 risk ) is 0628,

The emount of a materinl error with respect to the rccounts receiv-

=ble baiance has been determined o be $175,060. Bated on this material- .
ity threihhold, a planned g risk of 0625, and a planned risk of rejecting 8 =

corsectly stated amount (a risk) of 05, cesired precision is $98,28%.
Based on desiced precision of $98,213{, a planned o risk of .05, and

an estiniated standard deviation o] differcnces inmaccounts included in the -
account; receivable halance of $1,002.87 (based on !ast years achieved -

standand deviation of difierences), a simple random gample (stratification
was not practicable) of size 100 was calculated. Positive confirmations
were obtained {or most accounts. For those accounts in which repliss to
confirmition requests were not received, the amounts were verifizd by
examining relavant contracts, shipping documcats, and evidence that the
buyer had acknowledged receipt of the shipment end by vouching trans-
actions {or o period around the balance shzct dote.

Th difference method of estimation was selected.(es has besn io
previnus. audits) to determine the estimat »d audited value of the account,
The difference method of estimation wns selected bacaus: a substantial
number of differences were expected (based on previous audits of accounits
receivable) and because these differences have not appeercd to be re-
tated to the mognmituce of the book value (based cn-previous audits of ac-
counts receivable). These differsnces have not been systematic noc mea-
terial in the aggregate in the past end are nit exp d to be systematic nes
matcris! in this sudit.

Ezxecution
The estimated sudited value of $2,416000 was determined as
follows:
d = {Sum of ubsurved differences/n) = $16800/190 = 3168
{ovesstntement)
D= M- d= 500 - 31568 = $84,000 (oversiatement)
AV = BV 4- D = $2,500,000 — $84,000 = $2,415,000
wliere:
& = the meun iffe:ence of accounts in the sample from
the bouk velue

w-2
N == the number of accounts in the populatian of accounts
receivable
D == the estimoted total d:fference between book and
audited values
AV = ihe estimsted audited value
BV = the reported book value
In determining the mean difference of accounts in the somple from the
book value (d), 80 acccunts hud zero differences and 40 accounts had
non-zero differences 7anging from an understatement of $100 to an over-
statement of $890. The pattern of non-response to confirmation requests
was as follows:

P of Seraple A

Not Rawponding
Accounts with no observed diflerences 8%
Accounts with non-zero diflerences observed 10%

The obscrved differences were due to one of the following errori: im-
properly pricing invoices, tnisfooting: invaices, billing for taxes to tax
exempt organizations, bitling for freight on sales with terms F.0.B. desti-
aation, improperly figuring sales discounts, or transposing digjts in past-
ing. No systeinatic differences wara detccted,

Evalustion

With the p ge of time, extensive.effort 1d be required to select
and conduct tests of more accounts. The cost of this effort is thought to bz
prohibitive; thus, test extension is nct a viskle altemative.

After analyzing.the sample.data, @ revized estimate of the standard
deviation of differences of $1,203.44 was mede. From the achieved sample
results, an infinite number of: decision.intervals can be constructed the
purpese of which isto determine whethar the statistical evideace supporta
the correctness of the book value, Five such intervals-sre given telow.
Seiect from amoeng those decision intervals that are given the one that best
refiects your interpretation of the statistical svidence in this cass:

{Note that there is not a “correct answer” to this exerciss, Rather you are

asked to select from the five decision intervals that are given the one that

best reflects your interpretation of the statistical evidence, Ajl of the deci-
sion intervals have been properly computed, and each represents a sta-
tistically acceptatle solution. Although it is not necessary to verify the
ceraputations, calealations to support these five decision interveals are
given in Appendix A at the end of this excercise,
_Decision interval: $2,382,063 10 $2,617,937 with 95.0% reliability
(Bock valuz of $2,500,000 == precisivn of $117,337); Sriskis. 1781
—Decision interval: $§2,392,894 to £2,607,106 with 92.5% reliability
{Book value of $2,500,000 == precision of $107,106); 8risk1s.1292
—-Decision interval: 52,401.318 to $2,598,682 with 90.09% reliability
{Bock value uf $2,500,000 . precisionof § 98,682 ); @ risk is.1020
—Deecisicn interval: $2,409.742 te §2.599,258 with 86.79% reliability
(Buor value of $2,500,000 = precision of § 90,258); B rick is.0793
—-Decision interval: $2,416,963 to $2,583,037 with 81.29% relinbility
_ (Book vulre of $2,500,000 = precision of § 83,037);: gBritk i5.0623

Consider your expiassed interpretation of the statistical evidetice above
in terma of the ecisiun to accept the aceount balzace as being currect or
to reject the account t:lance as being materially misstaied. Which of the
(ollowing positions bettar describes the ccurse you weuld take:

deem the statistival evelvan .o “inennclusive” and thus make the

sccept/ieject decision judgeinentally

- hise the aceepi.2ject decistt 0on your steastical evaluation ex-
pi=sccd above
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Appendix A—Calculations Decision interval construction:
Griffin case: With 959% reliobility: A = JU2M 4w O - g117.937
B= daaam = u.o i, =.2083 With 925% reliability: A = {400,070 90— g197 105
L] 1222 08) €1&3; 1390y

With 90.0% reliability: A = {12280 1eu 2% — ¢ 93682
With 86.7% relinbility: A = (SO0 - ¢ 95958

A= (rUey = e oS

={SD, Ul N U350y i) 30\ — 142 = 395
n 4
=(* ¥ = (== ms ) With 832% rofiubility: A = 24130 C2L 0 _ ga3037
Decision interva! construciion:
With 95.0% relinbility: A == 17 0 220 = §148,503 Winsten cose:
With 02.5% reliability: A = A2 00 68 5555946 B= wiiiven = i Tl = 0628
With 90.6% reliability: A — 31 080 (00— §124333 L] 11809
Y 12122.75) (1.33) (%09} A=W * u,, “Tvasvie = ¥ 95281
With 88.0% relinbility: A = L3N 82 — ¢137,509 {

2 —{s U-N 0381} (1.98) (SM)E =1
With B6.6% relinbility: A = M43 e — gy53719 a=(Z2:0: M) = (umm g am)? = 107 == 100

Drecisicn interval coastruction

Mackley Case: " With 95.0% reliability: A = 228 090 &9 _ §117937 37
L~ 1=
A= gnanas = aohiaso = 2083 With 92.5% refiability: A = 540 (10 29 _ ¢:07106 06
< .
A= () =S = s1ase With 900% roliability: A == UFRM [N M. o g 53,682 62
= . <y: X $9) (209)
n =(§q, . t"s u) (mua‘)“:;;:) zm} 10t = 100 With 85.7% relisbility: A = UZL B W . ¢ 99,258 53

With 8B12% roliability: & = (MM (LG (190 . ¢ 53037 37

[T]
Decinon interval construction: . .
With 95.0%¢ relisbiiity: A -'M:"’_‘i‘ﬂ- = $148,593 For Thaxton ang Witiston cases:

With 92.5% relisbility: A = {8103 (20 22 _ 134046 Aﬁhmgtllﬁ Up '-.Q’_:’_‘.‘l'!.! + A lovet then deawsn from nosmal curve
azes tcble
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With $0.0% relisbility: A = {31039 (80 001 994 333
With 88.09 reliability: A =- = $117,509

tsiean 33 (s00)
i
With 86.6% reliability: A = 131333 (13900 _ 5493719

For Griffin end Maskley cases-

For 1t decision-intervals U,
3239 =.1711
Fcr 2nd decision interval: Ug
3708 = .1292

QBB TN 95; § = 8
TTTTTanaesr

373,000 — 107,108)1.78

=mm -~ =L13p=5—

Por 3rd decision interval: Up o= L2220 BN — 397, 8- 5.

3980 =.1020
For 4th d:cision interval: Uy

- (l’$_m:~'_ﬁ,l”))w - :-“;B = 5—

Achievzd 8: Ug = (M — MUk ; gleval ther: drawn from normal cutve 4207 = 0763 w38
area wble A For 5th decision interval: Up == 0= &onts _ yeq p. . 3
For lsi decisicn intecval: Uy = . 30300—-143390198 - 36. 9~ § 4‘;?75 . ;g;‘sm terval Up = Qe if=35—
.1368 =: 3632 1as23 “ =
For 2n«l decisicn interval: Uy = "”@;,"’;""”" =.53;8=5~— oreaa
2019 =: 2081 P
For 3rcl decision intesval: Up = ‘.'3?‘.’9“_:“,”';“‘“.!.'9! =678=.5~— Bt vt preet
2486 ~= 2514 ' hEsE=ET.
For 4%, decision intecval: Up = HHM-UMIEE = 168=5— R .
2764 - 2236 Pt ied e RO
For Sth decision interval: Up = RO 13m0 — gy go= 5
2010 =: .2090 : ' Forrulse: Definition:
n =(% Ys ®)  Samplesize using difference method-with replecement-
Thaxton case. . ;!;ltra;i’ﬁ;(: .
= wriaen snn eve
2= ﬁ--,lc;‘%?.,-, = Tl o 0628 Plannzd precision
A= l‘ + “n, = __ABwo- = 39B2G) " Achizved precizion at a given leve! of reliability
s Uu.. " P vsaiie 1 coefficient vead *> datermine 2 risk a( a given
nuz(So Yo M) (e ) = 14722196 refintilicy level and uchievad precision
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Self-Classification of

TABLE A-i

RESPONSES BY CONTROL GROUP SUBJECTS TO SELF-CLASSIFICATION

EXERCISE AND TO DECISIOM CASES

.

Pecision Case Responses

Subject Extent of Involvemen: Case A Case B Case C Case D
Number in Sample Evaluation {IC = 70, n = 196) {1C = 70, n = 100} (IC = .00, n = 19§) IC = .00, n = 100)
Approach Basis for Approach Bagis for Approach Basis for Approach Basis for
Employed Audit Actfion Emploved Audit Action Employed Audir Action Employed Audit Action
i Extensive Classical Judgmental Classical Judgmental Classical Judgmental Classicatl Judgmental
2 Moderate Classical Statistical Classiczl Scatistical Non-classical Stattstical Non-classical Sratistical
3 Extensive Classtcal Statistical Classical Stztistical Classteal Statiseical Classical Statistical
4 Extensive Classical Judgmental Classicatl Judzmentzt Classical Judgmental Classical Judgmental
5 Extensive Glassical Judgmental Classical Judgmental Classical Judgmzntal Classical Judgmeatal
6 Extensive Classical Judgmental Classical Judgmental GClassical Judgmental Classical Judgmental
? Extensive Non-classical Statistical Non-classical Statist!cél Classical Judgmental Classical Judgmental
8 Extensive Classical Statistical Classical Statisticatl Classical Statistical Classical Statistical
9 Extensive Classical Statistical Glassical Statlstical Classical Statisclcal Classical Statistical
10 Extens{ve Mon-classical Judgmentat Non-classical  Judpmental Non-classical Statisticat Hon-classical Siatistieal
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Self-Classification of

TABLE A-2

RESFONSES BY EXPERIMENTAL GROUP SUBJECTS TO SELF-CLASSUFICATICN

EXERCISE ABD TO DECISION CASES

Decision Case Responses

Subject Extent of Involvement Case A
Number in Sample Evaluation {(iIC = .79, n = 196)
Approach Basis for Approach
Employed. Audit Action Employed
1 Extensiva Classfcal Judgmental Classical
2 Extensive Classical Judgmental Classical
3 Extensive Classical Judgmental Ciassical
4 Extensive Classical Judgmental Classical
5 Extensive Classical Judgmental Classical
6 Moderate Classicatl Judgmental Classical
7 Extensive Non-classical Statistical Non-classiczl
3 Extensive Non-classical Judgmental Classical
9 Extensive Classical Judgmental Classical
16 Extensive Nonclassical Statistical Nonclassical
11 Extensive Classical Judgmental Classical
12 Extensive Hon-classical Statistical Non-classical
13 Extensive Classical Statistical Classical
16 Extensive Classical Statist{cal Classical

Case B
(IC = .70, n = 100)

Basis for
Audit Action

Case C
(1C.-= .00, n = 196)

Approach
Employed

Basis for
Audit Aczion

Case O
(IC = .00, n = 100)

Approach
Employad

Basls for
Audit Action

Judgmental
Judgmentcal
Judgmental
Judgments
Judgmental
Judgmental
Statistical
Statisticatl
Statistical
Statisrtical
Judgmental
Staristical
Statistical

Statistical

Non-classical
Classical

Classical

‘Classical

Classizal
Classical
Non-classical
Classical
Non-classical
Mon-classical
Glassical
Non-classical
Classical

Classtical

Statistical
Judgmental
Judgmental
Judgmental
Judgmental
Judgmental
Statistical
Statistical
Statistical
Statistical
Judgmental
Sratistical
Statistical

Statistical

Non-classical
Classical
Classtcal
Classical
Classical
Classical
Non-classical
Classical
Non-classical
Mon~classical
Classical
Mon~classical
Classical

Classical

Statistical
Judgmental
Judgmental
Judgmental
Judgmental
Judgmental
Statistical
Statistical
Seatistical
Statistical
Judgmental
Statfistical
Statiscical

Statistical
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Appendix B
Debriefing Questions

Describe the meaning of the word "substantive" as it is used in
this study.

Describe the meaning of the term "decision interval" as it is
used in this study.

List at least one task that would be included in each of the three
phases of a statistical sampling application:

execution
planning

evaluation

Were any of the instructions unclear? If se, which one(s)?

Were there any terms about which you were unsure of their meaning?
If so, list the term and describe what you thought it meant.

List any suggestions that you have that you feel might improve
this questionnaire.
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