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ABSTRACT

Rawinsonde and satellite data are assimilated in a three dimensional
analysis scheme which couples mass and momentum, and allows computation of
vertical motion. This scheme is used to diagnose the characteristics of
cyclone development in the lee of the Alps. By allowing the dimensions of
the terrain and the data to define the appropriate magnitude of ageostrophic
flow and vertical scale, we can obtain horizontal and vertical motion fields
which reflect the proper ratio of flow around versus over the Alps. Using
quasi-Lagrangian volumes moving with the upper wave and associated baroclinic
zone, the evolution of frontal strength, vorticity, and energy is examined
for twe lee cyclone episodes.

The blocking effect on the cooler air and externally forced vertical
motions are shown to increase the mean frontal zone strength as the wave
interacts with the Alps.

The Tee cyclone passes through distinct stages during its life.
These are:

1. Orographic stage, which is related to conservation of potential

vorticity and pfoduction of shallow circulations.

2. Rapid development stage, where dynamically forced upward motion

and terrain produced downward motion combine to concentrate vorti-

city at middle levels.

iv



3. Transition stage, where increased thermal advection and move-

ment away from the mountains allows the storm to grow baroclinically.

Evaluation of energy transformations show that mean kinetic energy
within the volume (K), is converted to perturbation kinetic energy (K°),
during the orographic phase. Mean available potential energy (R), is
converted to perturbation available potential energy (A”), during the
frontal strengthening phase. During rapid development, barotropic processes
(K - K*) dominate the baroclinic processes (A~ + K”), however both contribute
to development. During the transition stage, (A” »~ K°) is the primary
conversion although barotropic processes still play a role in increasing

K‘.
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Variables and constants

a earth radius

A available potential energy s cross sectional area of volume
B Planck function

c specific heat at constant pressure

c, specific heat at constant volume

eddy viscosity

grid distance

Coriolis parameter

frontal strength, frictional sink

M M -h a O

—-do

variational formalism

gravitational acceleration

xr «u

amplitude of geopotential, scale height
wave number
Kinetic energy

wavelength, characteristic length

- - < x

wavelength of twice sampling interval

pressure, phase shift

o

P potential vorticity

q mixing ratio
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gas constant
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CHAPTER I
INTRODUCTION

Mountains of the earth play an important role in definition of world
climatology (Trewartha, 1965). This influence extends not only to long term
effects such as climates, but to the whole spectrum of time and space scaies,
from planetary, synoptic and lee waves, to gravity waves and turbulence.

Numerical simulations by many investigators (Bleck, 1977; Trevisan,
1976; Tibaldi et al. 1980) have attempted to isolate effects on middle
latitude, large scale meteorological systems by terrain. Such studies are
somewhat limited by how the terrain is represented, unknown nonlinear effects
and contamination by boundaries. The thrust of these studies has been to
simulate lee cyclogenesis, although other effects such as friction, and
frontal modification are often seen in the course of the numerical integra-
tion.

Another avenue of investigation of terrain effects is the diagnostic
approach. Unlike modern physics where theory frequently leads observation,
observation of a phenomena and analysis of these observations are the first
steps in the development of most meteorological concepts. At the recent
Workshop on Mountains and Numerical Integration (European Center for Mid-
Range Weather Forecasting), it was resolved to stress the value of observa-

tional description and diagnosis of atmosphere-terrain interaction using



available data in regions of interest. Past studies of this type (Hage,

1961; McClain, 1960) have been typically more qualitative than quantitative.
As Phillips (1979), Sasaki et al. (1977), Sasaki and McGinley (1978), and
Buzzi and Tibaldi (1978) showed, however, use of advanced objective analysis
schemes can yield sound quantitative data as well.

The power of objective analysis is its ability to define processes
at particular scales through the use of weighting factors which tune the
resulting fields. The inherent weaknesses in this approach are the depen-
dence on available data, both areally and temporally, and the subjective
nature of weight selection. Development and use of an objective analysis
model which minimizes the subjective aspects is a major goal of this paper.

For exploration of atmosphere-terrain interaction, there are abundant
potential geographical regions of study. One of the more important and
Teast understood atmospheric problems is the frequent and rapid cyclogenesis
in the northern Mediterranean Sea, just south of the Alps. Storm development
here has great impact on the populated parts of northern Italy, mainly on
shipping and farming. Numerical models have shown a general inability to
forecast this phenomenon. From the diagnostician's view this problem is
appealing:

1. Europe has a very dense routine upper air network.

2. The mountains have a 1imited extent, are surrounded by flat

terrain, and are populated enough to provide surface and upper air

data.

3. The meteorological phenomena is frequent enough so that cyclo-

genetic events are likely in almost any data set obtained.

A major disadvantage is that the cyclogenesis frequently occurs over



the Mediterranean Sea. The problems of sparse data in this area can be
alleviated by assimilation of satellite radiance data, and qbservation from
ships and aircraft. It should be stressed early on as did Buzzi and Tibaldi
(1978) in their case study of Alps cyclogenesis, that although the data is
dense, it is capable of providing information for only the largest features
of Alps-modified flow. Analysis techniques which introduce dynamical
consistency into mass and motion fields have been shown to reduce the size of
the spacial Nyquist wave up to a factor of two, (Stephens, 1971).

In earlier case studies, Sasaki and McGinley (1978) and Buzzi and
Tibaldi (1978) found that the mountains had a profound influence on the
strength of the primary zone of baroclinicity (the frontal zone). As the
frontal zone passed the mountains a marked increase in frontal strength
(measured by |Vo), where © is potential temperature) occurred. Prior to the
frontal intensification, lee cyclone development was already underway. The
combination of strengthening environmental baroclinicity and its colocation
with a fully formed circulation would have obvious development potential,
even with simple baroclinic theory, (Holton, 1972). Numerical work by
Merkine (1975) and Merkine and Kalnay-Rivas (1976) showed similar frontal
strengthening over an Alps-like barrier. The transition of a lee cyclone
from a shallow downward motion dominated system to a more classic baroclinic
structure has been documented by Johnson, et al. (1976) and Phillips (1979).

Flow over and around terrain features is governed by fundamental
relationships of fluid dynamics on a rotating sphere. If we consider the
flow to be inviscid and adiabatic, it must conserve its potential vorticity.
If potential vorticity is defined as

P = cQVﬂﬂ@ «(Vs x Vs + 25)
p .



then

where Cp is specific heat at constant pressure, © is potential temperature,
Vi X ¥ is the curl of the 3 dimensional velocity vector, iis the earth's
rotational vector, V; is the 3 dimensional gradient operator, and p is
density.

For flow going up and over a very long orographic ridge, the effect
of such a conserving principle is that the flow will be deflected to the
left as anticyclonic vorticity is created at the ridge. This is in accord-
ance with elevation of isentropic surfaces over the mountain (|$36| increases)
and depression in the lee (|$,et decreases), and the necessary change in
relative vorticity of the parcel, (Hess, 1959; p.252). The net horizontal
displacement and variation of the Coriolis parameter with latitude, forces
the parcel to oscillate stably as it continues downstream. This is the
mechanism of what is termed the lee trough. See Figure I-1.

For an isolated barrier more complex considerations are necessary.
Here the air has the possibility of going around the obstacle or over it, or
a combination of both.

As shown by Proudman, and confirmed by Taylor (historical review by
Morel, 1973), inviscid, incompressible flow has a quasi-two dimensional
character in a rotating frame, and will deviate at all levels around even
a small obstacle placed at the lower boundary. For the atmosphere at very
large scales and terrain of large horizontal extent (small Rossby Number and
vertical displacements), a similar phenomenon may be seen. That is, the air

tends to flow around rather than over the barrier, even at levels far above
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Fig. I-1. Streamlines over a ridge of long transverse extent.

Diagram below shows how atmospheric colums reduce height when

crossing ridge. &, is potential temperature at some layer undisturbed
by the terrain; 4 is at surface; £ at top of colum.

Fig. I-2. Streamlines showing a portion of the flow moving around as
well as over an isolated obstacle.



the maximum terrain height. For sma11er scales and surface barriers, the
flow tends to ride up and over the barrier. To a large degrge then, parti-
tioning of this flow into components defining horizontal versus vertical
deflections is fundamental to any diagnostic study of airflow over an
isolated orographic feature. As discussed in Godske gg.gl,(IQSZ) airflow
in the Alps is perturbed typically up to 2-3 km above the highest terrain
feature. (This of course discounts short gravitational waves which are
known to propagate to very high levels in the atmosphere (Morel, 1973)).
This observation illustrates what we are dealing with in airflow over the
Alps: a portion of the flow deviates horizontally and a portion deviates
vertically (see Figure 1-2).

Buzzi and Tibaldi (1977) discussed a series of steady state analy-
tical experiments of viscous and stratified flow over a topographic feature.
The results showed that an anticyclone or fhighf forms over the barrier with
a cyclone or "low" forming in the lee. This differed from the inviscid case
where no such asymmetry was observed. (Note: for the cases discussed,
the Coriolis parameter was assumed constant. With f varying with latitude,
a lee type trough forms even for inviscid conditions as shown in Figure I-1.)
In addition, the intensity of stable stratification of the fluid increased
the amplitude of horizontal deflections and limited the vertical response of
the flow. The stability introduces a new vertical scale. The more the
vertical displacements are resisted by the static stability, the more the
flow is forced around the obstacle rather than over it. We hope to introduce
the concept of a vertical scale in the development of the analysis scheme
in Chapter II.

Buzzi and Tibaldi (1978) showed qualitatively that lee cyclogenesis



in the Alps is a two-stage process. Similar conclusions have been drawn
from other studies of cyclogenesis in the Rocky Mountains by Petterssen and
Smebye (1971), Johnson et al.(1976), and Phillips (1979). In the first
stage, a pure orographically derived system is initiated by processes dis-
cussed in the previous paragraph. This disturbance is shallow and has weak
circulations. The differences between the Rockies and Alps at this initia-
tion stage are minor. However, in the Alps region air moves either around
or over the mountain (depending on the ambient stability), while in the
Rockies, owing to the large extent transverse to the flow, the air must move
over the mountain. This has interesting effects which will be discussed
further on.

The orographic cyclone is one in which vertical circulations are
shallow (and frequently downward at the center of the disturbance), inhibiting
the development of clouds and precipitation. With the approach of a distur-
bance aloft and its associated baroclinic zone, a transition occurs where
the cyclone changes from the shallow structure described to one that may
extend through the entire troposphere. The approaching wave could possibly
initiate a cyclone development process independent of the mountain. This
would take about four days if baroclinic instability criteria were met
(Holton, 1972; Eady, 1949). In the lee of the Alps, however, the same pre-
conditions result in a cyclone that develops within one day or less. Clearly,
some accelerating process is taking place in the lee region during the second
stage of development. Similar rapid transitions also occur in cyclogenesis
associated with the Rockies (Phillips, 1979). The transition stage is one
in which the mountain enhances the baroclinic cyclogenic process by modifying

the primary zone of baroclinicity and inducing a vertical motion structure



which assists in vorticity prqduction.

To define how the mountains are forcing the intensification of
the primary baroclinic zone requires that we look into the frontogenetic
process. Frontogenesis theory has been advanced significantly by work done
by Hoskins and Bretherton (1972), and Hoskins and West (1979). They find
that frontogenesis is a natural outgrowth of baroclinic development when a
jet (or an intense zone of thermal contrast) is present at the initial
time. Frontal evolution depends on two factors:

1. The frontogenetic rate depends on the ambient baroclinicity.

2. The strength of the front is related to the presence of a jet

current and the associate flow deformation, (essentially the way

in which the axis of dilatation is oriented with respect to the

local thermal gradient).

From La Seur (1974) we can add another factor:

3. Frontogenesis at middle levels is due primarily to the tilting

mechanism, where gradients in vertical motion act to reorient the

natural vertical temperature stratification.

The important results here indicate that the frontogenetic process
is induced by secondary circulations. These are the adjustments needed to
keep the atmosphere in some state of balance, e.g., quasi-geostrophic balance.
These ageostrophic motions contribute most to the frontogenetic process.
Diagnostically this presents some difficulty, simply because unmodified and
uncoupled observations and analyses are incapable of providing realistic
measurements of motion one order of magnitude less than the horizontal wind.
This is especially true of motions in the vertical. For these reasons we must

use care in the development of the analysis scheme.



How does frontal zone strength and frontogenesis affgct the cyclo-
genesis problem? For baroclinic development to occur, the amount of thermal
contrast in the atmosphere must exist through a significant depth. Strong
shallow frontal zones are frequently observed, yet rarely lead to cyclone
development. Much evidence exists (albeit most is from numerical experi-
ments and qualitative work) that the Alps enhance the frontogenetic process.
The externally forced motions associated with the airflow around the terrain
produce secondary circulations which modify the baroclinicity in the local
area. The tilting and deformation induced by the mountains are on scales
related to the dimensions of the terrain. Intensification of the frontal
zone in such a critical position with respect to an already existing circul-
ation would obviously enhance the development potential.

As shown by Johnson (1970) and Wei (1979), it is possible to budget
energy in isolated volumes containing cyclones pnoviding that boundary fluxes
can be calculated accurately. The processes described above should be
reflected in the energetics of the lee cyclone, particularly as the flow
modifies theavailable potential energy (Johnson, 1970) and kinetic energy
of the disturbance. The aim here is to establish the energy cycle of the
flow with respect to the deveToping stgrm. Energy budgeting over mountains
has not appeared in the Tliterature and precise quantitative results are
difficult to obtain. In any case, it may provide some insight into the
effect of the mountains on cyclonce development in the Alps region.

To summarize let us state the goals of this research paper.

1. We want to define the structure of the lee cyclone with respect

to vertical motion and vorticity, and compare its evolution to the

development cycle discussed in earlier works. We expect to distin-

guish at least two distinct stages in this development.
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2. The frontogenetic process associated with the mountain flow

is quantified and related to the energy budget. Obsgrvations

indicate that the frontal zone increases in strength dramatically.

We intend to look at the tilting and deformation mechanisms related

to the mountain range.

3. Extending the energy budgeting further, we examine quasi-
Lagrangian variations of bulk energy quantities with time and

attempt to evaluate the transformation of energy from potential to
kinetic, and from environmental to perturbation scale. The energy
budget will allow us to further explain the character of the evolu-
tion of the intensifying cyclone.

4. The basic data fields include a balanced or geostrophic compon-

ent combined with a weight-dependent unbalanced component, the
magnitude of which is dependent on the particular environment under
study. Many of the processes which produce frontogenesis and vorticity
are related to these unbalanced components. When possible, geostrophic
and nongeostrophic effects are distinguished. It is hoped that the
objective analysis scheme serves as a valuable research tool for this

and other diagnostic studies.



CHAPTER I1I
THE ANALYSIS SCHEME

Background

The goal of any analysis scheme is the production of represgntative
interpolated data fields from ensembles of discrete observations. We seek
to remove non-pertinent features of the data which can originate from a
variety of sources. Schemes to automate this process are termed fobjgctivef.
However, we do not know the structure of the true fields and hence, lack an
objective criterion on which to base the selection of the scheme and thg
various controlling weights which are normally a part of most objective
analysis models.

The objective analyst is forced to set criteria subjectively. Should
the analysis match the discrete data exactly; or should known laws of physics
also play a role in coupling fields of interpolated data? In.the'1itgrature
many approaches have been taken. A historical review by Haltiner (1971)
discussed how Panofsky used a least squares method to fit a polynomial to
the observations. Cressman introduced a weighting function which allowed
the data to be fiitered during the analysis process. This scheme still is
in wide use. An often used extension of this type of tgchnique is by Barnes
(1973), who used exponential weighting in space and time to improve definition
in analysis of mesometeorological fields. Doswell (1976) extended this

type of analysis to isolate particular modes.

11
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Panofsky also discussed the possibility of coupling r¢1ated fields
dynamically. In a landmark work, Sasaki (1958) used the calculus of varia-
tions to do precisely that: combine a set of discrete observations of mass
and momentum which match in a least squares sense the observations, and in
a dynamical way couple through the pgrtinent physics. Sasaki's technique
has been extended in other papers by Sasaki (1969, 1970), Achtemeier (1975),
Wagner (1971), and others.

Even with a variational technique, the analyst is forced to decide
subjectively how best to combine the data with physical relationships.

How closely the observations are matched, and which physical relationships
to use, are fundamental considerations.

In this chapter we present the series of steps necessary to obtain
an objective analysis, and demonstrate that the subjectivity can be reduced
by the foreknowledge of the meteorological problem being considered, by the
limits of data, and by the consideration of scale. If we wish to employ
this scheme to diagnose meteorological processes associated with weather
systems, it must as a minimum provide representative fields of wind, pressure,
geopotential, vertical motion, and moisture, in the region of interest.

Quality of Data

Before we discuss the analysis, it may be helpful to determine the
accuracy of the individual observations. Balloon borne sensors have been
used for nearly five decades with generally excellent results. The following
table extracted from information compiled by Bloom (1980) and Halem et al.
(1978), illustrated the sensing accuracy of geopotential, temperature, winds,
and relative humidity. Since satellite data will be used in this study, it

is included,
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TABLE 1I-1

ACCURACY OF BALLOON BORNE (RAOB) AND SATELLITE
BORNE (SATOB) SENSQRS

__RMS Errors
RAOB
Pressure level Geopotential Temperature  Wind Relative
(accuracy T 1.5mb) (gpm) (oc) (m/sec) HUT;?ity
900 20 .2 0.7 10
500 46 .2 2.0 17
200 . 17 .2 3.0 25
SATOB
900 75 2.5 - 30
500 575 4.0 (total
for
200 1363 2.0 column)

Increased errors in wind measurement at high levels result from
a decreasing change in azimuth and elevation angle with time as the
balloon moves away from the observing station. Temperature data from
RAOBs is quite good, while SATOB sensors show poorer performance. Techni-

ques to combine and assimilate SATOB data with RAOB data are described
later,
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Analysis Errors

Meteorological analysis schemes contain many sources of error.
Among these are:

1. Measurement error (as tabulated above). These result from
instrument problems, location biases, and human errors. These errors are
generally random from station to station and are often eliminated during
preliminary data checks. Errors which survive produce apparent power at
wavelengths near the Nyquist data interval, Ly. Once the data is inter-
polated to the grid, filtering can reduce it further.

2. Interpolation errors. Interpolation error arises from the
redistribution of data from its geographical location to a grid system.
Gandin (1963) wrote an extensive work on optimum interpolation in which
error is minimized using field structure and correlation functions. Later
work by Wahba and Wendelberger (1980) introduces a technique which uses
splines and cross validation to eliminate interpolation totally. This
method would be ideal since it allows for application of constraints on the
fields. However, it is too computationally complex for very large data sets.
A method that has been used in a variety of studies (Wagner, 1971; Hylton,
1972; McGinley, 1973; Sasaki et al. 1977; Sasaki and McGinley, 1978, assigns
the data directly to a grid point, and then uses splines of varying tension
to interpolate the data to grid points between those initialized. The mesh
selected is fine enough to provide smooth derivative fields and minimize
excessive data station to gridpoint displacements (for our study the dis-
placement RMS is 30 km).

3. Sampling error. Sampling error results from the discrete nature
of the data. As shown in Jenkins and Watts (1968), waves of short spacial

wavelength when sampled at an interval greater than L/2 (L is wavelength),
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are aliased into the larger waves. That is, the power at L appears at
some longer wavelength. Of course, this is undesirable and little can
be done to correct this problem. However, as Stephens (1971) shows, com-
bining two dynamically related data sets increases the resolving power
of the model. The direct effect on the elimination of aliasing can be
seen by sampling data from a known periodic function and comparing the
results before and after filtering and dynamic coupling.

4. Truncation error. Evaluation of derivatives presents another
problem. For a wavelength near the Nyquist interval no information regarding
the structure can be obtained. Computing a derivative can lead to unacceptable
error (here 10% is assumed acceptable) for smaller waves. The table below
shows percent error in evaluating first and second centered difference

derivatives of a harmonic signal of varying wavelength on a grid of spacing d.

TABLE II-2

PERCENT ERROR IN COMPUTATION OF FIELD DERIVATIVES

Wavelength of

Meteorological
Signal (in grid .
space units, d) First Derivative Second Derivative
4 46.1 109.3
6 19.3 42.0
8 10.6 22.0
10 6.6 13.8

12 4.6 9.5
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The Low Pass Filter

From the previous discussion of errors we can see that much of the
undesirable contamination in our data set comes from attempting to "squeeze"
too much information from waves at or near the Nyquist wavelength of the
discrete data. The first step in our analysis will be to apply a low pass
filter. Fritsch (1971) showed that the curve with minimum curvature which
connects discrete data points takes the form of a spline. The combination
of this idea and variational analysis was presented by Wagner (1971) who
showed that use of a "weak" constraint (Sasaki, 1970) on the second deriva-
tive of the field, and the minimization of adjusted values at data initialize
gridpoints, was essentially the same as forcing a spline fit to the data.
The revolutionary aspect of Wagner's scheme was the control given the analyst
in manipulating the spectral response of the data through the use of weighting
factors.

Sasaki et al. (1977), adapted this technique for use on a sphere.
The variational formalism can be written in a latitude (¢), longitude (1),

Tog pressure (m) domain as:

Fo = [[f {8(6-8)2 + B(v26-tans 22.)2} dndad .
1 {if, (v tang 5,)°} drdodh (11-1)

where 6 is the variable to be analyzed, g is the observed variable, ; is
an observational weight (zero at locations where there are no reports),

g the weight on the Laplacian of the field, and a is the radius of the
earth. The response of the filter can be controlled by adjusting the para-
meter 8. The response function is shown in Figure II-1. Specific details
concerning the variational expansion of Equation II-1, and its solution,

are given in Appendix 2. The value of B selected corresponds to a response
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near the Nyquist wavelength for European upper air data. In Europe LN
is 760 km, so we set the filter "cut off" at this wavelength. (Cut off

refers to the wavelength at which the response falls to ~.5). In the case
studies, RMS temperature adjustments at grid points containing data, ranged

from .5 to 1.0°C; for winds, .5 to 1.0 m/sec.

Satellite Data Assimilation

It may be seen from the previous section that since we let the
response be as large as .5 for Ly, significant contamination could result.
This would be true if data of no higher resolution were available. However,
we also include temperatures retrieved from satellite radiance data (for
satellites Ly = 500 km), (see Appendix 2) to supplement the RAOBs and
surface observations (Ly = 330 km). These data are assimilated and coupled
during the analysis process.

Many techniques have been developed to combine RAOB and SATOB
data. Some of these are discussed in Halem et al.(1978). As shown in
Table II-1, there is a large amount of error in the retrieved satellite
temperatures. Direct insertion of these observations into a set of RAOBs
normally results in complete negation of any benefit anticipated through
increased data density. Hillger and Vonder Haar (1979) showed that while
absolute values of the temperature was poor, the structure of the field
given by either the raw radiance or retrieved temperature was good, in
fact comparable to the most dense networks of RAOBs. Thus it would seem
if the systematic bias error can be removed, SATOBs can make a favorable
contribution to the resulting analysis.

The approach taken is to force the solution field to match gradients

defined by the satellite field (McGinley, 1979). This process is introduced
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during the low pass filtering/interpolation phase. Equation II-1 is
modified as:

= Y P ~ % 2
F = {i{ {a,.(0-8)2 + a (0-6.)2 + & (Vo)

ty (ve-vés)2 + 12(V26-V255)2} dndod (11-2)

Here, the Laplacian operators V2 and V3, are defined on a sphere,

6r is the observed RAOB temperature, 6_ is the satellite field interpolated

s
to the grid independently, (in this case using II-1). Terms &r and &g are
observational weights on RAOBs and SATOBs, respectively. The term with &s
is included for completeness, (normally &s will be very small). vyj is the
weight on the first derivative of the interpolated satellite field, y, for
the second derivative. Expansion of Equation II-2 by variational methods,
development of equations and solution technique is given in Appendix 3. A

more complete discussion of this technique and test results is given in

Appendix 1.

Dynamic Coupling

Up to this point the major accomplishment of steps in the analysis
has been to: 1) assimilate various sources of data, 2) interpolate
these data to a grid system, 3) spectrally delineate the gridded fields.
The gridded data is now assumed to be "observed" at each grid point, and
as such will represent the tilde (~) terms in the second phase of the analysis,
the dynamic coupling phase.

We know from the equations of motion that mass (geopotential, ¢)
and motion (u, eastward motion; v, northward motion) are linked. Ideally

the "raw" observations should reflect this coupling. However, data
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collection errors, interpolation errors, and unresolvable meteorological
phenomena will produce imbalances or residuals when terms in the equation
are evaluated. In this section we impose a constraint on the mass and
momentum fields which insures complete or partial satisfaction of the
geostrophic wind equation and allows for horizontal and vertical coupling
of these data.

The frictionless form of the u-momentum equation is given as:

-a—li-l'ua—u-i-v.a_u_-{- ﬂ_*_?_d_).

ot ax sy Feptay-fv=0 (11-3)

where X, y, and t have the usual meaning, w is the vertical motion (%%0 in
a pressure coordinate, p. In analysis of a sequence of data sets, Bloom
(1980) showed that one could impose the time dependent equation as a strong
constraint on the fields if a sufficiently short interval in time existed
between observations. The task of solving a variational problem of this
type is large, since the desired fields are four dimensional. In any
case, the results obtained show that the solutions for mass and momentum
clearly minimize the residual in the equation of motion, and as such,
represent the best dynamically consistent fields for diagnostic work.

Imposition of a strong constraint using the complete equation of
motion was considered for this study. However, an alternate course was
selected because data availability at 12 hour intervals over Europe is to
sparse to effectively employ such a technique, (Bloom, 1980).

Sasaki (1970) discussed the weak constraint. Here we impose a
condition such as Equation II-3 or an approximation to I1I-3, and expect
only partial satisfaction in a mean sense over the domain. For problems at

synoptic and regional scale such a technique has been shown to be effective,
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( Baxter, 1975: Sasaki and McGinley, 1978, and Phillips, 1979).

To develop our method we begin with the equation of motion (II-3).
We can elect to scale this equation using typical values in our experimental
region (Buzzi and Tibaldi, 1977). The length scale L is appropriate for
the largest disturbances produced by the terrain. L is related to the
dimensions of the terrain. In the case of the Alps this is about 500 km.
Velocity U, typical of wintertime conditions is about 15 m/sec. The time
scale T is given by T=L/U. Large scale vertical motion can be roughly
estimated by evaluating the upslope component,&l= ESE&EE:Eminl., where
Pmin represents the highest terrain. If we use these values to scale the

terms in Equation II-3, we get

ou* u* au* Id*
A Gt e B v S a ) - es B0 L (1)

The starred terms are non-dimensional and of order 1. The ratio ?Qr is
o

known as the Rossby number, R For the Alps, R, = ,3. Since f*v* is

o
0(1), then the only term to balance it must be %%; . Equation II-4 can

be written:

30 %
(dt*) - fhyx ¢ —— TXF =0 (11-5)

where the first term on the left represents the scale dependent accelera-
tions of the air parcels, which create ageostrophic flow.

One can surmise that only small errors would be introduced if the
term on the left of II-5 were ignored. As such, the term represents the
residual error if we use the geostrophic wind relationship (v-'1 3°) to
describe the coupiing between mass and momentum. As R, becomes very small
(1arge scale terrain) this relationship is a good approximation. For

smaller scale phenomena where Ro may be 1, the entire equation (11-3)
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must be used along with introduction of time as an independent variable,
as Bloom (1980) did in his analysis of mesoscale data.
With some foreknowledge of the expected residual error in Equation
1I-5 over a region, we can choose our weighting factors somewhat objectively.
If we are proposing to diagnose processes and imbalances related to the
dimensions of the terrain, two criteria must be satisfied.
1. The data must resolve the appropriate components of mass and
motion.
2. The objective analysis must allow these imbalances to pass
through the adjustment process with minimal alteration.
The observed data has been interpolated and filtered; but as mentioned, the
RMS departures from the original observations are small, and hence, the
essence of the raw field still remains in the tilde (~) fields. Another
consideration lies in the relative quality of the wind and temperature
(geopotential) observations. As shown previously, the measurement quality
and spacial density of thermal sensing is superior to that of the winds.
We should exploit this by favoring adjustment of winds over temperature (or
geopotential), in some systematic way. We demonstrate that by assuming a
fixed statistically derived ratio of wind to geopotential data quality,
we can reduce the governing parameter to a single weight which controls
the amount of RMS error in the geostrophic wind equation over the domain.
Further, it will be shown that the selection of this weight can be based
on the features of the flow (those induced by terrain), desired for the

diagnostic study.

Example of Equation Development and Weighting Factors
The nature of the analysis problem is three dimensional. Details

of the actual analysis equation devleopment are given in Appendix 4. We



23

gain insight into the process by looking at simplified analytical fields.
Consider a problem with one dimension of an f-plane (f=f;). We

have "observed" winds (which may have been derived from the previous phase)

defined as U (=const) and v(x), and an observed geopotential $(x), which

are functions of x alone. The function F3 can now be written,

X ~ ~
Fa=[%a,(v-v)?+ o (6-0) +

_ 39y2
! (fy ax) dx

(VAN Y)

The a-terms are weights on the wind, geopotential, and geostrophic error
respectively. These weights are constant over the domain [O,xo] . Applying
the variational operator, setting the variation of Fy equal to zero (for v

and § which minimize F3), and integrating by parts gives

~ 9%
6F=f° {v -2 0 00X }<Sv+{_§l’_a -°.‘:‘2<p+°"_¢q>-f°§1}6<bdx
3 0 o +f20t ax® % %o o
W 00
Te;ma Term b
3y %0 _
+ 8¢(fy -'ﬁ')lo =0 (I11-7)

.-

The two terms a and b in the integral are the Euler-Lagrange equations which
must vanish if the variations &v and &% are arbitrary over the domain.
The last term defines the boundary condition.

To obtain an equation for geopotential, &, first substitute II-7a

into II-7b, we get

8" - AD =-Ad + fo?ﬂ (11-8)
where
A= o;_¢ + f2 ?i
04 0o,

Let the observed fields (5,;) be defined as
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2
]

H, sinkx - Ufy

< ?
1]

Yy cos(kx+p)

where p is a shift in phase of the wind relative to the balanced state (see
Figure II-2). To find the geopotential adjustment Qa(= &- 5), we modify
Equation II-8.

o = -Bsinkx _D cos kx
a A + k2 A + K?

Here B = (Hokz-fokvocos p) and D = (-fovok sin p). Using the variation of

constants method,a particular solution for ¢, is found.

@a + A@a = B sin kx- D cos kx.

To simplify interpretation and selection of the weighting factors the full
general solution and boundary conditions are <ignored.
Since the goal of this phase of the analysis scheme is to control

the RMS error of the geostrophic term (fv - g;), we find after expanding B

o}
(fv - %%- = EE%K;FET_'[%ovo cos p cos kx - f v sin p sin kx - Hok cos kx].
Squaring and averaging over one wavelength yields the mean squared geostrophic
error, Ré

L (=)
L [T - T ' '
=1, (v - 3 o e [F4v3 + K%K = 2fovokil cos p]  (11-9)

At this point we reduce the three weights to two by defining 2 ratios

<
1]
52| EQ
B
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-
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Fig. II-2. ©Solid line is the input signal represéﬁting the "observed" geopotential
field. The dashed line is the wind. Dotted line illustrates the wind field for

a fully balanced flow. The phase lag p shows the extent to which the flow is un- .
balanced.

Fig. IT-3. Illustration of geostrophic error as a function of wavelength (L) and
the dynamic scaling parameter ( A). CurveRG is the root mean square error of
the unmodified "observed" fields § and ¥. Planar cross-section represents

Ryasa function of L for A= Ao v (log Ac=10. ). This choice is consistent with
- flow near the Alps.



26

We call y the "measurement error parameter,” and A the "analysis scaling
parameter.”" From Table II-1 we can statistically estimate the relative

point observational accuracy of wind and geopotential. vy should represent

the ratio of errors of the interpolated fields rather than single observa-
tions. However, we assume that this ratio is representative over the whole
domain. With statistical data providing a value for vy (y = 1.21 x 103 m2/sec2),

the parameter A becomes the single controlling element for the adjustment.
Equation II-9 becomes

2

2
R = (f3v2 + K2HZ - 2f v kH_ cos p)/2 [A(k2 + f70) + 1]
To clarify the meaning of this relation consider a special case where

observational winds are out of phase with observed geopotential, p = gu

kH
Let v, = To' Then
° Rg (k)

R [A (K +17) +1]
T

~ :
Where Rg(k) = [(fovo + koHg = 2 1’,:,v0kH0 cos p)/2] * is the geostrophic error

of the observed winds and geopotential. A three-dimensional plot of Rg is
shown in Figure II-3. This graph illustrates the characteristics of the

RMS error compared to values of A and k. Note how Rg decreases as A increases,
particularily for short waves. There is obvious strong spectral dependence

in the adjustment. Winds adjust to heights in accordance with Equation 1I-7a
Y ~ f?
v = 2, v+ -9—-A3-- v
y+fa® oyt f2 g
]

=i.._.
where vg o TR

The ratio of adjustments can be found by dividing the RMS ¢ adjust-
ment by Vg(va=v-;). We find this ratio is dependent on the wavelength and

measurement error parameter,
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This relation is pleasing from the perspective that for an imbalance at some
wave number k, the adjustment will fall upon wind or geopotential in propor-
tion to the square of the measurement accuracy. From a dynamic perspective,
once’ y is estimated, the adjustment ratio is dependent on wavelength. As
Charney shows (Morel, 1973), when the atmosphere is in a state of geostrophic
imbalance, it seeks to adjust geopotential to winds at small wavelengths
(large k), and winds to geopotential at large wavelengths. The adjustment
ratio above operates in the same sense.

For actual data, the major alteration to the discussion above is
in the individual profiles of EG for a given data set. In general, they
do not look 1ike the profile shown in Figure II-3. Filtering in stage 2

reduces Rg at large k.

Selection of Parameters

Observations show the Alps produce disturbances in the flow related
to their length scale. These disturbances can be resolved by the data. They
contain ageostrophic components which can be estimated. Wewant these unbal-
anced wind components to pass through the analysis scheme. Large imbalances
at small scales which cannot be resolved,must be removed. The mean ageostr-
ophic error for the mountain region can be computed roughly be evaluating the
ageostrophic flow component.
13 du

With === fva, the scaled

The ageostrophic winds, vz, is v - £ 3x° at

equation for Alps flow can be written
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Ro(GE2) = Ry(Fvg) = frv* - o
By rescaling we get
Rode(f*V*a) = fv - %%3 where U is a representative (mean) velocity.
Thus vy ~ ROUZ This implies that for a mean flow of 15m/sec the Alps should
produce ageostrophic flow components of 4 to 5m/sec. We can now adjust
Va to the proper level by finding the appropriate value of A.

The following table shows Rg, Vy» and implied R, for both the ana-
lytical function described by Equation II-9 in the previous section and data
from the case studies.

The table shows that the atmosphere is in a better state of balance

than the wave shown in Figure II-2. The most appropriate choice of A is

‘about 1010 m2 for the range of error desired and the scale of the Alps.

Vertical Motion
In general the wind field derived from F3 does not satisfy mass
continuity. This final phase will allow small adjsutments in the vertical
and horizontal components of motion to insure that mass continuity is
satisfied. The unbalanced or ageostrophic horizontal components of motion
contribute directly to vertical motion. The selection of A in the previous

phase has an impact on the magnitude of vertical motion computed kinematically

(by integrating horizontal divergence) from the wind field. For A greater

than 1012 m2 the mass and momentum are nearly in balance and thus should

lead to very small estimates of divergence,and in turn, vertical motion..
The kinematic method for calculation of vertical motion is good

in regions where wind data is dense. This is the case over Europe, but not

over the Mediterranean. The kinematic fields are thus areally biased. A



TABLE II-3

Error in Geostrophic Equation of Motion

Analytical Function (U=20) Case Studies (12 cases) (U=15)
éé¥%J%2) (XRTS 5;;:: ) !2. Implied Ro RMS Error !E. Implied R0
(m/sec) -
8 153.1 15.3 .8 126.3 12.6 .8
9 129.4 12.9 .6 107.7 10.8 i
10 65.2 6.5 .3 20.3 2.0 .2
11 11.2 1.1 .05 °.8 1.0 .06

[y
©
N

12 4 .04 .02 .01
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new approach considers the availability of thermal data from satellites and
the consequent improved definition of thermal structure relative to wind
structure. The kinematic and dynamic estimates of vertical motion are com-
bined variationally. Here we define the dynamic estimate as that obtained
from an appropriate version of the omega equation. Smith and Ping Lin
(1978) showed that over data rich regions the kinematic estimate was better
than the dynamic estimate, but both correlated well with independently
observed clouds and precipitation.

We begin with Haltiner's (1971) version of the steady state balance
form of the omega equation,

2 %we 13 (3.0 Vs .
Ve + oot 1,ap(v Vgt ) - g (VT 11-10

-h'Jm

where (~) defines the adjusted fields from F3, w = %%, z 1is vorticity, v
vector velocity, T is temperature, and S (='%-%%) is a stability parameter.
The dynamic estimate of omega from this equation is the amount of vertical
motion necessary to maintain the atmosphere in a quasi-balanced state rela-
tive to the thermal advection and differential vorticity advection.

The terrain induces an externally forced component of vertical
motion which enters the kinematic estimate through the lower boundary con-
dition. This is the flow forced upward or downward over the terrain surface.
(We are considering the surface to be frictionless, and thus eliminating the
effects of the Ekman layer). To simplify application of the continuity
equation as a strong constraint, we transform the vertical coordinate to
the sigma system, where ¢ = %;. Here pg is the pressure on the terrain sur-
face. Such a coordinate is useful in rough terrain since the surface is

always o= 1.
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A technique applied in previous studies (Sasaki, et al.1977, 1978)
and similar to the method applied in an (x, y, z) frame by Dickerson (1978)
and Sherman (1978), forces the continuity equation to be satisfied point to
point rather than as an integral constraint. This is subject to the
minimization of the variance of wind adjustment and vertical motion.

In functional form this is

=fjjf_w PR au L av ., 30
Fy %S L(u u)* + (v-¥)* + 1(0-op) +Q(p5(ax+§7+ﬁ)+

II-11

oPs vapS + Bps tan ¢ )-I do do d
u + V== -2 - v o} A
Ix 3y at 'S a /) ¢

where 9x, 9y are a cosd dA, adp respectively; a is radius of the earth; o
is the vertical motion relative to the o system, g%; pg is surface pressure;
u and v are horizontal winds from F3 interpolated to (xsys0); 6 is wg

(computed from Equrtion II-10) transformed to the o system; @ is a Lagrange

multiplier.
By taking the variation, integrating by parts and assuming the

appropriate boundary conditions, four equations are obtained (see Appendix 5)

u=u+p a8 11-12
S BX
= a0
v=yv+ = , II-13
ps ay
s _ Ps 3Q
§=6 +5s & -
£ T 30 s I1-14
P
p (3Y 4 OV 4 38y , OPs . OPs s  tan ¢ . )
sx Py et T Ve T PV O 11-15
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Substituting equations II-12 through II-14 into II-15 results in an eliptical
equation for §lwhich is solved numerically, with boundary conditions which
force "vertical" motion (w) to vanish on the upper, and o to vanish at the
lower boundaries, and adjustments to be zero on the side boundaries.

The critical parameter in the adjustment is the weight t. By
allowing t© to vary from small to very large, one can see that the vertical
motion in II-14 will go from the kinematic estimate to the dynamic estimate.
Superimposed on the solution for vertical motion is the externally forced
vertical motion due to terrain. By allowing T to be large the solution
vertical motion attempts to match the dynamical estimate. This results
in very rapid fall-off of vertical motion with height (assuming the usual
case in which the terrain produces motions larger than the dynamics of the
flow). Owing to the requirements of mass continuity the adjustment falls on
the horizontal wind and flow will be forced around the obstacle rather than
over it. We can relate this to vertical static stability of the air and
the implied vertical scale of the adjustment process. The depth of atmos-
phere ultimately effected by the externally forced motion may be termed a
scale height. Buzzi and Tibaldi (1977) from analytical experiments deduced

a scale height as,
1
Ho = f Ly (1-Rf,);5(§)L %2@—)4 ~3km 11-16

where Ly is the characteristic length of the terrain, R, the Rossby number
and (%.%%)% the Brunt-Va?sa]a frequency, a stability parameter. They dis-
cussed other experimental works in which modifications of stability led to
similarity of solutions when normalized by a parameter 1ike Equation II-16.

In our analysis we wish to duplicate the effect of an implied
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vertical scale derived from the terrain scale and static stability. Let
weight t be a function of this vertical scale, and as shown in Appendix 5
(Figure A-5-1), increasing t forces more flow progressively around the
barrier rather than over it. The depth of the mountain induced circulation
is significantly reduced as T increases. Based on the above vertical scale
defined by the ambient stability and scale of the Alps, the value of T

selected was 1011 p2,

Conservation of Potential Vorticity in the Analysis

We have assumed that modifications of the flow induced by the
mountains are resolved to some extent by the data. As shown in Chapter IV,
the data does a passable job in placing the anticyclonic vorticity over
the mountain, and the troughs or cyclonic vorticity in the lee. However,
in the Pyrenees, owing to the lack of data over Spain, the anticyclone
and lee cyclone are not well defined. To correct this, a simplified poten-
tial vorticity constraint was developed and is discussed in Appendix 6.
This technique was not included in the analysis of the case study data.
As is shown in the aforementioned appendix, this does not have too serious
an impact on the results. However, for future studies, the potential
vorticity constraint will be included during the geostrophic adjustment

phase, F3.

Summary of Data Analysis
Our goal has been to obtain three dimensional fields of atmospheric
conditions over mountainous terrain, detailed enough to resolve the processes
of lee cyclone development. This chapter can be summarized by reviewing

the three phases of the analysis and weighting terms which play a role in
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the definition of these fields. Figure II-4 schematically describes the

data analysis.
1. Interpolation and filtering. Insuring that the data source
can resolve features under study, weight B is selected to spectrally
define three dimensional fields derived from raw RAOB's and SATOB's.
The fields that result are assumed to be “"observed" for the next
phase.
2. Geostrophic Adjustment. Once a parameter of relative data
accuracy, vy, is defined from statistics based on wind and geo-
potential observations (Table II-1), the problem reduces to defining
how much mean error remains in the geostrophic wind relationship
over the domain. We know that this error is related to the scale
of meteorological phenomena through the Rossby number. Since we
want to retain or pass the ageostrophic flow components induced by
the terrain, we roughly estimate the amount of geostrophic error in
waves of this scale and use this to define weight A.
3. Vertical Motion and Vertical Scaling. The ageostrophic flow
remaining from phase 2 can allow an estimate of kinematic vertical
motion to be computed. However, the horizontal winds do not satisfy
mass continuity, particularly when terrain induced vertical motion is
taken into account. A second estimate of vertical motion may be
derived from the omega equation. These two estimates are combined
variationally and Tinked through weight T. This parameter also
subjectively assigns a vertical scale to the adjustment process.
This allows for a logical partitioning of flow into components
over and around the terrain. (Note: The magnitudes of adjustments

in this phase are about one order of magnitude less than the wind

adjustments in phase 2.)
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CHAPTER III
FRONTOGENESIS, ENERGETICS, AND VORTICITY

Frontal Zones
The density of data in the region of study does not resolve a true
front which has a transverse scale of about 100 km. What can be resolved
are zones of baroclinicity where isotherms become strongly packed and influ-
ence the development of atmospheric cyclones. In this chapter we explore
the relationship of frontogenesis and observed strengthening of these zones,
and the role played by terrain in this process and in energetics of the flow.

The terminology, frontal zone, is used interchangeably with baroclinic zone.

The Frontogenesis Equation
Within the Titerature frontogenesis is generally refers to any process
which strengthens the horizontal gradient of temperature within an air parcel.

Petterssen (1956) defines frontogenesis as
F-dvel |
dt

Expanding in an (x,y,p) frame

_ 1 d(ve-ve)
F= ool at

L [VQQ Lo+ Ryy+ -a—ve)]
o %

T TveT C LVae T ax
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where 0 is potential temperature; u, v, and w are the components of motion.
This form of the frontogenesis equation was used by Miller (1948). By

expanding the parcel derivatives further we obtain

1 do _ 2 - 02)S + @ OR + e O .w 40 ] I1I-1
F= [VO[ [VG) th (|V@|_g_ + (0 G) )S Oy (o w w, ))

XX vy
diabatic divergence stretcﬁ1ng shearing tilting
deformation deformation

where subscripts x,y,p refer to partial derivatives; Sis horizontal divergence;
S and R are the stretching and shearing deformation, respectively (S=ux-v 5

y
R=u,+vy).

’ In this form we can evaluate the important components of frontogenesis
from terms representing easily calculable quantities related to the flow field.
Figure III-1 illustrates schematically the components of frontogenesis. The
diabatic term includes processes of latent heat release, convection, or
radiation which serve to increase the local horizontal gradient of temperature.

The divergence term increases thermal gradients by converging air with dif-

ferent thermal properties. Deformation, can rapidly increase thermal
gradients typically near the ground. As Kessinger and Bluestein (1979)
discuss, the increase of the thermal gradient by the deformation mechanism
may eventually produce secondary direct circulations, which will then
induce frontogenesis from the divergence process as well.

As shown by La Suer (1974) the tilting term plays the most important
role in middle and upper levels. Gradients in vertical motion rapidly increase
frontal zone strength particularily where atmospheric stability is large.

In the absence of horizontal thermal gradients, the tilting and diabatic
terms are the only mechansims which can initiate a front. This has impor-
tant consequences where vertical motion is forced externally by irregular

terrain.
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Frontal Strength and Available Potential Energy
The energy of the atmosphere takes a variety of forms. A volume of
air with rigid side boundaries and extending through the depth of the atmos-
phere contains kinetic (KE), potential (PE), and internal energy (IE). These

are defined for a unit area as
(¢ o] 0
KE =f§(u2+v2)dz, PE = jmb dz, IE = ﬁ;vr dz
o] [¢] (o]
where §>is the geopotential, c, the specific heat of air at constant volume,
and T is temperature.

In the volume the total of these quantities must be constant for
adiabatic, hydrostatic, and frictionless processes. Using Holton's (1972)
simple example (Figure III-2), assume that two juxtaposed air masses of
different potential 1:empe|r'a1:u|r‘e.",'e.1 and 02, (02>61) are contained in such

a volume, and separated by a partition. If the air is initially at rest,

the total energy, TE is

TE = (PE + IE)1 + (PE + IE)Z'
Since we know that PE and IE are related by a constant (IE= %%-PE= g-PE)
then TE=-%(PE1+PE2). When the partition is removed the air adjusts in
response to pressure forces and kinetic energy is generated. The total

energy must be conserved so the KE produced must be
4 -
KE = 5 (PE1 + PE2) - PE. = APE .
PEr, the reference potential energy is the minimum possible potential energy

assuming an adiabatic redistribution of mass, so that 02 is everywhere above

1. The term APE is called the available potential energy (hereafter called
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APE), since it allows us to estimate the amount of energy in the volume able
to generate motion (or storms). In a very crude way the partition represents
a baroclinic zone, and its removal represents the development of a weather
system. Later we will show that the amount of KE derived from this process
is a function of the temperature contrast across a "front". The means by
which parcels 1 and 2 obtained their differing character and positioning

can be related to the frontogenesis process, Gutman (1969).

Using more sophisticated techniques of Johnson (1970), Wei (1979),
and Haltiner (1971), we will calculate APE and KE of volume systems and
relate these to the terrain induced frontogenesis. The final illustration
in Figure III-2 showed the "minimum" total potential energy'condition; that
is, hydrostatically stratified with no horizontal gradients of 0. Within
any selected volume in the real atmosphere a similar energy state can be
defined.

We can derive Johnson's (1970) expression for available potential
energy from the relation APE=TPE-TPEr, where TPE is the total potential

energy. We know that for a hydrostatic atmosphere

;£;¢ dz + Ul; cyT dz,
f pgzdz + f pch dz,

fp dz + fpch dz.
Using the equation of state,

- f o(cy*R)T dz,
[}

1"

where the total potential energy is (IE + PE). Thus, for a unit cross

PE + IE

section of area A,
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¢ A pp
TPE=—%ffSpodA,
9 0 (o]

and

p
TPEr=EEffS T, dp dA
oA
Ao

. ' . - K - K
From Poisson's equation, T G(Tg%ﬁ) and T, G(ngﬁ) , we get

Ps
c P _\K Pr \K
APE=TPE-TPE=-P-ffe( )= (RE)S dp dA
r gA AY0 1000 1000 111-2

C Ps Pr\K c Ps
gA A0 P gA o

This expression has been used by Johnson (1970), Edmon (1970) and Wei (1979)
to compute APE. The term € is the efficiency factor. This.has the definition
€= 1-(%;) where p is the pressure and subscript r refers to the reference
position of an isentropic surface. The term "efficiency" refers to the

effect of diabatic heating if applied at a particular location in the volume.
If € is positive then the diabatic contribution will increase the APE, and

vice versa. The reference pressure requires a further definition

Pa@) = 1 [ p(x,y,0)da
i

pp is the areally averaged pressure on a © surface. It represents the
hypothetical equilibrium level a given © surface would reach if redistributed
adiabatically and hydrostatically within the volume. Usinq Van Mieghem's
formulation, Wei (1979) shows that this state represents at least a regional
minimum in the total potential energy.

The time rate of change for APE (Equation III-2) is derived by Edmon
(1978). The difficulties in applying a physical interpretation to the various
terms render this approach somewhat futile from a diagnostic standpoint. The

-method we use to describe the changes in energy will be discussed further on.
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To explore the 1ink between APE and frontal strength, F, consider

a simple case where potential temperature in a volume is defined as

o(x,p) = Fx + S(p-p,) + @

with |7,0] = F; 0(0,p,) = 6,5 S is a mean stability parameter, %% .

We want p,. and € so

p(x,0) = € x + 1——9—9;9 L Pg »

L/2
pr(9)=%f p(x,0) dx

~L/2

(0-6,)
= s + po 9
pp(x,p} = % X +p ’

and,

€= 1- (§§-+ 1)<

One can see immediately that the reference pressure is a function of F. If
F=0,p.=pand € =0. Thus no APE exists in a region without frontal
strength. We can use Equation III-2, and formulas for €, and T(0) to
find
APE = Eﬂfj% (1-("'—x +1)") (B )% (Fx + S(p-p,) +©,) dp dL
Lg o Sp Po 0" 0

This integral is evaluated and the plot illustrated in Figure III-3, which
shows APE in a volume versus F. APE increases rapidly for the range of

commonly observed frontal zone intensities and standard stability.

Partitioning of Energy Quantities
As discussed, the release of APE allows the development of kinetic

energy which moves the system towards the minimum potential energy state.
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This motion is in the form of developing disturbances or cyclones. For
the open type volumes being considered in our case studies, the generally
large magnitude of energy flux through the sides of the volume make it
difficult to obtain an explicit relation between decreases in APE and
increases in KE (Edmon, 1978; Wei, 1979). For completeness we look at
the continuity of kinetic energy and computations describing the transition
of the various energy components, even though we may only obtain qualitative
relationships.

Haltiner (1971) and Holton (1972) show methods to evaluate APE in
a simpler, more approximate way than the Johnson method. While these
techniques are more appropriate for evaluation of global enérgy budgets
in a closed framework, they can be applied to open systems if the volume
extends over one wavelength of interest, and boundary effects can be
eliminated or evaluated. The energy components are divided into mean and
perturbation quantities. The volume mean describes the ambient or background

conditions, while the perturbations pertain to the cyclone system. We have

YE = 24 T2
E ngff(u+ ) dp dA

2 _7\2
ngff{(uu) +(vv)}dpdA
—_ (@-opf
APE--——ZgAfAJ; —0" dp dA

APE” = lffﬁidpdA
2,y ),

where o is the specific volume, LN the reference specific volume and o”=
@ - o. o is the stability parameter. With the inclusion of frictional
effects, F,, and diabatic source-sink term, S we must have, for a closed

system
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Fig. III-3. Available potential energy versus mean frontal strength in a
volume element. Inset shows potential temperature distribution in volume
cross-section. S is .05° K/mb, a representative lapse rate for the
troposphere over Europe.
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To describe the transformation of these quantities, other integral
relations are adapted for use in an open volume. The changes in a volume

for which boundary fluxes vanish are

- o]+ e - [T

clx

0 = [k ke] ¢ [aeEr o] - (ke 77

DAPE =[APE’+mj + [RT-:‘-»‘AP_E] + [&»W]
DAPE” - |mPE - w7 + [k - mPE7) 4 s + APE]

where (=) refers to the transition process; and é%. are the volume changes.
The six transition processes can be evaluated for a quasi-geostrophic system
integrated over one wave length in a volume moving in a quasi-Lagrangian

sense. From Holton (1972) and Appendix 7:

1. [KE’ > KE If% 2v. (V'r,' ) dp dA
- _ Po

2. [AP K J;f o wdp dA

4. [E-*APE =%fﬁ (V1) dp dh

5. RE +E =6pc3/2V‘:’

ITI-3
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where ¢ is the geostrophic vorticity, and other symbols have been specified.

The lasi two terms are parameterizations of frictional effects as used by
Petterssen and Sembye (1971). VS is the velocity at the ground; p is
density; and ¢ is the eddy viscosity which ranges from .0010 to .0045 (mks)
from flat terrain to mountains. By evaluating these quantities we may

gain some insight into the energy transfer processes within the volume, and
can use these instantaneous energy transitions to explain the observed
changes in the bulk quantities. However, the formulated conversions and
transfers are approximate and rule out smaller scale processes (i.e. inertia-
gravity wave proposed by Buzzi and Tibaldi, 1978). Also, the assumption
about fluxes vanishing on the boundaries of quasi-Lagrangian volume can
introduce errors. The important processes related to radiation, latent

heat and dissipation in subgrid systems are not explicitly evaluated or
parameterized. (They can, however, be defined through residuals). In any
case, we can see if the energetics of lee cyclogenesis are partially explained
by quasi-geostrophic formulation. See Appendix 7 for further conents.

The motivations for including energy in this study of lee# cyclones
are twofold. One is to provide a 1ink between the obvious frontogenetic
features of flow over and around the Alps and the impact on the energy
available for cyclone development. The second reason is to provide a basis
of comparison to other works in which an energy cycle was derived (Oort,
1964; Dutton and Johnson, 1967; and Wei, 1979). The Oort study is illustrated
in Figure III-4 for a hemispherical region. The mean quantities of each
energy type and the transition rates are given as shown.

The energy transfers for a classical developing cyclone are well
documented. Beginning with a background thermal gradient and a mean flow,

a perturbation will grow if it has the proper scale for the given amount of
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Fig. II1I-4, Energy cycle for the Northern Hemisphere. Bulk energy
quantities are given in Joules/m? x 10%. Energy transformation figure
are in Watts/m?. Symbols used are explained in the text or are labeled
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baroclinicity. Once advection processes begin, the local thermal gradient
intensifies in the vicinity of the cyclone. This is the process that |
generates the perturbation APE. In the next stage the rapidly intensifying
circulation increases the thermal advection and hence the vertical circula-
tions which convert APE” to KE*. Low level convergence increases the
strength of the surface circulation. Friction now plays an important role
in dissipating KE” and converting KE” to KE through Ekman induced "spin
down" processes. (vorticity flux divergence). The main flow of energy

in this classical quasi-geostrophic case is from APE to APE”, to KE*, to KE
and Fa. The structure of the lee cyclogenesis energy cycle is shown in the

next chapter.

Vorticity
The development of a lee cyclone can be traced through the changes

in the relative vorticity. The vertical component of relative vorticity is

v _ du

C='a—x- W

The vorticity equation for frictionless flow is

-hp
v

4 +'\7-v; +w§5 +(z;+f)v-'\7 + _I:-wa‘a"=0
horizontal vertical convergence tilting

advection advection

From the perspectives of our study, we would 1ike to evaluate the
terms in the vorticity equation based on the derived flow structure. With
pressure as the vertical coordinate the effects of intensification of the

frontal zone in the vicinity of the developing cyclone are implicit within

the convergence term. From a quasi-geostrophic view, thermal and differential
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vorticity advection will lead to upward (or downward) motion, and through
mass continuity to strengthening (or weakening) of the cyclone at low
levels through convergence. The effects here also appear through the
tilting term, although at a smaller magnitude. The upward/downward motion
couplet interacts with vertical windshear (a function of frontal strength)
and tilts associated horizontal vorticity into the vertical.

Flow over a mountain also produces couplets of vertical motion as
described above. Owing to the strength of the vertical motion, and the
scale of the vertical circulation, this term may play a much larger role
than for a case with smooth terrain. Another effect occurs as an air
column moves downslope (as shown in Chapter 1). Stretching produces
horizontal convergence which increases the relative vorticity through the
convergence term.

As discussed by Petterssen and Smebye (1971), superposition of
dynamic and externally derived vertical motion processes can produce rapid
cyclone development. These cyclones have a structure different from the
classical cyclone in that the circulation axis is nearly vertical. Develop-
ment is most intense at middle levels and occurs very rapidly through
the column (~1 Day). Phillips (1979) showed a cyclone in the lee of the
Rockies which had a structure and evolution similar to the Petterssen model.
The question of the role played by the Alps in cyclone development is

explored in the next chapter.



CHAPTER IV
CASE STUDIES AND RESULTS

Using the analyzed fields we will show how the mountains influence

the modification of the frontal zone and consequent cyclone development.

Synoptic Situation

The cases selected are taken from data provided by the Data Set
Test program supervised by the National Aeronautics and Space Administration
(Halem, et al. 1978). These data consist of rawinsonde, satellite radiance, |
surface, ship and aircraft reports. The data have been subjected to checking
both before dissemination and within the present analysis scheme. Figure
IV-1 shows the region of study, terrain, and the data available for a repres-
entative time. This data was collected at 00 and 12 GMT, which for the
central part of our experimental region is about local midnight and noon,
respectively. The Alps and Pyrenees are represented as shown.

The synoptic situation during 9 to 16 February 1976 had two periods
of lee cyclone development. The first (hereafter referred to as LCD I)
occurred from the 11th to the 12th, while the second (LCD II) occurred from
the 13th to the 15th. In the first case the cyclone develops rapidly and
dissipates similarly. In the second case the cyclone persists for three

days.

51



Fig. Iv-1. ®

a. European terrain (contour interval 500 m).

b. Region of analysis (working grid), with RAOB (@),
satellite (s), and surface observations (+), indicated.

PAt]



53

Figures IV-2 and 3 show surface and 500 mb charts for the region.
Significant clouds obtained from visual sateilite imagery are keyed on
the figures as to their relative heights (low, middle, or high). Upper level
flow to the west over the Atlantic showed an amplifying ridge and development
of northwesterly flow over Europe. The upper disturbances associated with
the surface cyclone development both moved southeastward and interacted
strongly with the Alps. The fontal zones associated with these waves both
underwent significant strengthening as shown in cross-sectional analyses
(normal to the front) in Figures IV-4 and 5. These frontal intensifications
were followed immediately by very rapid cyclogenesis. The initial conditions
for both cases, with respect to winds, vorticity, and thermal gradients, were
not extraordinarily strong. As such, these cases most 1ikely represent
the typical lee cyclogenesis, and should better reveal the influence of

the mountains in the development process.

Quasi-Lagrangian Volumes

To facilitate the analysis of bulk quantities, the region is divided
into sets of moving volumes designed so that the entire cyclone and upper
wave is contained therein. This has been done in other studies by Wei
(1979), and Sasaki and McGinley (1978). In addition, another volume
element remains fixed to the lee region so that processes associated with
the mountains may be more clearly seen. This is similar to techniques
applied by Petterssen and Smebye (1971) and Tibaldi et al. (1980). Figure
IV-6 illustrates the placement of a volume over a cyclone and frontal system.
Some qualitative judgement is needed to decide where the volume should be.
An effort is made to make a volume Targe enough to contain one wavelength of

the upper initiating wave. As an example, Figure IV-7 shows placement of



Fig. IV-2. Surface weather charts at 12 hour intervals from 11 Feb. 00 GMT to
15 Feb. 12 GMI. KEY:

—~———~— 1isobars (mb) X, 1low pressure centers
~—~v—~v surface frontal position L high pressure centers
~Vv—~vv- 700 mb frontal position
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Fig. IV-3.
irl IV-Z .
KEY:

500 Millibar Charts at 12 hour intervals corresponding to surface charts
Major geographic features are outlined.
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— — — temperature )

--- - - vertical motion (omega, mb/sec x 10_3

)

09



rs JLLAS: 2
%] ortane
4 AR
=1 ocshe
L2108 2

=] ertess

rrue

oreis

J 3319 ) 1]

[ 10821

Skt

DORES

R,

Drteys

prtaye

12 GMT LVL 500 MB

F VT |

80230

7
{

BT

1976

LU 20

a

[ DAY 23

.

3
&
@

—t 1 1t
FER 11

DR'NG

LLAE E

]
[
]
1
]

oriays

or'eds

L1 7 H]

1976 00 GMT LVL 500 MB

L1013

riies

or335

Ph'gec

FEB 11,

[ 204 1



© ° ° ©
S - < 4
> - o
- s 14 -
v - -

FEB 12,

99¢, 20

1976

0

° v 2 © °
S b4 £ s s
- - e - .
& @ & 4 & x
] . . -

O GMT LVL 5

0 MB

.

bzo0. fuo

.

domd /] 00 SN SRS S | 1 ! ] ) 1 1 ]
3 .4 o o hed -4 o ° b4 o hd hd b3 b4 o - - hed e -
2 5 K < 2 S 2 s < < - < s 4 4 < E “ ;4 s
P - > o - - ~ - ” = e ~ - - 3 s s - “
D 3 L3 - o E w I-l. w '3 73 - “ = “ > 4 Ed >
- - - - -~ - - - » o ” e - » n -

FEB 12, 1976 12 GMT LVL 500 MB



LY I 'rrm.
. ofl, 0~ .
L (0 Y S
~ oty '..r,‘~~_‘_,..~
._l‘ .‘,’{. . ~~
. o e 2418
{"" ~
S A
., 3 qad,
) A 7]
L. <
g oY
-

éff S i
S AR I N N N .. ]
gy it vy o 9 e '

]
§ i g ¥ ¢

Q 2
2 2

3 3 9 3

3 ] b| 9
SR RN
b b e %o drt B S b

1

L g ' g
FEB 13, 197 12 GMT LVL 50

0
)
“R
L
oo

Q98 L

&2, 08
L]
&N,

9
¢3¢0
420,98

\
167,98
aFe. 30
453,98
80
"
U4, 80

£9



6.

pne.

330,
Rar.

pars,

FEB 4,

[ -t S § 1 ]
¢ 3 z T T % g 3 g% T % ¥ 8 % g T 3% = B 3
;' o z : - < - . z - fi a o o g' :;' By 3 Y
3 a @ % K ] EJ ¥ © & H] % g L] v e o a

1876 00 GMT LVL 500 ME

3T,

3.

LITN

o U

N drezed I Lz' l \nh U S Y U | e et o]

A-3 -4 o hid o o © bl o R4 hed - hod - © bt b=

s b4 4 = s 3 < 2 .. < 4 £ S < = 4 H s

= 3 o - - - - - - z - .v - “ - - . oy

U 3 » . @ “ ‘ w w |‘ w lw w -' g b4 bed 4
H e > a H C v - b -« - - - £

FEB 14, 1976 1é'cmr LVL 500 MR



/nu Bh *ats
o

-J Broans

:_ Bo ARG

LA
BT tous
Br "8

$7 ‘230

8y
s
g

or"hyn

Sl 23

g
g

1976 00 GMT LVL S00 MR

T

L LA 1

F337:3




e

ue
4,8 | =
.00 2
q

o ° ° o -
g 2 s

.08

e

u
£a,98

ue
8,00
6,40
y2,4d4 G

-
= d
-

? >

©
2 * 3
g 3 H]

“w,at

o
o

i s 3 E k i i 5 i §5 3 i of 3
1976 12 G?MT SE - NW C-C FEB 12, 1976 00 GMT SE - NW C-

Fig. IV-4. Southeast to nortlwest cross section through frontal zone for

11 Feb. 12 GMT and 12 Feb. 00 GMI'. Solid lines are isentropes (deg); dashed lines
are winds normal to cross section (m/sec); and dotted lines are omega values (mb/sec
x 10-3). Peak at 46 N is a portion of the Alpine-Pyrenees chain. Note how
strengthening of baroclinic zone occurs (increased net slope of insentropes) during
period.

Bu.u0



2
[ S ST T S ) LS Y : T 3 oz % :
» 3 ® N L

i it @ - O R T T T T T - T S T T S B
FEB 13. 1976 12 GHT 55 - NW C € FEB 14. 1978 0O GMT SE - NW C-C

i s
SE - NuW C-C

Fig IV-5. Southeast to northwest cross section for 13 Feb. 12 GMT' through 14 Feb.
12 aMr. Synbols are described in caption for IV-4. Similar frontal zone strenthening
is seen here as well.

L9



Fig. IV-6. Schematic illustration showing placement of a volume over a
cyclone/frontal zone system. Solid symbols show surface positions, while
open symbols indicate upper air. Top of volume was 200 mb level. Boundaries
of volume are selected to minimize energy flux as shown in Appendix 7.
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Fig. IV-7. Actual placement of volume over systems on 12 Feb. 00 GMT and 14 Feb.
00 MT during ICD I and ICD II , respectively. Solid symbols indicate surface

postions, while open symbols are upper air (500 mb) positions. The broken line
indicates the 500 mb trough axis.
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volumes over features at 00 GMT Feb. 12 and 12 GMT Feb. 14.

As the frontal zones interacted with the mountains there was an
increase in the horizontal temperature gradient. This has been seen prev-
iously in other cases (Sasaki and McGinley, 1978), and served as the prime
motivation for this study. Figure IV-8 shows the mean frontal strength in
the volume as a function of time for both LCD I and II. Symbols indicate
when the leading edge of the 700 mb frontal zone was positioned over the
Alps-Pyrenees axis. Clearly the frontal strength increased significantly
as it interacted with the mountains. In addition to previously mentioned
studies, numerical work by Merkine (1975), and Trevisan (1976) showed similar
frontal zone evolution.

It seems clear that the mountain range played some role in the
frontogenetic process. Figure IV-9 presents the wind deformation and vertical
motion field at 600 mb for LCD I (12 GMT Feb. 11). This level is just above
the highest peaks in the Alps. The axis of dilatation associated with the
deformation field reveals that a portion of the flow split and moved around
the Alps. The vertical motion field shows the up/down couplets which create
frontogenesis through the tilting term. The frontogenetical rate is shown
on Figure IV-9¢, which illustrates the combined effect of both processes.
Near the mountain the frontal zone increased by a factor of 2 every 12 hours.
The influence of the frontal strengthening can extend to levels above the
terrain because of the coupling of the thermal fields and wind shear.

Figure IV-9d shows the flow deflection at 500 mb owing to the frontal
strengthening and retardation of the cold air by the mountains.

A good share of the mean flow impinging on the northwest face of

the Alps is forced up and over the barrier. This is shown in the following
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Fig. IV-8. Mean frontal zone strength within volume versus time for both cases.
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was over the Alps-Pyrenees axis.
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table which decomposes the frontogenetical rate into the component terms.
Owing to a lack of rainfall and radiation data, the effects of diabatic

processes could not be explicitly evaluated.

Table IV-1
Components of Frontogenesis for a Region Within 100km of the Alps
(deg/1000km/24hr)
Deformation/ Observed Change in Frontal Strength for
Period Total Convergence Tilting Portion Crossing the Alps
11/00
to
12/00
GMT 22.5 2.0 20.5 2}.2
13/00
to
14/00
GMT 37.6 3.8 33.8 27.5

The table shows that tilting is the most important mechanism for
the frontal intensification. The observed frontal strength is computed for
a small volume which follows the front and interacts directly with the Alps.

Figure IV-10 illustrates the change in low level baroclinicity for
the two cases. The blocking by the Alps and surging of the air down the
Rhone Valley has been shown to alter the shape of the front as well. This
is seen here to some extent, but better examples can be seen in the other

cited studies.

Vorticity
Figures IV-11, 12 show vorticity at 850 mb for the two lee cyclone
periods. Weak cyclones formed 12 to 24 hours prior to the rapid cyclogenesis.

The major developments occurred between 00 and 12 GMT on 12 Feb and from 12
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GMT 13 Feb to 12 GMT 14 Feb. An interesting feature is the evolution of the
vorticity axis with time. This is shown in Figures IV-13. Note that when
development occurred the axis was nearly vertical.

Previous investigators (Buzzi and Tibaldi, 1978; Petterssen and
Smebye, 1971; and Phillips, 9179) indicate that lee cyclogenesis occurs in
two stages. In the first, a cyclone or relative vorticity maximum forms in
response to flow over the barrier, normal to the ridge iine. This pheno-
menon, a consequence of conservation of potential vorticity, a1sd induces
an anticyclone over the mountain. Buzzi and Tibaldi (1977) attribute the
strengthening of this cyclone to Ekman effects. However, the maximum
strength and depth that a typical lee cyclohe can attain is limited. In
the second stage, the superposition of vorticity advection and consequent
upward vertical motion (associated with an approaching upper level wave),
combine with the Tow level effects of blocked cold air and downslope motion
to produce rapid cyclogenesis in what Petterssen terms a "Type B" development.
This disturbance is characterized by a circulation axis that is nearly
vertical, in contrast to the more classical "Type A" structure which has an
axis that tilts westward with height. Our analysis suggests that LCD I was
a Type B development, while LCD II was more a Type A.

From another view, we can look at the Eulerian changes in vorticity
and vertical velocity for the volume (see Figure IV-14) placed in the lee
of the Alps. In Figure IV-15, horizontally averaged vorticity is plotted
against time, for both LCD I and LCD II. The evolution clearly shows the
change from the primarily terrain induced shallow system (call this the
orographic stage), characterized by downward vertical motion at low levels.
and negative vorticity advection aloft, to the deep system with strong upward

motion at middle and upper levels and rapid increases in vorticity. The
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Fig. IV-14. Eulerian wolume in lee of the Alps for time plot of
vorticity and vertical motion.
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a.,

c.

Fig. IV-15. Vertical distribution of quantities with time in the
volure in the lee of the Alps specified in fig. IV-14.
a. Relative vorticity,with positive areas shaded, (sec™1x10-5),
b. Omega, with upward motion shaded, (mb/sec x 10-3),
c. Dominant terms in the vorticity tendency equation. Shaded
areas indicate local positive vorticity tendencies.
H: horizontal advection term. T:tilting term.
V: vertical advection term.
C: convergence term.
+,~-: indicate whether above mechanisms are increasing or
decreasing vorticity at a given time and pressure level.
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dominant terms in the vorticity tendency equation are also shown. One

can see that vorticity first became positive in the lowest layers 24 to 36
hours prior to the "trigger" stage. The low level downward motion and vertical
stretching forced convergence at Tow levels which produced the orographic
vortex. Deep development occurred when this vertical stretching mechanism
extended well into the atmosphere. The dynamic motions produced by the
advancing upper wave, combined with the externally forced downward motion

at low levels, and initiated rapid vorticity production at middle levels.

The tendency of this effect alone would give net increases of 2. x 10-5

sec™1 for each 12 hour period averaged over a layer in the middle levels.

In LCD II the orographic period was shorter and the triggering
stage not as evident. In LCD I it was the upward development of the vertical
stretching meghanism which appeared to be the main generating feature of the
cyclone. In LCD II the vertical motion was upward even at low-levels during
the period of most rapid development. Thus the cyclogenesis in this case
was more classical in a quasi-geostrophic sense in that the terrain-induced
downward motion interacted with the upper-level dynamic vertical motion
only for a very short period near 12 GMT on Feb 13.

Observational studies of Alpine lee cyclogenesis frequently show
that a parent surface cyclone exists to the north of the mountains. This
_cyclone decreases in strength as the system to the south grows. To see
the shift in emphasis from the northern to the lee storm, consider Figure
IV-16 which illustrates the changes in vorticity, both north and south of
the Alps.

The terms in the vorticity equation are not shown. However, during
the period of rapid development in LCD I, the mechanisms contributing most

to the increase of vorticity within the volume were: convergence and tilting
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Fig. IV-16. Mean relative vorticity ( 3 ) within 500 km of surface .
cyclone, north and south of the Alps. Solid dots (—e—) indicate
disturbance north of the Alps; open dots show lee cyclone south of
the Alps (—o-). Plots show shift in emphasis as lee cyclone develops.
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at low levels; convergence (vertical stretching) at middle levels; and

vertical advection at high levels. For LCD II during the rapid development

period, dominant terms were convergence at low levels; vertical advection

at middle levels; and horizontal convergence and vertical advection at

high levels (both acting against the tilting term).

These observations and diagnostic calculations of vorticity support
the previously cited studies concerning the two-stage nature of lee cyclo-
genesis. LCD I appears to be an example of a terrain enhanced cyclone.

The upward extension of the vertical stretching mechanism was a critical
element during development. Surging of the front over the mountain barrier
further enhanced the stretching process. LCD II represents a cyclone some-

what enhanced by, but not critically Tinked to, the presence of the mountains.

Energy

The diagnosis of energy is accomplished in two waysQ First we Took
at the bulk energy quantities within a moving volume; and second we compute
the energy conversions necessary to account for the changes in the bulk amounts.
The two methods, shown in Chapter III to calculate available potential energy,
differed in that one was an approximation to the other. The Johnson method,
Equation III-2, gave results 5 to 7 times larger than the more approximate
Haltiner method. Since the Haltiner computation facilitates the decompostion
into mean and perturbation terms, it was decided to use the ratio of APE’ to
APE, to partition the available potential energy computed with Equation I1II-2.

Figures IV-17 and 18 show the mean and perturbation quantities for
LCD I and II. Some features are immediately evident. The mean kinetic energy
in the volume decreased with time. APE also decreased with time but energet-

ically was of small magnitude. APE” increased as the volume interacted with
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the mountains. This was followed by increases of KE” which became maximum
as the cyclone peaked in strength. The interaction among these quantities
is shown in Figures IV-20 and 21. The energy conversion and transfer terms
were computed from the quasi-geostrophic equations for energy transformation
(Equation III-3) and the actual observed changes in energy seen in Figures
IV-17 and 18. The conversions were averaged in time and assumed to extend
over 12 hours. The differences between the computed and observed trends
required adjustments (~) which represent unparameterized processes or
errors. The direction of the energy conversion or transfer (—) on Figures
IV-20 and 21 represents the computed quasi-geostrophic trend.

The plots in Figure IV-17 and 18 show the imbalance in the total
energy, which may be due to sources of energy such as radiation, 1atent heat,
boundary flux errors, orerrorsin parameterization of frictional disipation.
Estimates of friction are shown on both figures. The limited rainfall data
indicated that rain was produced over Italy from 12 GMT of the 14th to the
end of the data period. The source of latent heat should influence the
residual during this time and the total energy plot on Figure IV-18 indeed
shows that a source was most 1ikely active. This can be explored qualita-
tively by looking at a cross section of the efficiency factor, €, in the
region at this time. Figure IV-19 shows € through the volume for 00 GMT Feb
15. Precipitation occurring in the regions of cloud cover would be producing
a net increase in APE, thus accounting for the apparent source in Figure IV-18.
Unforturnately, without full coverage of precipitation amounts, the impact
cannot be evaluated quantitatively. Sources and sinks on Figure IV-17 cannot
be readily explained since it appeared that precipitation did not occur.

On Figure IV-20 and 21 energy transformations are given for the
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Fig. IV-17. Bulk energy quantities (Joules/m? x 10°) within the quasi-
lLagrangian volumes for ICD I (see fig. IV-7), plotted as a function of
time. K is kinetic energy; A is available potential energy; and

()" and () refer to perturbation and volume mean, repectively. F is
the cumilative frictional sink, and the open circles show the total
energy, (the sum of A', K', A, K, and F.)
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Fig, IV-19. Cross section of the efficiency factor (€), clouds,
and terrain northeast of the surface cyclone on 15 Feb. 00 GMT.
Clouds are estimated from satellite imagery.
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processes defined by the equation set III-3. Transformations which cannot
be explained are indicated, and may be considered to be due to non-geostrophic
processes or errors. There are some interesting conclusions one may draw

from both the consistent and inconsistentestimates of the energy transformation

processes. One that stands out immediately is the transition of K to K’.
This is opposite to the usual atmospheric energy cycle (Figure III-4). This
process is consistent with the findings earlier in this chapter, namely that
vertical stretching, which is produced externally, converts earth or large
scale vorticity into disturbance vorticity. In the same way, particularly
when the lee cyclone was undergoing intensification , mean kinetic energy
was converted to disturbance KE. This process was playing as large a role
as the typical conversion in which APE” goes to K” during baroclinic devel-
opment. The energy transfer (K » K”) is the barotropic contribution to
development; while (A” - K”)is the baroclinic contribution.

Another feature of the kinetic energy budget is the possible under-
estimation of kinetic energy dissipation by mountain induced friction. Toward
the time periods when the disturbance had reached maximum intensity and was
decreasing in strength there are large implied sinks of kinetic energy.

A mysterious source of APE appears in both cases from about 24
hours before the cyclone reached maximum intensity in the lee. This is
about the time the volume was interacting with the mountains. From the
calculations of frontogenesis we can estimate the amount of APE that was
produced in the volume by primarily the mean flow components interacting with
the mountain. They are shown in Téb]e IV-2. These calculations are based

on departures of frontal strength over and above the mean thermal gradient.
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Table IV-2

FRONTOGENESIS AND PRODUCTION OF APE

-

Estimate of APE”

Mean Production by
frontogenesis frontogenesis
Period  (deg/1000km/24hr)  (J/m*/28hr x 10°)
11/00 -
12/00
GMT +4.63 +6.74
13/00 -
14/00
GMT +3.62 +4.77

Observed change
in APE” 5
(J3/m?/24hr x 10°)

+8.21

+4.05

86



99

The implication is that a link may be established between XE and APE-. On
reexamination of the conditions during the frontogenetic phase, we find that
the mean flow is strong and northwesterly. This flow impinged on the mountain
producing the vertical motion couplets which induced the tilting process.

The mean flow was also horizontally disturbed and we should expect to see a
KE -+ KE” conversion as we indeed do. The tilting mechanism would appear

to be the conversion 1ink between the mean flow kinetic energy KE, and
perturbation potential energy, APE”. Unfortunately this should be seen in
the KE” - APE” conversion,which upon examination is actually in the other
direction. It would appear the parameterized energy transformations are
inadequate to explain the observed changes in APE“. Use of more complex
energy conversion equations derived from more complete forms of the vorticity

equation may provide for conversions of this type.

Baroclinicity and the Scale of the Lee Cyclone

The time scale for a typical cyclone in middle latitudes is about
4 days (Holton, 1972). This appears to be much longer than one of our cases
of lee cyclone development. As Buzzi and Tibaldi (1978) point out, there are
major alterations in the structure and scale of these storms. Figure IV-22
shows the estimated change of scale of the lee cyclone as it passed from the
orographic to thequasi-geostrophic scale. This measurement was based on the
wavelength distance between positive and negative vorticity.centers. The
initial perturbation was quite small, well below the estimated "critical
vavelength" suitable for conventional baroclinic instability to dominate,
allowing the perturbation to grow.

There is a certain class of baroclinic instabilities which operate

at scales well below the critical wavelength. As shown by Stone (1966),
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Fig IV-22. Scale of lee cyclone versus time, for ICD I (—o—) and
II (—e— ). These are estimated from geopotential and vorticity flelds.
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Tokioka (1970), and Emanuel (1979), these environments are characterized
by Richardson Numbers (Ri = %%g(g%gl)'z)of about 1 or less (actually Ri <
E;ﬁb, in which small wave growth can dominate. Checking the Richardson
Numbers in the lee region during development in both cases showed values
from 10 to 20. Buzzi and Tibaldi (1978), showed that even in its initial
state, the lee cyclone may be too large for the symmetric instability growth
rates to dominate the conventional baroclinic process.

As clearly revealed in the analysis, the Alps significantly alter
the airflow and thermal fields. During the explosive dewelopment stage,
strong vertical stretching occurs which is primarily due to the externally
forced motions combined with dynamics of the approaching wave. Thus, the
barotropic mechanisms which initiate the lee cyclone, and the baroclinic
processes which move into the region, combine to overcome the baroclinic
stability of ihe initial wave. By the time thermal advection enters the
picture the storm is no longer a weak perturbation on which stability theory
is based. The wave may move away from the lee region and die as often seen
in the Great Plains of the United States and Canada. However, the storm may
increase its horizontal scale and survive. The transition stage, when the
storm must pass from a terrain assisted baroclinic/barotropic system, to
one which must survive baroclinically over flat terrain, is critical to its
eventual er]ution. We saw the case of a dying cyclone in LCD I. The cyclone
in case I outran its source of externally forced motion and baroclinicity, as
shown in Figure IV-23. In LCD II the slow moving system which was associated
with a larger parent wave, seemed to profit by its association with the Alps.
The cyclone remained near the source of baroclinicity and vertical motion.

The suspected effects of latent heat may have maintained the storm for the 3
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days it remained in the area. Latent heating produces amplification of
vorticity by diabatically forcing vertical motions. As shown, this is
supported by generated perturbation available potential energy. The cyclones
that develop in the lee of the Rockies and become long lived, usually require
input of latent heat (Phillips, 1979).

Storm development is significantly influenced by the Alps. This
influence can be resolved by conventional data sources. Surely, mechanisms
operating at unresolvable scales are influencing the course of development.
Many of the quantities which we have derived,have great potential for error.
However, the qualitative relationships among independently derived functions
1ike energetics, vorticity, and frontal strength are in essential agreement
leading support to the observations on which we commented. Experiments
designed exclusively for measuring mountain-cyclone interaction are in the

planning stage (ALPEX).



CHAPTER V

Summary

The study undertaken is admittedly broad in scope. Many new tech-
niques were used in the primary data analysis. Evaluating elements of
cyclogenesis from many perspectives was a major task meeting with frustra-
tion owing to the 1imited information available from the data. Ideally,
observations at three or six hour intervals would be required to perform é
detailed and fully quantitative analysis of a phenomenon with a time scale
of 12-24 hours. In both space and time we tried to resolve processes near
the limits of'reso1ution. This resulted in evaluations of processes which
are necessarily diminished by the response of the analyses. Still, the
Alps produce effects which can be measured within a large scale or quasi-
geostrophic framework and we have proceeded on this basis, supported by
the previous studies in this region.

The two case studies considered illustrate two different lee cyclones.
The first case, LCD I, was a storm for which the Alps appear to have been the
major cause of cyclogenesis. The cyclone in LCD II was associated with a
larger upper wave, and most 1likely would héve developed with or without the
mountain effect. However, certain aspects (and eventual position) of the
stationary surface cyclone were more than likely influenced by the forced
1ifting and positioning of the frontal zone near the mountain.

The findings of this study are summarized on the following page.

104
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Stages of Development

The Alps significantly enhance cyclogenic processes in their
vicinity. In this study the cyclones seemed to pass through a series of
steps during their lifetimes:

1. Orographic stage: Flow normal to the mountain produces small

shallow cyclones maintained by low level vertical stretching in the

downslope region.

2. Frontal stage: The frontal zone interacts with the mountain

and strengthens through tilting and horizontal deformation. This

process increases the available potential energy on the perturbation

scale.

3. Explosive or "trigger" stage: The intensity of the lee cyclone

increases rapidly as terrain-forced vertical motion and dynamically

produced upward motion are superimposed. This results in strong

convergence at middle levels and consequent vorticity production.

The disturbance at this stage is vertically stacked and has a

barotropic character at low to mid-levels.

4. Transition stage: The influence of the strong mid-level cir-

culation from stage 3 and the increased frontal zone strength from

stage 2 allows the storm to take on a baroclinic structure. Whether

the development continues depends on the scale of the parent wave,

the strength of the front and the advecting circulation. The storm

moves away from the mountain. _

5. “Mature stage: The lee cyclone is "on its own" and must maintain

itself by thermal advection and quasi-geostrophic secondary circula-

tions. The more persistent cyclones normally include the effects of

Tatent heating in the energy budget.
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Table V-1 further describes the five development stages. Symbols
used have been explained in the text or in Appendix 7. Figure V-1 illustr-
ates schematically the development of an Alps cyclone, summarized from the

case studies.

Conclusions and Recommendations

Certain findings of the diagnosis were important and should be
reviewed.

The rapid development phase appeared to be a complex interaction of
barotropic and baroclinic processes, The signals calculated from
the quasi-geostrophic energy terms verified both barotropic and baroclinic
mechanisms in increasing the perturbation kinetic energy. In the lee of
the Alps strong vertical stretching was indicated with consequent vorticity
production through the column. Large imbalances in the energy budget and
rapid increase of cyclone scale during the 12 hour period strongly suggest
that processes at mesoscale (i.e. related to the transverse scale of the
Alps, 200-300 km) or smaller may be playing important roles. For further
definition of this phenomenon observations must be increased in both space
and time. A minimum requirement would be to sample the upper air at three-
hour intervals and supplement the existing network with observations in
the Alps and over the Gulf of Genoa.

The systematic increase in intensity of the‘baroc1inic zone is
another feature which has not been examined quantitatively in other papers.
It was detefpined that orographically forced tilting was the most important

mechanism in this process.



Table V-1.

Stages of ILee Cyclone Development

Stage of Primary Primary Vorticity
Development Energy Process Production Process Remarks
Orographic 1. K-+ K' 1. Low level vertical 1. Barotropically derived
stretching lee trough (potential vorticity).
Frontogenetic 1.A-A' ‘ 1. Vertical stretching in|l. Frontogenesis by deformation and
2. undiagnosed low levels. tilting near mountain.
source of A' 2. Tilting term impor- 2. This phenomena seen in other diagnostic
(perhaps K -+ A')| tant in lower levels. studies and numerical similations.
Rapid Growth 1. K+ K' 1. Positive vorticity 1. Barotropic/baroclinic hybrid
2. A' »K' at upper levels. 2. Petterssen's Type B cyclogenesis.
2. Strong vertical 3. Buzzi and Tibaldi's "trigger "
stretching at mid levels |stage.
(convergence) . 4. Frontal zone aloft moves over lee
3. Tilting and weak con- |region. Iow level front retarded.
vergence at low levels.
Transition l. A' - K' 1. Iow lewvel horizontal |1l. Umward vertical motions extend nearly
convergence., to surface.
2. Upper lewvel diver- 2. Cyclone noves from mountain,increases
gence. scale.
3. Cyclone takes on a more baroclinic
character although appears well advanced
into occlusion.
Mature 1. P¢ - A' 1. Mid level vertical 1. Occluded cyclone maintained by
2. A' =K' notion from diabatic latent heat release
forcing produces con-
l..mworl.....l.....al@or..-.....IY?{%?%.?F.%WO%?W%?:...l.l..l.....lalﬁ/or-.........ll...llll.l...
Dissipation 1. K' »F' 2. Flux divergence of 2. Dissipation by frictionally induced
2. K' =K vorticity out of cyclone. | spin down.

Note: Rq are diabatic contributions to A(in this case suspected latent heating).

L01
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Figure V-1 Development cycle for a Genoa cyclone. Streamlines given for
700 mb (~3000m) flow (==+); 700 mb front (ww); 700 mb low (Xe); 700 mb
isotherms (-==-- ); significant terrain (&2>). a. Initial phase -

High pressure ridge builds over E. Atlantic; disturbance with front moves
southeast. b. Barotropic phase - Strong mean flow interacts with terrain;
incipient Genoa cyclone develops in lee. c. Frontogenetic/Transition
stage - Frontal zone intensifies over mountain barrier; cyclone begins
transition as thermal advection increases rapidly. d. Baroclinic stage -
Strong vertical motion in cyclone converts available potential energy to
kinetic energy. Cyclone is now fully baroclinic, developing rapidly, and
is producing organized clouds and heavy rain.
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In the analysis scheme we selected weighting factors based on consider-
ation of scale, availability of data, relative quality of data, and nature
of the imposed dynamical relation. A meteorologists subjective evaluation
of the analyses showed that the structure and evolution of systems were
well defined. Definition of features at the smallest resolvable scales was
reasonable and little noise was evident. The computation of vertical motion
used a new approach to combine independent estimates of omega. The ability
to control the vertical penetration of orographically forced flow is attrac-
tive and could be applied in other problems. Comparison between vertical
(upward) motion and observed clouds showed good correspondence. Although
the used of satellite data in a diagnostic scheme can be a somewhat risky
proposition, the technique designed in this paper allowed this data to make
a positive coptribution to the description of atmospheric structure at
certain data times, particularily over the Mediterranean. Equally important

but not as obvious was that the inclusion of satellite data did not add struc-

ture to the analysis where there was obviously none.
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APPENDIX 1
Assimilation of Satellite Data

Satellite Data
The vertical sounders on satellites measured the radiance return
of known narrow frequency bands in the infrared range, from 4 ym to 15 um.
At each of the wavelengths, carbon dioxide has a known atmospheric
transmittance (Ti)’ which has an inflection point at a discrete atmospheric

pressure, (Fig. A-1-1). The clear column radiance for band i is given by,

‘ lnp art.
=€ B(V.,T ) T(v.,P ) + B(v.,T, ) =—e—_ 4 (ln)p,
Rg: = €gBWV;rd, 1’78 X 2’7 (p)’ 4 inp
NPe

where B is the Planck black body radiation at sounding frequency v ; and
temperature T. Ts is the surface temperature; ¢g is the emmissivity of the
surface, and Pg the surface pressure.

Since ad%ﬁ—a- is known and the surface temperature can be directly
estimated from independent microwave data or climotology, the equation takes
the form of an integral equation and T(p) is solvable by inversion techniques.

dt becomes the weight function or kernel. Each channel measures mean
tem:egature for a layer according to Figure A-1-1. Much detailed information
is smoothed_py this process, accounting for the large RMS departures from
the "true" atmosphere (defined by coincident rawinsonde observations). It
should be noted that radiance data is generally processed over oceans, since

over land there is ambiguity in the value of surface emissivity, eg.
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Fig. A-1-1. Weighting functions for a typical five channel radiance
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Fig. A-1-2. Schematic illustrating the shape matching technique.
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Moisture data from satellites is obtained by measuring a band
near 18um. This band indicates total precipitable water in the column,
and when available can be used to assist in moisture analysis. A technique
developed by Hillger and Vonder Haar (1977) computes a difference between
observed radiance in the 18um band and that radiance at 18um associated with
the temperature profile derived from the other channels. The residual is

then related to moisture content.

Use of Satellite ObservationsDuring Assimilation of Data

The large inaccuracies in the magnitude of temperature are generally
areally biased allowing us to exploit the definition of field structure pro-
vided by the radiance data, (Figure A-1-2).

Using the formalism (Equation II-2) outlined in Chapter II and
expanded in Appendix 3, tests were run with simulated dense satellite data
combined with widely scattered RAOB observations. This was done by intro-
ducing a known meteorological signal which was sampled by simu]ated SATOB's
and RAOB's. Figure A-1-3 shows the RMS error in the resulting analysis for
varying densities of RAOB data. The three curves show how the RMS error
varies for: a) RAOB's_on]y (as=0,y1’2=0); b) Raw RAOB and SATOB temp-
eratures combined (0 =0,0p=1,v1,2=0); c¢) RAOB's and SATOB field structure
(as=0’“R=1’Y1,2=10)' RMS error is minimized for c) with RAOB data densities
commonly seen over the northern hemisphere.

To illustrate this process in the present study we look at a case
where the frontal zone was over the Mediterranean. RAOB's are available
around the sea and on a few islands. Representative satellite observations
are shown in Figure IV-1.

Figure A-1-4 a through c show spline analyses for the three data
conditions in the test case. Of course here there is no true field for

comparison, but frontal zone definition is slightly improved.
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Fig. A-1-3. RMS error in the reproduction of a known temperature fia.-':ld2
Satellite data was assumed to have a density of 30 reports per (1000km)“.
This is similar to actual data. RAOB data density over Europe is about
11, over the Mediterranean, 6. Curve "a" is error with RAOBs only; curve
"' , RAOBs and raw SATOBs; curve "c" , RAOBs with shape matched
satellite data. Curve "d" shows the level of error for SATOBs alone.
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C.

Fig. A-1-4. 850 mb temperature analyses over Mediterranean for 14 Feb.
1976, 1200 GMT (OK). Frontal position is based on surface reports.

a. RAOB only.
b. RAOB and raw SATOBs.
c. RAOB with shape matching.



APPENDIX 2
Development of Low Pass Filter

From the text, Formalism 1 was given as:

f//{a(e 0)2 + B(V 6- tan¢aa¢) } dadedm

Applying the variational operator, & yields
= {2(9-5)66 + 2(v2 6- tan¢ ) (v 86~ tan¢36°)} didedm
3 8¢ asg
Setting 6F; = 0, gives

9890 96
f[/{ (6~ 9)69+ \7 GV §6- tan¢ 34’ V366 v3e tan¢aa¢ +tan ¢—r$
29686

W} dixd¢dm = 0

and integration by parts yields

Jf.j‘ B 1 3% , 3% . a'd's 2 3% B
A ¢~j1‘f law leosvg oxv + 3% * “oxv * cos7g sezaxzl T ar

1—2 9% . 29%6 4. sin¢ 3% .9 sin¢ . _ 3 )
cos2$ JdAZQr? 9r29¢2 a cos3p 9doA2 cos ¢ cos?4¢

320 1 _ 2, 928 a? 326 _ 4 a sin¢ 39
3nz = cos?¢ tan®¢) 002 + cosZ¢ 9rZ = “cos® ¢ "75]

+ a(6-8)} drd¢dA+ boundary terms = 0 (A-2-1)
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If we assume 66 and n vse(where n is an outward directed normal vector) are
zero on the boundary, the boundary terms vanish and {} term must be zero.
This equation is the analysis equation which is finite differenced and
solved over the domain. The boundary condition requires that variations

. 86 are zero on two boundary rows of grid points about the analysis area.
The vertical smoothing characteristics can be controlled (reduced) by
transforming the vertical coordinate m to a new axis r. The horizontal
filter response for the spline is obtained by assuming a known harmonic
for 0 (= Aeika(cosoAN +A0)) where A and A¢ are grid spacing and k is the
wave number. Substituting 6 into tﬁe bracketed {} part of A-2-1, and
computing the ratio of amplitudes as a function of L,

1 16 sin*

= ~ 1 7+ R cos $AA
r*= {1 + /o 3, Cosv (E' ) *

T | _ 4 sin?
(L a cos ¢AX) “Costy

9(sin®¢p + 3 cos?p)ar® + 16 sin“(%'aA¢) +4 sinz(%§A¢) *

(coéz(b + tan2 ¢) A¢2‘ 8 3 (S'in2 (E_a COS¢A¢_ E’aA¢)

: -1
+ s'inz (‘ll_-l’_a COS¢A¢ + _‘II'_LaA¢ )) }

where L is wave length. Here 7 is 3.14159.... The response, ris plotted
in Figure II-1.

The equation A-2-1 is solved by relaxation which reduces the residual
5 orders of magnitude in 20 iterations, RMS deviatioﬁs from grid points with
data are .5 to 1.°C for temperature and .5 to 1.m/sec for winds. Satellite
data alone is processed with this filter prior to introducing it as a struc-

tural constraint as shown in Chapter II (Equation II-2) and Appendix 3.



APPENDIX 3
Horizontal Shape Matching

Formalism 2 is given in the text as

=ff {ocr(e-er)2 +o (6-6,) +B(V§ 6y 2+ yl(ve—vea)2
¢ 7 A
+ v,(V20-V20,)%} dndedr .

Development is similar to that in Appendix 2.

The analysis equation is

B+Y, 349 30 340 2 3%
A [cos"¢ sxe t aer @ v t 557 serTaaT )
+ B (2 ___296 . 23'6 _ 4 sind 3%

a2z 'coS2( OAZJr2 = 9r’d¢Z = a CoS3( JpoAl
9 sin?¢ 320 -1 2., 920
+ o cos'¢ cosz¢) A2 +(cosz¢ = tan®¢) 9072
+.a> 9% _ 4 a sin ¢ 30,
cosZ¢ or? cos? ¢ 0
- T "o
_ I%.[ 1 9 9s . - 9 2 ° 68 ]
a cos“*d AN a¢*' COS*d dp29A2
320
+ (- c—ols‘;_ﬁ - tan2¢) Ws-]
Y azg 970, Y 529 37 °

T az cosz¢(8A2 = 3% " §?(§$T = 352 )+a (6- 9 )
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Again () refers to observations at discrete grid points; (*) refers to
fields resulting from Fl; &s and &r are zero where no observations exist.
This equation is solved using Liebmann relaxation with boundary condition
defined as in Appendix 2. Similar convergence is noted as with Equation
A-2-1. vy =0 and v, = 10gives the fastest convergence for the amount of
satellite structure imposed on the temperature field. Boundary values
which are very important,are derived using a Barnes (1973) technique. Data

outside the boundaries are included.



APPENDIX 4
Dynamic Adjustment

Beginning with the three-dimensional version in x,y,oc coordinates

(o= gg)ofléand taking the variation results in
by = | [ [ cetemser 2y wisu + 2v0-0) oy
A9 O

) a<1> 1 3¢ 3Ps 380 , 10380 9P
+ 20 (fv + = bg %0 ax) (fov - =x* b‘;’é'o—""‘)

3¢ _ 1 3% 3Ps 360 1 2380 3Ps
+28 (fu+ - ) (fou + S5 - o= S5 S50) dodedh

where x = a cos 99X, y = adp, and a is the earth% radius. To use for
data on a pressure surface we let Pg = Po (a constant).
Expansion of ierms, integration by parts, and assuming that all

variations vanish on the boundary, results in 3 equations in 3 unknowns
(Q,u,v):

1 L2, 20, 1 3% (|(5p)|2) .20

T ox? QY2 pg2z 367 Pg 3x 9X3o
_ 29 FH 2820, 2_193%Ps 1 a%s
Py 3 oyds TR ay pzlsl P X* " pg y? A-4-1

28 9ps

+pr'5"— ‘BI(‘D"I’)'B.':AC"'UBA-O

Boundary condition: =6 on horizontal and vertical boundaries.
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= R -1 3% 4.
2 U-BU+A(—f-ay) A-4-2
= v + A(L- 32 A-4-3
3. v=2Bv+ A(f .5;) 4
where A = (1 + E¥T) and B = E¥2/A, ¢ is the vertical component of vorticity

and g is 3f/gy. Equation 1 is solved by relaxation, then 2 and 3 are used
to obtain u and v. The numerical convergence to solution of A-4-1 is sensi-
tive to the choice of A. As A ‘increases, convergence becomes slower in an

iterative sense.

The three-dimensional graph in Figure II-3 applies only to the
known signal which defines the curve EG (the error in the geostrophic
equation computed from the observed data). In general, EG is a function
of the particular data set and filtering steps leading up to the dynamical
adjustment. The value of EG at Tow wavelengths is normally much reduced
(owing to the Tow pass filter). We have measured EG for the various cases
only in an average sense. Spectral decomposition of this residual was not

accomplished.



APPENDIX 5

MASS CONSTRAINT, IMPLIED VERTICAL SCALE

As shown in the text, the formalism is

ff f{(u'u)z + (V-V)2 + 1'(0’-(3)2 + Q( ou + U 3Pg

& COSPOA @ COSPoA

D v LV Ps 3¢ tan
* —876 -a— -+ pg 5=t - psv—a—g)} dodddxr

Taking the variation,

=0= j jf {2(u-u) su + 2(v-v)6v + 21(6-3)6&

Ps du__ L u aPg +psav+vap+ 3, s

(a CoS ¢3) 2 cos¢dx @ 9 279 Ps 5q 3 _f—)

Ps 3du__  du 3pg tan¢ Ps 38v , 8v aPs 888
(T costm * T mseor " Psa V3 T2 T Psng)
dodpdA

The Euler-Lagrange equations are found by integrating by parts and assuming

variations vanish on the boundary. These equations are:

~ P
=g+ S0 -
u=u o Zsm A-5-1
N P . P
vev+ 3_5,%% ZsStand A-5-2
- a
I
S=ot—3 A-5-3
Be (b + ) u ¥ .y : s 4 284 s . g A-5-4
2 \Cosean @ Cosgax % Ps 3’ B
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To solve this system of equations, we substitute u, v, o from A-5-1 to
A-5-3 into A-5-4. This results in an elliptic equation for Q. The weight
T is the only controlling parameter and basically determines the contribu-
tion of the quasi-geostrophic estimate ofvevtifa1motion,§.

The equation for & is found to be:

(2 (2 aPg

2
# (e cosz¢ Pg 3’\) Y2 s

1920
+ = +
@ 'copHoA2 a¢2) T 902

)

~ o ~ 3p Anp
19 v, 0P P, a aps , gk
+ — + + + + 8 +
apg cos$5x 39 Pg COSPIA ~ Do 8 pg ot 90

Ps Ps. .
- an .S =
2 % tan ¢ ‘Qsec?d

with boundary conditions Q = 0 on the horizoﬁta] boundary (u = G, v = ;);

and g%.= 0 on the lower boundary (owing to the fact that 3 = g =0 at

o =1). At the upper boundary we want w = Q,or 65 = Otop 5S/ps. This implies
that gE" JL-(gsgg Ps _ d). This equation is solved and the solution (Q)
substituted into A-5-1, 2 and 3 to find u, v, and o.

A more useful definition of T can be derived if we run a test of flow
over an obstacle. Assume that we have a bell shaped mountain defined by an
exponential with maximum height at 500 mb. A uniform wind field from west
to east interacts with the mountain. Figure A-5-1a shows the vertical motion
profile on the slope of the mountain for varying values of t. The exponential
decay of the externally generated vertical motion (d) with decreasing pressure
can be controleed with T(Figure A-5-1b). Figure lc shows the maximum
deflection in the horizontal wind and the distribution of horizontal wind
modification with height. For T small the horizontal wind adjustment is
spread evenly through each layer similar to other kinematic vertical motion

schemes discussed. As shown in Chapter II a vertical scale can be derived
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wind deflection

10041
20(»"-,1
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400-1‘
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- \\ "y l0g 7= 14
\\2
8001g1h* .
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b. c. Deflection of
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(deg)

Fig. A-5-1. Air flow nnv:.ng over bell-shaped obstacle. Envirommental
vertical motion ( @ ) is assumed to be zero. A straight west to
east flow of alr at 20 m/sec mp:.nges on mountain.

Vertical Motion

a. Schematic of experiment. Wg 1s-0.033 mb/sgc.

b. Vertical motion (omega) above point on slope of mountain at 850
mb. Arrow indicates where omega falls off an exponentlal factor.
Curves indicated are ftmctlons of T as indicated.

c. Maximum horizontal deflection of wind at each level for a glven
T~ . For T small, adjustment occurs at all levels equally;
as 7T increases, adjustments move closer to surface and increase.
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by knowledge of the regional stability and terrain dimensions (Buzzi and

Tibaldi, 1977). The vertical scale,

1-Ro
H0 = LT(_g——f—f—_w_
fog o2
is a function of terrain scale, LT; Rossby number, and stability, %g For

the Alps H, is about 3.0km. This corresponds to a value of T ~ 1011 m2

(from A-5-1d).
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Fig. A-5-1
d. Scale height versus log T . The indicated heights are the vertical

distance between the point on the slope and the point at which the
vertical motion has decayed one exponential factor.



APPENDIX 6
POTENTIAL VORTICITY CONSTRAINT ANDGEOSTROPHIC ADJUSTMENT

A strong constraint which conserves potential vorticity can help
to make wind fields more representative especiale over obstacles of Timited
size. For the Alps the observed data did a marginal job in defining the
anticyclone over the ridge and low in the lee. Such a constraint

allows the wind field to reflect these features even in areas where no

data is available.

A simplified representation of potential vorticity can be defined
as

1
Pz ———— (r+f
pe - pt(c )

Where ps(x,y) is the surface pressure and Pt is the pressure at the top of

the column. Conservation of the above quantatity is applied as a strong
“constraint during the geostrophic adjustment phase. The formalism includes
observed wind fields and geopotential fields, introduced through the vorticity.

Let

- P -z -z -
g-il[tﬂ%c&2+ﬂcwz+Mc%Np

Ps
+\ ft [aqf Sz +f) d%} dx dy

s
] 1 o . .
where S = (-E;%EE), L= g%-- 5§3 Zg = $72%(") imply observed fields, A(x,y)
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is the Lagrange multiplier and y and A have simﬂar meanings as in Appendix
4, and ad? is the linearized operator (-5—— + “5,{ + V )

Taking the variation, integrating by parts, and allowing the variations
to be arbitrary over the domain, we obtain 3 equations in the 3 unknowns,z. Zg

and A,and associated boundary conditions.

These are
4
= . HE Y N 4
PRl T
~ W -~ w~ ~
e g Zles s UG B Gy

z L+ g
Wy ° Wy "9

where w= (1+4), Wy = (y+yA+h), 6 is observed divergence and u and v are
the observed winds, and
~ ~2 -~ ~~
) 2 e 20° 35 , o , 2uv 3S
US> Ayy F<V >>‘yy + <2uv>A Xy + <u6 + 5 X + u'37 + S oy

~du + ~3u + + 2V 2v SS + "3V + ~~3S
+ V’J)T w§-5> A <v6 < 37 vsy 2uvax

Sy Wy S ot S
W1~ ~35 L T3Sy L A 35 , 23S
+ 2w2 (4 (us)'(' + V‘gy) LY Cg(uax + V'sy)

with boundary condition j f (uASG;)| dydp, f ﬁvxssr,)l c’dxdp,

~ ps ps . ~
AS(wsz)| "dxdy, where < > = 4 dp. A1l tilde ( } terms are known from the
Xy pt t
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data given.

This equation is parabolic but can be transformed to an elliptic
equation by finding the characteristics. The slope of the characteristic
Tines is g-which are the streamlines of the observed winds.

gnce solutions are obtained for A, ¢ and ;g can be found,allowing
the nondivergent u and v, and & to be recovered. The adjustment does not
effect the divergent part of the observed wind.

To test this scheme an experiment similar to that in Appendix 5
is run. Here we assume west to east observed flow interacting with the same
mountain. The characteristic curves are oriented along the x axis. The
observed wind field has u = 20m/sec,5 = 0 with w related to terrain uplift.
Solutions for A are obtained with Dirichlet boundary conditions at both
upstream and downstream boundaries. This gives spurious cyclonic vorticity
near the boundaries. Figures A-6-1 show the geopotential field streamlines,
vorticity, and vertical motions above the top of the mountain. The vorticity
and geopotential result from the formalism in this appendix. These then
serve as input into the continuity conservation scheme discussed in Appendix
5.

This scheme may be useful for analysis in mountainous regions, insuring
that wind and geopotential fields reflect the effects of conservation of
potential vorticity. Iteration of flow variables between this and the
mass conserving scheme may be necessary, although reasonable‘results (Figure

A-6-1) are obtained with only one application of each.
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APPENDIX 7

The Energy Transformation Equations
In Chapter III transformation equations for the various energy
quantities were given but not derived. Since we are considering open vol-
umes, boundary fluxes become important. In addition, the meaning of the
mean and perturbation quantities must be c]arified.

By selecting a volume we have tried to isolate a complete wave
from the flow. The flow defining this wave becomes the perturbation if the
volume extends over one wavelength. Owing to the limitations of the analyzed
region this was not always possible, particularily near the begining and end
of each case.

The equations are derived to describe the quasi-geostrophic energy
transformations. In this framework we can assume that the horizontal winds
are representable by a quasi-geostrophic stream function wl. The derived
transformations serve as approximations to the actual processes but should
be accurate enough to show the most important energy transformations during
development. Deviations from the quasi-geostrophic redistributions may be
used to infer processes not parameterized.

To define mean and perturbation quantities within the volumes, an
average wind shear for the volume is determined and then used to define both

the mean thermal gradient and mean wind. The mean wind at each level is |

1 Here the stream function is defined as y=3/f, where is the geopotential
at a given pressure level.
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consistent with this wind shear. The stream function field is

—p
Y= Pt %%'(P'Po) where ¥, is the reference stream function
at each level. The wind and specific volume are

F e = 3y
V(p) = kxW and a =-f, 5 * oy

= . § 9O
where O fo “p °

Perturbation quantities are defined as departures from the mean values,
V= y-9
>
V7= kx W~

4

0’ =0 -0 .
The bar notation should be clarified.
(7) defines the fields associated with the environment

(i.e. with the volume)

sz ) dA, area average over volume cross section A

wni- X

=4
(

—_)S ( )ds, Tine ave?age around S, the boundary of A

< > = %- ( ) dp, integral from top to surface of volume,

The vorticity equation in flux form is given by

L, _
b= - v (Tv2) + f %‘;—’ . A-7-1

The mean vorticity equation can be found by averaging over a layer in the

volume )
—A |
2 a—A
. VY - VeV 92y~ + fo a_“’.

at A"7‘2

The perturbation form of the vorticity equation is obtained by subtracting
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A-7-2 from A-7-1.

2.1,” —"—_'A ,
._Lagt = - VATV f g—‘;’ A-7-3

Kinetic energy equations can be derived by multiplying A-7-2 and
A-7-3 by ¥ and y”, respectively, and integrating over the volume. The term

on the left of A-7-2 becomes

1 ( (% av?y 1 V0., 1 [ =3 ~—
gffw —at—"’- dAdp = 3 fv-(wa—ti)aAdp - Effvlp-ff VydAdp

S
S (7% > L1 8 oguvT
g f(wvé-f *n)dp - gjfrz;t- (Vy+vy)dAdp

where N is a unit outward directed normal to S. With K = %— VieVi=

—s
=S <L) - Ak <

v2

1
zZ

For a unit cross section
= %<($v Tsm -n)>- <—§

The right side of equation A-7-2 becomes

ff‘b - Ve (v “v2yp”) dAdp =
3‘1’ + f 3 lf e >, 2,4
[ w °§F(W) dAdp--g- Y Ve(v'v3y”) dAdp
——A —A ———A
= %fa wdp + ?S\" (w Q)P=ps - %fll) Ve (V°V2y”)  dp
For a unit area
—A

= <o +a0) <P, Ve (V°V2Y°
% g “olp=ps = Vo T+ (VVH7)>

The mean kinetic energy equation is



—aA pony
3 — —h S Gl
-5? <= -<°"Ow> + <¢o V. (v VVZ‘p ) - (@ q,o p=Ps+ A < 3t n> A-7-4

Holton (1972) used the lower boundary condition -(w® to derive

°)P=Ps
a frictional loss owing to Ekman layer pumping. In our analysis we have
chosen to separately parameterize frictional effects since the boundary
term may be dominated by orographic forcing. The last term is also a
boundary flux. The volumes in our study had translation speeds from 10%
to 25% of the mean wind. The volume changes will be determined by the
Eulerian time changes.

The perturbation equation A-7-3 becomes

gff"’ 3t ¥ dAdp = - lff,,, v~ (W2y”)dAdp - lfﬁ» Ve (V°v2y~)dAdp
- —ff Y eVe (VVZw)dAdp - -g-jf w'v.(v‘vzw) dAdp

P2 | . I Bw
+o f"' v prdAdp+gfjw fond” dhdp

After similar manipulations as before the perturbation kinetic

energy equation is

— A ________-A A
9K . <0,”w z <, Ve (VV2P°)> - -l-(w’qf) -
ot g P=pPg
—_—S B —
+ %<w‘v%‘,1c’- >+ %szr,;.g> A-7-5
Equations for available potential energy are obtained from the first
Taw of thermodynamics, g—%%lg-= g-, where 6 describes the non-adiabatic pro-
: RT _ aw
cesses. Since Top - wp, the first law can be written
C1) > o]
—p = - . - -
ot ve(V UJp) -,F-am Rd
_op % . G0 ¢
where ¢ = -5 ap, and Rd ?—E_'Q'

0p
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Proceeding as before, we separate the equation into mean and pertur-

bation components. The mean equation is

3y, A ¢ o,
%--V-va-?&m-Rd A-7-6

The perturbation equation is -

albf) P e >, -———;—‘A Ow’ »
5t ==V (V wp twg v wp_} + VY, - —f; - Rd A-7-7

Energy equations are obtained by multiplying A-7-6 and A-7-7 by
fa2 —
—g— "’p and 2 f° "’p respectively, and integrating over the volume. For
A-7-6,

1%

fz -
——tf-dAdp —-— f —_ ‘Pp dAdp g f f lbp w dAdp
-lfflz.w Re dAdp
g o 'P

The integral on the left is the mean available potential energy.

After some manipulation, for a unit area,

IRPE> _ ——A, T “—A fo2 —
5% = <O®> + <_.- W’p 1p > <_o— wp Rd> A-7-8
S fO_ ("— !‘ ﬂ) n'
"R o WYY

Thke perturbation equation becomes
9 2 - - >
1ff —@—dAd lffﬁhp‘ v-('J‘np +§7w'+'\7'w’) dAdp
I_Uf° v-vw dAdp - gfffow w* dAdp
_ i fo o ny . dAd
" g)) o YpRa dhdp

With the term on the left representing APE” we get, for a unit area
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I .
» A f 2 ...._-A f
8<APE > ", o, 0 — *’ » 02 o~ P,
nE = <07w> - <~V Yo v ¢p> - <5 Rd‘l‘p >

S +f02 2‘5 >
- g <v-g¥%p) n>

The last two terms of equations A-7-8 and 9 are a diabatic source-
sink term, and a boundary flux term respectively.

The equations A-7-4, 5, 8, and 9 describe the energetics of the
quasi-geostrophic portion of the flow. The boundary conditions can be
minimized by selecting volumes that encompass a complete disturbance. The
boundary conditions can contaminate results when the disturbance is entering
or leaving the gridded region.

The transfers and conversions among the energy quantities are the
processes shown in equation set III-3. We assume these are the important
processes for evolution of the lee cyclone. These terms are evaluated
instantaneously and time averaged over 12 hours to obtain the results shown
in Figures IV-20, and 21. The resulting estimates are compared to actual
changes in kinetic and available potential energy, and adjustments are
made to insure a balance for each energy type for each data time. Implicitly
contained within the adjustments are the boundary flux terms, non-paramet-
erized processes and errors. The directions and magnitudes of the energy
conversions or transfers are for quasi-geostrophic processes only. The
adjustments will have no influence on the computed magnitude or direction

of a particular energy conversion or transfer.



