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A STUDY OF LOCAL EARTHQUAKES 1IN OKLAHOMA

USING 1-3 HERTZ SEISMOGRAPHS

CHAPTER I

Introduction

In the years previous to 1972, all the short period seismographs
operating in Oklahoma were of the teleseismic type, operating on a band
pass of about 1-3 hertz. Local earthquakes occurring in Oklahoma, typi-
cally having frequencies in the 2-10 hertz range, do nct always appear
clearly on the seismeograms recorded on such seismographs. The effect of

hed

(£5)

the filtering is such that local earthquakes cannot always be distingui
from other high frequency events such as quarry blasts.

In May, 1972, a high-pass vertical scismograph, HPZ. began cper-
ation at TUL, the seismic station of the University of Oklahoma Earth
Sciences Observatory at 35.90°N., 95.79°W. near Lecunard, Oklahoma. FEarly
work with HPZ indicated that local earthquakes could easily be identified.
Later work using a narrow band-pass very short period vertical seismo-
graph, VSPZ, corroborates the earlier work, allowing reasonable identi-
fication of local earthquakes. Determination of local earthquakes in
recent years is thus very dependable and allows werk to be done to de-
velop a metnod of detection of earlier earthquakes by studving the short

period records of recent years.
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Local earthquakes in Oklahoma occurring in 1976 are used as a
"learning set" to determine the characteristics of local earchquakes on
the short perijod teleseismic type seismographs SPZ, SPE, and SPN. The
methed of identification was not initially known, as no previous work
of this explicit nature had been done. Methods of qualitative determi-
nation were known and had been applied by Tryggvascen (1S64) in a study
of the seismicity of Oklahoma. His main criteria was to look for short
period events with phases having a particular shape, much like that of
an exponential decay. This worked for several events, but left some
that were indeterminate in crigin.

It thus seems desirable to employ some sort of quantitative
discriminant between local earthquakes and other short period events.
Measuring several variables such as Pg and Sg period, Pg to Sg amplitude
ratio, duration, and coda length on the three seismographs and comparing
the results for earthquakes and other events seemed a reasonable proce-
dure, although the best method of applying thc differences in variable
values was at first unclear. In the above discussion, the subscript
g indicates the P(longitudinal) and S(shear) waves traveled only in the
upper crust.

After the variables listed above had been measured {or most of
the earthquakes in Oklahoma in 1976, variable measurements for many
other short period events were also made. Initial attempts to find a
discriminant involved making a large number of x-y graphs of one variable
versus another. This work showed some improvement over the use of a

single variable, but still left much to be desired. A method that



would use all the variables tc their fullest extent in a multidimensional
space was thought to be better.

After some search a satisfactory way of discrimination was arrived
upon and developed. This method, multivariate discriminant analysis,
uses populaticn samples to develop weights to be applied to the variables
so as to arrive at a single weighted value for an event. A dividing
value is alsc determined so that identification of an event depends
on whether its weighted value is greater than or less than the dividing
value. Use of multivariate discriminant analysis provides a maximum of
approximately 94% chance of correctly identifying individual events in

the categories of local earthquakes and other short period events.



CHAPTER 11

Related Tnvestigations

Although there have been no studies of earthquakes in Oklahomna
that deal specifically with the problem of identification, there are
related studies of earthquakes and seismicity in Oklahoma and the cen-
tral United States. One of them, the aforementioned study by Tryggvason
(1964), is more of a cataloging study in which the author observes trends
of epicenters, magnitude ranges, and present tectonic activity. As men-
tioned before, Tryggvason gives some basic qualitative criteria for
identifying local earthquakes. In fact, some particularly interesting
notations on the events he studied are taped on the seismograms, which
helped in early study to become familiar with thec appearance of events
on the short period seismograms.

Another cataloging effort of interest is the onc done by James
Zollweg (1974). Zollweg, in a preliminary study of the seismicity of the
central United States, studied records from several seismic stations in
the continental interior covering a period of time from January, 1963
to February, 1974. Tt is assumed thet his criteria for classification
of events as earthquakes is similar to Tryggvason's.

Study more relevant co the developmert of a discririnant has
been done by Dr. James Lawson, geophysicist at the University of Okla-
homa Earth Sciences Observatory (0.U.E.S.0.) in Leonard, Oklahoma. His

4



work with seismograph filtering at TUL, the seismic station code for
the observatory, was one of the principal reasons for suspecting that
there have been many local earthquakes overlooked or unidentified over
the years previous to 1972 (Lawson, 1975). His method of identification
using filters, which will be discussed in more detail later, shows that
local earthquakes occur with a frequency around 30 per year. Another
study, by Lawson and Robert DuBois (1976), is a descriptive field study
of felt earthquakes in Oklahoma over the years 1974-1976. A catalog of
earthquakes with epicenters in Oklahoma through 1976 with an accompanying
map has been prepared by Lawson, Du Bois, and Paul Foster (1977).
Another article, written by Bill Kalb (1964), is more of a lay-
men's guide to earthquakes in Oklahoma. This article is a little sensa-

tionalistic and scientifically inaccurate.



CHAPTER TII

Theory

Source Considerations

A basic assumption used in this study is that local earthquakes
are inherently different from other short period events and can be dis-
tinguished from other such events. One way to qualify such a statement
is to study earthquakes and other short period wave generators such as
explosions in the context of seismic sources to predict how their sig-
nals should appear on a seismic record.

As is discussed by Dahlman and Israelson (1977), a seismic source
can be described by its strength and its spatial and temporal charac-
teristics. An explosion should be a much simpler source as the size of
the energy source is relatively small and the geometry of energy radi-
ation should be symmetric, whereas an earthquake is usually of a more
complex, asymmetric nature. Although the explosions discussed by Dahl-
man and Israelson are nuclear explosions, some or most of what they say
should hold true for smaller, incendiary blasts of the type which occur
with great frequency in quarry operations in Oklahoma.

Empirical and theoretical models of explosions have been made
which indicate that most of the energy released by an underground nu-
clear explosion is thermal and exists conly in the vicinity of the explo-
sion. Only a small fraction of the explosion energy, estimated between

6



0.01 and 5% (Berg et al, 1964, Trembly and Berg, 1966, Haskell, 1967),
is radiated as seismic energy. The geometry of an explosion source is
usually described as the surface of the spherical boundary between the
inelastic and elastic regions of the explosion. As the radial pressure
of the explosion shock-wave acts on the surface of the elastic sphere,
seismic waves are generated. TIf the sphere were truly symmetric, only
compressional waves with constant amplitude in all directions would be
generated. For such a model, the initial motion of earth materials
should be compressional.

Complications in the above model for explosion sources in Okla-
homa are that the explosions occur on or near the surface, ac the explo-
sions are usually quarry blasts. This complicates the signal in that
large surface waves are usually generated which are not always discern-
ible from the small shear waves on seismograms.

The amplitude spectra studies for most models indicatges that
the peak of the spectrum is shifted towards lower frequencies with an
increase in explosion energy. Thus, although blast charge sizes prob-
ably vary, the frequency spectrum for blasts might be expected to be
more uniform than that from a natural seismic event. A compiication in
studying blasts in this area is that they are usually conducted in the
form of multiple charges, which complicate the apparent wave phases re-
corded on the seismogram.

Bollinger (1971) presents an analytic approach tc studying
blast seismograms, but is mainly directed toward engincering purposes.
Some examples of blast seismograms comparable to those recorded at
TUL are given in his book, and several references on blasts are listed

in theappendix for further investigation.



Most models of earthquake sources are derived from radiated seis-
mic waves. The process by which an earthquake cccurs is usually de-
scribed by strain accumulation and release in a narrow zone along a
fault plane (Dahlman and Israelson, 1977). Since an active fault plane
rarely breaks the surface of the earth, as is the case in Oklahoma, the
geometry and dynamics cf a fault plane are seldom kncwn. Often the earth-
quakes occur along preexisting fault planes, or zones of weakness, of
which Oklahoma has many.

Models of energy radiation for earthquakes usually have four
quadrants of alternating compressional and dilatational initial P motion
(Dablman and Israelson, 1977). The polarity of the shear waves alter-
nates in a similar way. This radiation pattern is in sharp contrast
with that of the simpler explosicn.

Amplitude spectrum studies (Aki, 1972, e.g.) have shown that an
increase in the dimension c¢f an earthquake leads to an increased anpli-
tude at zero frequency and to a lower corner frequency above which ampli-
tude drops off rapidly. This means that small magnitude ecarthquakes
such as those that occur in Oklahoma radiate more energy at high fre-
quencies than larger events.

A further distinguishing feature of earthquakes is that they
have a larger temporal dimension than explosions, which should be more
pulse-like(Dahlman and Israelson, 1977). If earthquakes occur due to
movement along a fault the time it takes for the movement is apparently
longer than the time it takes for an explosion to occur. This obser-
vation is more a result of empirical observation from seismogrems than
anything else. Aki and Chouct (1972) have suggested that the differ-

ences in coda length may arise as a result of differences in source



spectra only.

Simple Discriminants

As was mentioned in the introduction, there are some simple ways
to distinguish most earthquakes from other short period events. Trygg-
vason (1964) used a combination of the hour of occurrence, the apparent
frequency of body waves, and the amplitude ratio of Pg and Sg waves to
positively identify ten events as natural earthquakes. Richard Simons
(1977) in a study of the seismicity of San Diego employed proximity
of the event to known active quarries, signal characteristics at two
recording stations, PLM and RVR, time of day, and presence of after-
shocks to distinguish earthquakes from other events. The hour of occur-
rence is significant because blasts tend to be detonated at those times
that are safest and most convenient. This means that most blasting
occurs during the lunch hour at the site, or, more commonly, in the late
afternoon shortly after all operations have been shut down for the day.
Early morning detonations seem to prompt a large number of enquiries
from nearty residents. Thus an event occurring cutside the normal working
hours in an area is probably an earthquake,

Simons found that the ratic of peak S-wave amplitude to P-wave
amplitude always exceeds 2 and is generally 3 or mere. Earthquakes, on
the other hand, have a ratio that never exceeds 2 and is generally 1
or less. (Nota2: The way this relation 1is expressed above is the con-
verse of the way it is listed in Simons' paper. A mistake was probably
made, as is borne out by the accompanying figure, Figure 10, in the
paper.)

Simons also used the presence of a long-period (about 0.8-1.0
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sec.) ground roll following the S phase to distinguish blasts from
earthquakes. The ground roll is a trapped Rayleigh mode in the low-ve-
locity surface layers which doesn't usually appear for the relatively
deeper earthquakes.

In additicn to these above criteria it would seem that the day
of the week might help classify some events, as little to no blasting
is done on weekends. This would of course be limited in scope to those
few events which occur on a weekend, and does not supply a discriminant
with much flexibility.

Personal observation has shown that some of these simple dis-
criminating criteria are indeed useful. Most local earthquakes re-
corded on the short period seismographs at TUL have relatively short
periods in the range 0.1-0.4 sec. for both Pg and Sg phases. Most also
seem to have a Pg to Sg maximum amplitude ratio of about one, and usu-
ally have well developed phase separaticn and good agreement on arrival
times of the phases on the different seismograms.

There is no apparent dispersion in the wave pattern of the earth-
quakes, as opposed to the usual normally dispersed surface waves from a
blast, in which the lower frequency signal travels faster and arrives
before the higher frequency signal. However, in studying the earth-
quakes for the year 1976 it was found that some of the earthquakes de-
viate from this normal pattern. It thus seems reasonable that a more
potent discriminational method should be developed that quantitatively

combines several measurable characteristics of short period events.

Graphical Approach

A crude attempt at discrimination of local carthquakes from other
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short period events can be made by making x-y plots of two of the vari-
ables measured. The idea behind this is that a combination of variables
expressed in such a graphical manner would allow visual discrimination
by a simple geometric separation of groups of symbols representing the
two types of events. The advantages of such a method are that many such
plots can be made using a computer and visual inspection of the plots
quickly assesses the validity of any proposed discriminant. The major
drawbacks to this method are that it is limited to two dimensional com-
parisons and combinations and that the evaluation of a discriminant can-

not be made quantitatively.

Quantitative Discriminants

A literature search on seismic discriminants showed that most
techniques that have been developed are for distinguishing earthquakes
from nuclear blasts. As the source characteristics and recorded charac-
ter of both of these types of events are very much different from those
studied in this paper, parallel logic and direct application of any of
these methods was not possible. It 1is interesting and instructive to
note, though, what methods have been applied by others.

Booker and Mitronovas (1964) used Anderson's statistical method
for discrimination of blasts, collapses, and earthquakes using nine
parameters computed from the ratios of integrals of the squared amplitude
for vertical, radial, and tangential components fov different velocity
windows. Each of the ratios is a measure of the relative energy in a
pair of the velocity windows. Their method involves the use of digital
recording equipment, as do most of the other discriminants in the liter-

ature. Booker and Mitronovas approach the discrimination problem statis-
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tically, making significance tests on the means of the earthquake and
blast groups. Discrimination was achieved by multivariate discriminant
analysis, the method chosen for use in this paper. Booker and Mitrono-
vas achieved abcut 85% probability of correctly classifving a given
event either as an explesion or an earthquake.

Other discriminants that have been developed for nuclear explo-
sions and earthquakes involve spectral analysis. Bakun and Johnson (1970)
use the fact that explosion spectra are relatively richer in the high
frequency band (1.35-2.0 Hz) than are the natural earthquake spectra.
Evernden (1977) has developed an impressive discriminant based on use of
the full spectral bandwidth of the P coda from 0.4 to 9 Hz that success-
fully distinguishes between all Eurasian explosions and shallow-focus
earthquakes cstudied.

Some other discriminants are listed by Dahlman and Israelson
(1977). One is the polarity of initial motion, in which all initial
motions from an explosion should be compressive, regardless of azimuth.
Another is the corner frequency, which uses the fact that the corner
frequency above which amplitude rapidly drops is theoretically higher
for explosions than for earthquakes having the same amplitude at zero
frequency. The fact that explosions generally generate less shear-
wave energy than earthquakes has been tried as a discriminant too, but
little has been done with this method as it is difficult tc detect S
waves from weak seismic events.

The discriminational technique that has received the most success
and attention in nuclear ewplosion work is that based on the mb(MS)
ratio. This method has been hampered in applicability by a lower linit

around my = 4.4 and the fact that the m and M magnitudes cannot be
s
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calculated at a distance less than 20° central angle by their definition.
The mb(M ) discriminant is therefore not useful in a study of small mag-
s

nitude earthquakes of the sort that occur in Oklahoma.

Multivariate Discriminant Analysis

Multivariate discriminant analysis is a distinguishing method
that is mainly used by researchers in the social and biological sciences.
The method's main feature is that it reduces multiple variable measure-
ments to a single weignted composite. The multivariate problem is
thus reduced to a simpler univariate problem, and classification of an
event into a group depends on the single weighted value. Under appro-
priate conditions, the new composite score can be assumed to have a
normal distribution with estimable mean and variance for each group.
Probability tables for the unit-normal (z) distribution can thus be
used to determine probabilities of misclassification and the likelihood
with which an individual event belongs to each group. Using samples from
a population and reducing the measurements made on each individual
event to a single value, it is possible to determine a critical value,
or cutting point, which will minimize errors of misclassification or
which will yield known, but unequal probabilities of error within the
two groups. Under appropriate assumptions, tests of significance of
multivariate mean differences such as the F test can be used to analyze
discriminant analysis results.

One of the clearest expositions on multivariate discriminant
analysis and one which gives several good examples is given by Overall
and Klett (1972). Th2ir methods are the ones mainly used in this paper

for such things as the evaluation of a proper cutting value, determina-
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tion of the probability of properly classifying an event, and testing

for a significant difference in the means of two groups. Other statisti-
cal sources used are Koch and Link (1971), Eisenbeis and Avery (1972),
McCammon (1969), Spiegel (1975), and Lachenbruch (1975) .

The solution to a discriminant analysis problem involves deter-
mining the weights to be given to each of the k variable measurements
made on an event in order that the resulting composite value has maximum
utility in distinguishing between members of groups. The method is
applicable to any number of groups, but the scope of this explanation
of the theory will be limited to the case where only two groups are
under consideration.

If it is assumed that there exists some unknown set of linear
weighting coefficients which will define a composite value providing
maximum discrimination between two groups, the desired discriminant func-
tion will have the form

= £, + v
y alyl a.x. + #* akxk

272

where ars Ayy vens a are the weighting coefficients to be applied to the

k measured variables xi(i =1,2,...,k) for each event. The problem is

to derive optimal values for the weighting coefficients such that the
difference between scores ror the two groups will be maximized relative

to the variation within groups. This is equivalent to saying that weighting
coefficients are to be derived such that the t statistic or F ratio be-
tween groups will be maximum. The function to be maximized is the ratio

of the between-groups variance to the within-groups variance. The be-

tween groups variance can be defined as the square of the sum of the

weighted differences in arithmetic means of the k variables for the two

groups:
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n,n y
5 2
o e + + ... + d
s (between groups) a n, (aldl a,d, ad)
where s (between groups) is the between groups variance and the dl, d2’

...dk are the mean differences for the k variables for the two groups.
The within-groups variance is commonly computed using variance-

covariance values, which are usually listed as matrix coefficients in

a covariance matrix. Covariance, which is also sometimes referred to

as dispersion, is a measure of the scatter of values about their means.

The elements Cij in a within-groups covariance k x k matrix C can be com-

uted in several equivalent ways, two of which are:
p s

o n = - .
& g = _ S i
1) ¢, = 1 5o (Xi }\i)(xj Xj) (Eisenbeis and Avery, 1972)
ij nl+n2—g
ng ng
1 g n b xi L X,
2) c,, = — L (x,x, = ———L)  (Overall and Kleh, 1972)
ij nl+n2—g h n

where i and j are variable designations for each of the k variables, ¢
is the group number, and ng is the number in the group for which the
covariance value is being computed.

The ratio of the between-groups variance to the within-groups

variance is then 5
nn, (a dl+a2d2+ R akdk)

1
n_-+n, i J
* z

f(al,az,...,ak)=
2
c,.a.a,
1] 1]
This function is not used in calculation, but defines the criterion
function that is maximized when one computes optimal values for the un-
known weighting coefficients.

The general form of the solution is obtained by applying calcu-
lus to the function and maximizing with regard to the a. (i = Jis 2 5 5 wazlelds
’ i

This yields a set of k equations with k unknowns that can be solved

simultaneously to obtain values for the a.. The equations obtained are:
i
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where the Cij are elements of the within-groups variance-covariance ma-
trix among the k variables.

In this solution it is assumed that the variances and covariances
of the two groups are the same. This means that the earchquake data
and other short period data in this study whould be scattered about their
means in a similar manner. Linear weights have been derived for the case
where no restrictions on the covariance with respect to equality is
made (Anderson and Bahadur, 1962). These weights have so far been
tested for only a few cases, but have not resulted in any significant
improvement (Ericsson, 1973).

The number of observations in the samples must be appreciably
larger than the number c¢f dimensions of the discriminant. Otherwise
one might easily overestimate the capability of the discriminant (Sammon
et al, 1970).

Once the weighting coefficients a have been determined, the
mean value of the discriminant function for a group can be obtained
by applying the weighting coefficients to the means scores for the group

on the k variables:

y(1) alxl(l) + a2x2(1)+ . T akxk(l)

It

v(2) al;{l(l)+ A%, (D+ ... + alf.\_:k(Z)

where the number in parentheses represent the two groups.
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The variance V{(y) of the discriminant function within each
group, which is assumed to be identical as a result of the preliminary
assumption of equal variance-covariance matrices for the two groups, is
given by
V(y)= y(1) - y(2).

If it is further assumed that the original X have a multivariate normal
distribution within groups, then it is possible to consider the discrim-
inant function variate as having a normal distribution within groups,
with mean values y(1) and y(2) and that the deviation of an individual
discriminant score from each of the group means can be regarded as a

unit-normal deviate or z score
5 e TXAL)
YV .
If a critical or cutting value Ye is determined, the proportion of mis-—
classifications can be found by converting ¥ to a z score as above for
both of the two group mean weighted values.

Let Yo be a particular value of the discrimination function
falling between the two group means v(1) and y(2) as shown in Figure 1.
If every individual event having a discriminant function value less than
Y, were classified into group one, the proportion of events actually
belonging to group two that would be misclassified by being assigned
to group one would be represented by the shaded area under the curve
left of Yoo To determine this proportion, Ve is transformed to z-score

form by
o Zc—y(%)
AT

UNIVERSITY OF OKLAHOMA
LIBRARY
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Group | Group 2

Group | Group 2

Figure 1. Schematic diagram of distribution of

discriminant function scores in two groups showing errors

of misclassification. (from Overall and Klett, 1972)
The area in the smaller portion of the unit-normal curve corresponding
to Zy can be referenced in a z-score table found in most statistic
books. The value of the smaller area provides an estimate of the pro-
portion of events from group two that would be incorrectly classified
as belonging to group one. If pe(2) represents the probability of mis-
classification for events in group two, then the probability of correctly
classifying an event from group two by using y, as a cutting point will
be l—pe(Z), or the area in the larger portion of the curve corresponding
to zy. The value of the area in the larger portion of the curve is also
usually listed in z-score tables.

In a similar manner the probability of misclassifying an event
from group one using the cutting value Y. can be calculated by using a
new z

y

y.-y (1)

z =
y Y V(y)
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The probability of misclassifying an event from group one using yC as a
cutting value is the shaded area under the curve to the right of ¥ o
which can be found in the z-score tables. If this probability of mis-
classification is called pe(l), the probability of correctly classifying
an event is equal to the area under the larger portion of the curve, or
1—pe(1).

It is possible to mathematically calculate cutting points which
are optimal in one sense or another. For practical purposes, Y. can
often be determined by a trial and error method by which the probability
of misclassification should be minimized. Further, the relative number
of individuals expected to belong to the two populations studied may
also be an important consideration, since the actual numbers of individ-
uals misclassified will be equal to the probabilities of misclassification
times the relativenumbers in the two populations. Such considerations
tend to be highly subjective, so that an estimate of the proportions
correctly and incorrectly classified from each group should be available
for any particular cutting point chosen by an investigator. Unless the
samples are quite large, it is also unnecessary to attempt to place
cutting points so as to absolutely minimize errors of classification in
the particular samples, because this involves too much emphasis on a
few extreme cases.

In view of the above discussion, the cutting point for earth-
quakes and other short period events was chosen midway between the two
weighted group meaus y(1) and y(2). Although the probability that a
short period event will not be an earthquake is much larger than that

of it being an earthquake, the samples are perhaps too small to attempt
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affecting y with such considerations.
c

A test for significance of difference in mean discriminant-func-
tion scores can be made using the F test. The within groups variance
V(y) can be used as what is known as the Mahalanobis D2, which can be
related to the F distribution under the assumption that the several
original variable measurements have a multivariate normal distribution
within the populations from which samples were drawn and that the vari-
ance-covariance matrices are equal for the two populations. These assump-
tions are multivarijate generalizations of the usual parametric assump-
tions of normality and homogeneity of variance in the univariate analysis
of variance. Civen these assumptions,

o nlnz(nl+n2—k—l) D2
; -9
k(nlvnz)(nl+n2 2)

where D2 = V(y), ny and n, are sample sizes of the two groups, and k is

the number of variables entering into the discriminant function. The
statistic F is given in tables of the F distribution with k and nl+n2—k-l
degrees of freedom. The F distribution is usually listed at confidence
levels of .95 and .99, the latter having a lower F score value. The F
statistic is used by calculating the F score as above, finding the criti-
cal F value for the appropriate degrees of freedom and level of confidence,
and sceing if the calculated F score is larger than or less than the
critical value. 1If the calculated F score exceeds the critical score,

the two means are not significantly different.

Another statistical measure that is useful is the sample corre-

lation coefficient r. The correlation coefficient can be defined as

v/(xz—;(z) (v2-3%)
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The correlation coefficient measures how well a linear correlation fits
two variables x and y. The maximum value for r is 1 for perfect corre-

lation, and is 0 for no correlation wvhatsoever, or random scattering.



CHAPTER 1V
Method

Outline

The basic method used in this study was to measure eighteen var-
iables on several samples from the populations of earthquakes and other
short period events. The eighteen variables, Pg period, Sg period, Pg
amplitude, Sg amplitude, duration, and coda length measured on the three
seismographs SPZ, SPE, and SPN, were reduced to fifteen by the computation
of the Pg to Sg maximum amplitude ratio, and later increased back to
eighteen by the computation of Pg to Sg amplitude ratio, coda length, and

individual

(¢}

duration for SPH, a horizontal vector summed component of th
horizontal variables calculated by the square rcot of the sum of squares
of the variable values on SPE and SPN. The variables for SPE and SPN
were kept for the possibility that direction might be an important com-
ponent of discrimination, and SPH was used for the possibility that a
non-directional variable might be better.

Duration and coda length were measured using the position at
which the event signal last dropped below twice the average noise level
determined within two minutes before the first arrival. These measure-
ments are perhaps subjective as it has to be decided by the measurer if
the position being measured is actually part of the cvent being measured
or if it is a high amplitude random or unrelated signal. Coda length was

22
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measured after the arrival of the Sg phase; duration was measured after
the first arrival of any P phase.

The P and S awplitude measurements were restricted to the Pg and
Sg phases, as these are the only phases to be found on most of the short
period events that are not earthquakes. Although the designated Pg and
Sg phases have not traveled in or been refracted from the granitic crust,
this term was used to signify travel in all layers above the Mohorovicic
Discontinuity. The amplitude measured was the maximum peak-to-trough
amplitude for both the P and S phases. Possible error in this measurement
results from long period noise present on some days.

The period measured for the P and S phases is the one that seems
dominant. Of course the dominant period can only be accurately determined
from a Fourier spectrum analysis, but the periods measured should reflect
the actual value. In the case where a dispersed wave was present, the
average period was usec.

Due to the proximity of many of the short period events and the
usually small amplitude of the S phase for the short period events that
were not in the earthquake group, the maximum S amplitude measured was
usually actually the amplitude or the surface waves. Period measurements
on the S phase were done in a similar manner.

It may at first seem that in making a vector sum of the horizontal
seismograph measurements for coda length and duration that only time is
being summed and that this sum has no physical meaning. These vector sums
were done with the thoughts that the measurements of coda length and dur-
ation were made using amplitude criteria and the north-south and east-west

seismographs measure cnly orthogonal parts of the total horizontal amplitude
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that would be measured on a theoretical seismograph with its seismometer
oriented in the direction cf maximum amplitude, that is, either in line
with the horizontal direction line to an event for compressional waves
or perpendicular to such a line for shear waves. If random noise is
assumed, the noise measured on this theoretical horizontal seismometer
would have the same average amplitude as the noise on the individual
north-south and east-west seismometers. Signal amplitudes from the
north-south and east-west seismograms should add vectorally to the value
on the theoretical seismogram. Thus, although the units being added

in the vector-sum are time units, the concept of coda length and duration
being functions of the amplitude give the summation some physical basis.

The SPZ, SPE, and SPN seismographs all use 15 kg. Benioff

seismometers with a natural period of 1.0 seconds. Their galvos have
a natural period of 0.75 seconds. The seismograms are made on 60 mm./sec.
photo paper. Magnification is 100,000 at 1.0 seconds, and 160,000 at
0.6 seconds, as is seen in Figure 2. Only the magnification curve for
SPZ is shown, but the responses of SPN and SPE are very similar.
The high pass characteristics of the seismometer and the low pass char-
acteristics of the galvanometer filter the signal so that the response
of the short period seismographs emphasize teleseisms, meaning the pass
band for the seismographs is mainly for 1-3 Hz signals.

The data for the earthquakes and other events is listed in
Appendix A. Although the arrival times for all discernible phases were
recorded on the original data sheets, space limitations do not permit
listing cf all data. The times that are listed will permit location of

the event being measured on the TUL records.
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After data had been gathered, it was recorded on magaetic tape
for use with a Hewlett-Packard 9825A desktop computer, so that efficient
and repeated access of the data would be possible. Initial work with
the data involved plotting one variable versus another using a computer
controlled plotter in an attempt to derive some sort of bivariate dis-
criminant. The results of this attempt were not totally satisfactory,
but some interesting data features were observed which will be discussed
in the Results section.

A tailored program was written for this study utilizing the
Hewlett-Packard 9825A. After the multivariate discriminant program
was developed, various discriminants were derived as is discussed in
the Results section. Other secondary features, such as correlation
coefficients for different variables, were also derived, as is also
discussed in the Results section. All computer programs used in this
study are listed in Appendix B.

Other factors involved in performing this study are the method
by which the earthquakes studied were originally determined, the method
of selection of other short period events measured, and the problems

encountered in data measurement. A description of these factors follows.

Determination of Earthquakes
Identification of the 1976 local earthquakes in Cklahoma used
in this study was done by Dr. Jim Lawson. An elaboration of his methods
follows, and was given in a personal communication. It is assumed
throughout this study that these events are true natural earthquakes.
Identification of the earthquakes in Oklahoma occurring in 1976

that were used in this study was done mainly by their appearance on the
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HPZ seismograms. The HPZ, or high pass vertical, seismograph is run from
a similar seismometer as the one for SPZ, but records at 90 mm. /sec. by a
visible heatwriting method. Magnification is 35,600 at 1.0 sec., and
250,600 at 0.33 sec. as is seen on Figure 2.

The signals recorded by HPZ emphasize the short period differences
between blasts and earthquakes. The amplitudes of shorter periods are in-
creased by about an order of magnitude. Earthquake codas are much longer
due to their frequency content. On HPZ, the amplitude of a 5 Hz signal
is about 5-6 times as large as that of a 1 Hz signal. The ratio of a
5 Hz signal to a 1 Hz signal on the regular short period seismographs is
only about 2. Felt earthquakes have exhibited all these characteristics.

A very short period vertical (VSPZ) seismograph started operaticn
at TUL in February, 1976. This is a narrow pass band seismograph centered
at about 16 Hz. If the phases of an event are Very clear on VSPZ, the
event is probably an earthquake. Comparison of the results using VSPZ
with concurrent HPZ seismograms indicates that the reliability of former
designation of earthquakes using HPZ only is high.

Other subsidiary methods for a few of the earthquake identifications
have been used also. One is that the epicenters of earthquakes, when
they can be located, do not occur near quarries. Two of the earth-
quakes in 1976 were not used in the study as they appeared too small on
the seismogram to be accurately measured. These carthquakes were known
only from felt reports from reliable sources. This suggests that some
earthquakes in Oklahoma may go unnoticed as they are too small to appear
on the seismograms and occur in sparsely populated areas. The average
frequency of earthquakes in Oklahoma may thus be substantially larger

than the round figure of 30 that is suggested by 1976 earthquake figures.
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Selection of Other Short Period Events

Short period events other than earthquakes, referred to in this
study as random events, pseudo-random events, and other events, were
selected in a pseudo-random fashion. Random hour numbers between 0 and
23 (inclusive) were generated using a Hewlett-Packard 9825A desktop com-
puter pseudo-random number generator function. The program works
using a "seed" upon which the random number generation besins. Seven
sets of random numbers to be used for hours in a day were made using
seed numbers of 623, 4893, 21, 53, 5376, 453, and 108.

Pseudo-random numbers from 1 to 12 were also generated for month
selection. The seed number was 253.

The pseudo-random hours were used on 30 consecutive days in a
pseudo-random month. The first event having measurable parameters occur-
ring after the random hour was used for data. 1If no event occurred
within the day after the designated hour, no data was taken for that
day. If an event appeared measurable on one of the short period
seismograms, the event was searched out and measured when possible on
the other seismograms.

It was decided that the data from two months would be sufficient
for study. As the first two random month numbers generated were 9 and
5, the months of September and May were used. In addition, six events
of interest were used in the list of short period events other than

earthquakes; these events are called additional events elsewhere in

this paper.

Examples and Problems in Data Measurement

Some of the 1976 earthquakes measured were clearly identifiable
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as earthquakes due to high frequency content, shape of signal, and sep-
aration of phases. An example of this type of event is the earth-
quake occurring on December 19, 1976. The SPE record of this event
appears in Figure 3. Even though there is high amplitude low frequency
noise present on this day, the high frequency signal clearly shows this
event to be an earthquake. The HPZ record of this event as recorded at
TUL is shown in Figure 4. The low frequency ncise is filtered out on
this seismogram, and the event is even more clearly identifiable as

an earthquake. Note the long coda length and duration of this event

onn HPZ.

Another example of a good earthquake is shown in Figure 5. This
earthquake occurred on March 16, 1976 in McIntosh County, Oklahoma at
an origin time of 07:39:45.3 UTC (Lawson et al, 1977). Again, note the
high frequency content and clear separation of phases. Also typical of
earthquakes is the shape of the Pg and Sg coda, which appear to have an
inverse exponential decay. (See also Herrmann, 1975)

One earthquake which showed anomalous variable measurements was
the one occurring on March 30, 1976, whose SPZ record is shown in Figure
6. Note the low, irregular frequencies and irregular shape of the sig-
nal. This event occurred quite a distance away from TUL, but the label-
ling of this event as an earthquake is substantiated by felt reports.

The record shown in Figure 7 is one of the pseudo~random events,
this one occurring on September 6, 1976, during low noise conditions.
This event clearly shows the typical appearance of surface waves and
their normal dispersion. The Pg wave has a low amplitude compared to

the larger surface wave amplitude, resulting in a low P/S amplitude ratio.
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Figures 8 and 9 show two different short period seismograms of
an event, probably a quarry blast. The SPZ record, shown in Figure 8,
also shows high ampljtude, normally dispersed surface waves. Note the
irregular shape of the signal. Figure 9 shows the SPN record of the same
event. The appearance of the surface waves is similar to that in Figure
8, but the shape of the signal is different. A low Pg to Sg amplitude

ratio is also apparent from these two figures.
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CHAPTER V

Results

Discriminants

The computer program used in discriminant function computation
was designed such that the function could be calculated with (1) missing

variable values replaced by variable group means and (2) events with one

or more missing variable values deleted from computations.

case, the means used in calculations were computed using the maximum num-

ber of obersvations possible, since the arithmetic mean approaches the

true population mean as the number of samples gets larger.

F scores that will be useful for comparison with computed values

are given in Table 1.

Table 1

F Scores Used in Study

|

1 2 957 Confidence
F1,78 3.96
F2,77 3.12
F3,76 2.73
F4,75 2.49
F5,74 2:.34
F6,73 2.22
F9,7O 2.01
F10,69 el

997% Confidence

In either

w & & o

NN W W

97
<89
.06
» 98
<27
.06
.67
+ 09
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As a preliminary test for finding which of the eighteen variables
under consideration were the best individual discriminants, the discrim-
inant program was run on each variable. The results of this test are
shown in Tables 2A and 2B. Based on this test, the rank of the wvariables

as a single discriminant, in descending order of importance, are shown in

Table 3.
Table 3
Rank of Single Discriminants

Replaced with means list Deletions list
1. Ts,; SPE 1. Ts, SPE
2. Ts, SPZ 2. Ts, SPZ
3. Ts, SPN 3. Ts, SPN
4. Tp, SPN 4. Tp, SPE
5. Tp, SPE 5. Tp, SPN
6. Tp, SPZ 6. Tp, SPZ
7. Dur., SPN 7. Dur., SPN
8. Dur., SPH 8. Dur., SPH
9. Dur., SPE 9.. Dur., SPE
10. P/s, Spz 10. Coda, SPH
11. Coda, SPH 1. P/s,; 8Pz
12. Coda, SPE 12. Coda, SPE
13. P/s, SPN 13. P/S, SPN
14. Coda, SPN 14. Coda, SPN
15. P/S, SPH 15. P/S, SPH
16. P/S, SPE 16. P/S, SPE
17. Dur., SPZ 17. Dur., SPZ
18. Coda, SPZ 18. Coda, SPZ

The combination of the top ten variables (ten being the maximum
number of variables allowed in the discriminant program by memory limi-

tations) on the replaced with means list gives 2=1.48 and 13.92. This
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TABLE 2A

STATISTICAL RESULTS USING REPLACED WITH MEANS METHCD

Other Short |
Earthquakes Period Events
Standard | Standard
Variable Mean | Deviation |  Mean Deviation | z
Tp, SPZ 0.37 0.16 0.59 0.19 0.60 25.44
Tp, SPN 0.29 0.11 0.56 0.18 0.83 49.38
Tp, SPE 0.32 0.14 0.55 0.14 0.81 46.92
Ts, SPZ 0.34 0.20 0.77 0.26 0.90 58.08
Ts, SPN 0.30 0.12 0.64 0.22 0.85 52.21
T8, SPE 0.29 0.15 0.65 0.20 0.97 67.07
P/S, SPZ 0.61 0.33 0.36 0.21 0.48 16.67
P/S, SPN 0.19 017 0.41 0.30 0.41 12.28
P/S, SPE 0.16 0.10 0.34 0.35 0.30 6.60
P/S, SPH 0.18 0.18 0.35 0.27 0.33 7.60
Coda, SPZ | 62.8 60.2 49.3 21.6 0.18 2.29
Coda, SPN | 83.0 62.0 52.3 23.9 0.39 10.85
Coda, SPE [ 97.3 76.8 54.8 27 2 0.44 14.04
Coda, SPH [ 128.2 82.0 76.4 35.2 0.48 16.85
Dur., SPZ | 82.9 1.5 57.4 21.9 0.29 6.19
Dur., SPN | 105.7 58.6 60.8 25.3 0.58 24.31
Dur., SPE | 121.0 85.9 64.0 27.8 0.54 20.98
Dur., SPH | 155.1 88.9 89.1 36.5 0.57 23.45
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TABLE 2B

Other Short

Earthquakes Period Events i
Standard Standard

Variable Mean | Deviation Mean Deviation z t
Tp, SPZ 0.37 0.16 0.59 0.20 0.57 | 23.20 é
Tp, SPN 0.29 0.1 0.56 0.19 0.77 | 42.10 !
Tps SPE 0.32 0.14 0.55 0.15 0.77 | 42.45
Ts, SPZ 0.34 0.20 0.77 0.27 0.87 | 53.95
Ts, SPN 0.30 0.12 0.64 0.23 0.82 | 48.18
15, SPE 0.29 0.15 0.65 0.21 0.94 | 63.31
P/S; SPZ 0.61 0.35 0.36 0.25 0.43 | 13.40
P/S, SPN 0.19 0.19 0.41 0.31 0.39 | 1107
P/Ss SPE 0.16 0.10 0.34 0.36 0.29 6.08
P/S, SPH 0.18 0.19 0.35 0.29 0.31 6.81
Coda, SPZ| 62.8 64.2 49.3 22.6 0.17 2.07
Coda, SPN| 283.0 64.6 52.3 24.9 0.37 | 10.02
Coda, SPE| 97.3 80.0 54.8 28.6 0.42 | 12.83
Coda, SPH|128.2 89.5 76.4 37.0 0.45 | 14.69
Dur., SPZ| 82.9 73.0 57.4 23.2 0.28 385
Dur., SPN(105.7 67.2 60.8 26.3 6.54 21.2
., SPE 121.0 91.5 64.0 29.4 0.51 | 18.67
Dur., SPH|155.1 101.9 89.1 L 38.6 0.53 | 20.01
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means that there is a 93.1% chance of correctly classifying an event. The
weighted means for the two groups of earthquakes and other short period
events are significantly different since 13.92 exceeds both 1.97 and 2.59.
This discriminant will be called the Maximum Discriminant in ensuing dis-
cussion. The weighting coefficients for the Maximum Discriminant are:
Ts, SPE: -4.8748, Ts, SPZ: -2.2731, Ts, SPN: -1.4274, Tp, SPN: -6.8903,
Tp, SPE: -2,.1963, Tp, SPZ: -1.2892, Dur., SPN: 0.0785, Dur., SPH: -0.0398,
Dur., SPE: 0.0139, and P/S, SPZ: 4.6935. The weighted group mean for
earthquakes is 0.8988 and for other short period events the mean is -7.8092.
The cutting value for no a priori expectations is the midpoint -3.4552.
A graph of the weighted values for the Maximum Discriminant versus Tp,
SPZ, Tp, SPZ being arbitrarily chosen and used only to make a two-dimen-
sional plot to allow easier visual separation of the weighted values for
the two groups, is shown in Figure 10. 1In this and all following graphs
the x-axis is the horizontal axis and the y-axis is the vertical.

A discriminant based on the top ten discriminating variables
from the deletions list has z=1.96 and F=24.50. This yields 97.5% chance
of correctly classifying events. This discriminant will be cailed the
Maximum2 Discriminant. Weighting values for the Maximun2 Discriminant are:
Ts, SPE: -8.3850, Ts, SPZ: -1.9184, Ts, SPN: =-2.6279, Tp, SPE: -4.3096,
Tp, SPN: -3.1891, Tp, SPZ: -3.3624, Dur., SPN: 0.5200, Dur., SPH: =-0.46933,
Dur., SPE: 0.4996, and Coda, SPH: =0.2507. The weighted group mean
for earthquakes is 2.8789 and for the other short period events the mean
is -12.4506. The cutting value for no a priori assumptions is -4.7858.
A plot of the Maximum2 Discriminant versus Tp, SPZ is shown in Figure 11.

Since the correlation coefficients for SPE and SPN are large

(the exact value of these and other correlation coefficients is given
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later in the paper) for Tp, Ts, coda length, and duration, values for
both seismographs and for SPH are perhaps redundant. Thus a discriminant
for just one seismograph might be determined. For SPN, a discriminant,
which will be called Discriminant A, using the variables Ts, SPN, Tp,
SPN, Coda, SPN, and Duration, SPN has a z-score of 1.31 and F=29.46. This
gives 90.5% chance of correctly classifying an event. Discriminant A2,
calculated using only those events with full variable measurements for
those variables used in Discriminant A, has z=1.63 and F=46.22 for 94.8Y%
chance of correct event classification. Other discriminants computed for
SPN and their resultant test values are listed in Table 4.

Weighting coefficients for Discriminant A are: Tp, SPN: -8.9811,
Ts, APN: -7.2043, Coda, SPN: -0.0549, Dur., SPN: 0.0813. The weighted
group mean for earthquakes is -0.6968 and for other events -7.5094. The
cutting value midway between these two means is -4.1031. A graph of the
weighted values from the original data for Discriminant A is shown in
Figure 12, where Tp, SPZ is once again used for the y—axis.

Weighting coefficients for Discriminant A2 are: Tp, SPN: -9.6613,
Ts, SPN: -8.4926, Coda, SPN: -0.3658, and Dur., 3PN: 0.3658. The
earthquake weighted group mean is 3.0882 and for the other short period
events the mean is -7.6005. The cutting value is thus -2.2562. A
graph of weighted values for Discriminant A2 versus Tp, SFZ is shown in
Figure 13.

Applying the same procedure as outlined above for SPE and using
Ts, SPE, Tp, SPE, Coda, SPE, and Dur., SPE for the variables, z=1.34
and F=30.97, for 91.0% chance of correctly classifying an event. This

discriminant will be called Discriminant B. Weighting coefficients for
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this discriminant are: Tp, SPE: -9.8458, Ts, SPE: -9.5955, Coda, SPE:
-0.0719, and Dur., SPE: 0.0793. The weighted group mean for earthquakes
is -3.3212 and for cther short period events it is -10.4845. The cutting
value for no a priori expectations is -6.9028. A plot of Discriminant

B versus Tp, SPZ is shown in Figure 14.

Discriminant B2, based on variable values for the events with
full variables readings has z=1.58 and F=43.35. This yields an estimate
of correctly classifying an event of 94.3%. The weighting coefficients
for Discriminant B2 are: Tp, SPE: -9.1462, Ts, SPE: -11.6417, Coda,
SPE: -0.3225, and Dur., SPE: 0.3061. The weighted mean for the earth-
quake group is -0.6206 and for the other short period events the mean is
-10.6463. The cutting value for Discriminant B2 for no a priori assump-
tions is the midpoint -5.6334. A graph of the weighted variable obser-
vations for Discriminant B2 versus Tp, SPZ is shown in Figure 15.

Running discriminant tests for more or less than the above four
variables has not been done. This is due to the exemple of the tests
for SPN, where it was seen that Tp, Ts, coda length and duration com-
pose the best compact discriminant.

As P/S, SPZ exhibits a relatively good discriminating power in
contrast to the horizontal seismographs' P/S amplitude ratios, it will
be considered necessary in forming Discriminant C for seismograph SPZ.
Using Ts, SPZ, Tp, SPZ, P/S, SPZ, Dur., SPZ, and Coda, SPZ, z=1.26 and
F=21.66. This gives an 89.67% chance of correct event classification.

The weighting coefficients for Discriminant C are: Tp, SPZ:
=7.1299, Ts, 8PZ: =6.3221, P/S, SPZ: 3.5204, Dur., SPZ: 0.1041,

and Coda, SPZ: =-0.1074. The weighted group mean for earthquakes is
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-0.7637 and for other short period events, -7.1058. The midpoint of these
two means, and thus the dividing point, is -3.9348. A graph showing
the efficiency of Discriminant C is shown in Figure 16.

Other combinations of SPZ variables used in forming discriminants
using the replaced with means method for missing variable measurements
are shown in Table 5. From observing these discriminants it seems that
all five of the variables used in Discriminant  are necessary for form-
ing a good discriminant.

A discriminant based on the method of deleting events with one
or more missing variables using the same variables as used in Discrim-
inant C will be called Discriminant C2. Discriminant C2 has z=1.32 and
F=23.72 for 90.77% chance of correct event classification. The weighting
coefficients for Discriminant C2 are: Tp, SPZ: -7.2817, Ts, SPZ:
-6.1930, P/S, SPZ: 2.3475, Coda, SPZ: -0.2155, and Dur., SPZ: 0.1971.
The weighted earthquake group mean is -0.5649 and the mean for other
short period events is -7.5108. The cutting value is -4.0379. A graph
of Discriminant C2 versus Tp, SPZ is shown in Figure 17.

It was thought that since dominant period measurements are per-
haps the most subjective of the variable measurements, although relative
differences between earthquakes and other short period events are un-
disputable, that a discriminant, herein called Discriminant D, based on
less subjective variables could prove interesting and might be more
meaningful quantitatively. Discriminant D, based on P/S, SPZ, P/S, SPE,
P/S, SPN, Coda, SPZ, Coda, SPE, Coda, SPN, Dur., SPZ, Dur., SPE, and Dur.
SPN has a z-score of 1.04 and F=7.85 for 85.1% correct classification of

events. The weighting coefficients for Discriminant D are: P/S, SPZ:
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5.7621, P/S, SPE: =-2.4644, P/S, SPN: -0.7557, Coda, SPZ: -0.0364,
Coda, SPE: 0.0181, Coda, SPN: -0.0352, Dur., SPZ: 0.0083, Dur., SPE:
0.0198, and Dur., SPN: 0.0400. The weighted group mean for earthquakes
is 6.8440 and for other short period events the mean is 2.4847. The
midpoint derived cutting value is 4.6643. A graph of Discriminant D
versus Tp, SPZ is shown in Figure 18.

A discriminant based on the variables used in Discriminant D
but using only events with full variable measurements has z=1.47 and
F=15.59. This discriminant, called Discriminant D2, has an estimated
efficiency of 92.9% in correctly classifying individual events. The
weighting coefficients for Discriminant D2 are: P/S, SPZ: 2.9908,

P/s, SPE: -2.5711, P/S, SPN: -0.0017, Coda, SPZ: 0.2796, Coda, SPE:
0.2345, Coda, SPN: -0.8175, Dur., SPZ: -0.3643, Dur., SPE: -0.1440,
and Dur., SPN: 0.8103. The weighted group mean for earthquakes is
11.9078 and for other short period events, 3.2453, giving a cutting value
for no a priori expectations of 7.5765. The efficiency of this dis-
criminant is demonstrated visually in the graph of the weighted values
for Discriminant C2 versus Tp, SPZ shown in Figure 19.

Other combinations of less subjective variables in forming dis-
criminants are shown in Table 6. From this table it is seen that only
the combination of nine variables used in forming Discriminant D has any

real usefulness in practical work.

Other Results
Some of the graphical discriminants did seem to show signs of

reasonably good discrimination. For example, Figure 20 shows a graph
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of S period, SPN versus P/S amplitude ratio, SPN. A line drawn from the
0.6 second mark on the period axis to the 0.6 amplitude ratio mark would
capture most of the earthquakes in the lower left part of the graph.

Most of the better discriminants involved the usage of a period, and the
main separation of events seemed to be linear perpendicular to the period
axis. A horizontal line drawn at the 0.3 second P period, SPN mark on
Figure 21 would capture most of the earthquakes in the lower part of the
graph, for example.

Another trial discriminant is shown in Figure 22. This involves
the plotting of a heuristic variable called the total product, which is
the product of the Pg period, Sg period, P/S amplitude ratio, and coda
length on a particular seismograph. It was thought at the time this type
of graph was first made that Pg period, Sg period, P/S amplitude ratio,
and coda length were the only variables expected to have any significance
in discrimination, a faise presumption according to the quantitative
results already shown. As is seen in the graph, earthquakes seem to
cluster in the lower left portion of the graph. One can see that this
and the other graphical discriminants discussed above provide some dis-
crimination but is not as selective as the quantitative discriminants
eventually derived.

Table 7 lists the correlation coefficients computed in this study.
Some of these relations are shown graphically in Figure 21 and Figures
23-27.

Coda length, SPE versus coda length, SPN shows gcod correlation
with r=0.88. This is not too surprising, and suggests that the coda

length for one seismograph could substitute for the other in case of
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TABLE 7

VARIABLE CORRELATION COEFFICIENTS

Variable 1 Variable 2 Correlation Coefficient
Tps SPE Tp, SPN 0.81
TSs SPE Ts, SPN 0.89
Coda, SPE Coda, SPN 0.88
Dur., SPE Dur., SPN 0.98
P/5, SPE P/S, SPN 0.67
PSS, SPZ P/S, SPH 0.31
Tps SPE Tps SPZ 0.60
Tp, SPN Tp, SPZ 0.69
Ts, SPE 18, SPZ 0.74
Ts, SPN T54 SPZ 0.69
Coda, SPZ Coda, SPE 0.85
Coda, SPZ Coda, SPN 0.81
Dur., SPZ Dur., SPE 0.89
Dur., SPZ bur, , SPN 0.86
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destroyed or missing records. The correlation coefficient for P period

on the same two seismographs is 0.81, which suggest a similar substituting
capability for P period. S period, with a correlation coefficient of
0.89, also exhibits a high substitutive power. These relations are shown
in Figures 21 and 24.

The highest correlation coefficient computed was for Duration,
SPE versus Duration, SPN where r=0.98. This result strongly shows the
similarity of the variable on the seismograph and reinforces the argu-
ment for not using SPH. A graphical depiction of this relation is shown
in Figure 25.

P/S amplitude correlation on SPN versus SPE, shown in Figure 26,
has r=0.67, which is relatively low when substitution capability is
considered. This low correlation is perhaps reflective of the effect
direction has on the horizontal seismographs, with larger amplitudes
occurring when the seismometer is oriented in line with or perpendicular
to the azimuth vector to a seismic source.

The relation between P/S amplitude, SPZ and P/S amplitude, SPH
is shown graphically in Figure 27. The correlation for these two vari-
ables is rather low, as r=0.31. The graph does however suggest a trend
for earthquakes to have a higher P/S ratio on SPZ than on the computed
SPH, and the trend does appear to be somehow linear.

More correlation coefficient results of interest not shcwn
graphically are the high correlations between the vertical and horizontal
seismographs for coda length and duration. This is not too surprising
as one would expect an event of leng duration on one seismograph to also

be of long duration on the other. The relations between periods
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measured on the vertical and each of the horizontal seismographs show
relatively high correlation coefficients, but not high enough for any
possible substitution.
Some other relations resulting from graphical investigations
are shown in Figures 28 and 29. Figure 28 is a plot of coda length,
SPZ and coda length, SPH. The interesting feature of this plot is that
the trend of the points, although apparently linear, is not one to one,
and shows graphically that almost all of the events have a shorter
coda length on the SPZ seismograph than on the vector-summed SPH. A sat-
isfactory explanation for this trend cannot be found, but factors such
as a lower noise level on the horizontal seismographs could be causative.
Another possible explanation is that coda length, SPH has no real meaning.
A very conjectural relation can be seen in Figure 29. This plot
of duration, SPN versus P/S amplitude ratio, SPN best exhibits a trend
seen on each of the three seismograph records for the P/S amplitude ratio
to decrease as the duration increases. Explanations for this trend are

again not known.
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CHAPTER VI

Discussion

In applying the discriminant method as developed one must con-
sider actual validity of the method and decide if the assumptions made
in discriminant development are acceptable. One of the the first
assumptions made in applying the multivariate method was that the two
populations of earthquakes and other short period events have normal
distributions about their means for the variables measured. It would
seem that these assumptions are reasonable, as the events showed scatter
above and below means with frequency decrease both ways. The other
main assumption, that the variance-covariance matrices of the two
groups are equal, is probably more suspect although it is widely assumed
in multivariate analyses. As the group of other short period events
constitutes a wide range of possible sources, the variance might be
expected to be larger in relation to the closed group of events called
earthquakes. As was pointed out in the Theory section, however, studies
making allowances for unequal covariance have not as yet shown any
improvement over those not making such allowances. Further, the discrim-
inants resulting from assuming equal covariance in this study show
very good discrimination between the groups, suggesting that either the
assumption that the covariances are equal is valid or at least it is not

critical in discriminant development.
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One point about the discriminants developed that is perhaps dis-
turbing is that the discriminants determined from events having a full
set of variable measurements consistently had higher z-score values and
thus a higher expectation of correct classification of events than
those discriminants developed with variable means substituted for missing
values. This could be indicative of two things. One is that the sample
of events with full variable measurements is so small that not enough
variance is introduced to cause overlap in the two groups. The other
is that by replacing the missing values with means so much variance is
introduced that a reduction of efficiency in discrimination by more
variable overlap in the two groups is caused. It cannot be easily
decided which of these two explanations is correct. Replacing missing
values with means, however, does allow the use of more variable
measurements, and might thus give more realistic or significant popula-
tion description.

Another point to be considered is the validity of the z-scores
and the probability of correct classification that come from them. It
should be realized that the z-scores are measures of the area under-
neath the standard normal, or Gaussian, curve for ordinates determined
from the discriminants by assuming that the discriminant function
weighted values have a normal distribution within the two groups, that
the two groups have group means, and that the standard deviations of the
two groups are equal and defined as the difference in group means, since
it has been assumed that the variance-covariance matrices of the two
groups are equal. Thus the z-score is an estimate of the effectiveness

of discrimination, and not an absolute figure. This is the best that
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can be done with a population sample; increasing the sample number should

give a better estimation of the population's true characteristics.



CHAPTER VII

Test of Method

A short test of the multivariate discriminant method was performed
on some possible natural earthquakes as determined by E. Tryggvason (1964).
Most of the events were recorded only on SPZ and SPE with intermittent
use of SPN. Discriminants based on the population samples from SPZ and
SPE were therefore used in the test. The data for the events is listed
in Appendix C.

The specific discriminants used in the test were Discriminant
B, Discriminant C, and the last discriminant in Table 6, which will be
called Discriminant D3. This last discriminant is based on P/S amplitude
ratio, coda length, and duration as measured on SPZ and SPE, and is designed
to test the classification of an event into the class of earthquakes on
criteria other than period.

The list of weighted values for the nine events Tryggvason called
possible natural earthquakes is shown in Table 8. FEarthquakes have weighted
values above the cutting value for all three discriminants. It can be
seen that all but one of the events is classified as an earthquake by all
three discriminants, and that one event which fails the test under Dis-
criminant D3 passes the earthquake identification test for the other
discriminants. A decision would have to be made by investigators whether

to include this one event as an earthquake for further consideration in

seismicity studies.
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TABLE 8

WEIGHTED VALUES FOR DIFFERENT DISCRIMINANTS

Date Discriminant B Discriminant C  Discriminant D3
Aug. 11, 1962 -2.1824 1.3151 6.6239
Sep. 7, 1962 -1.2135 3.1565 7.8371
Oct. 23, 1962 -1.4740 -2.0105 7.2247
Nov. 23, 1962 -0.4364 1.6247 5.8662
Nov. 24, 1962 -3.6046 0.8587 2.7713
Feb. 2, 1963 -0.0820 2,7355 5.5414
May 7, 1963 -2.2059 -1.5957 5.2388
May 9, 1963 -2.0872 1.6816 6.2075
Jun. 5, 1963 -1.1891 1.4328 6.8576

Cutting value
Cutting value for Discriminant C: -3.9348
Cutting value for Discriminant D3: 4.2613

for Discriminant B: -6.9028



CHAPTER VIII

Conclusions

First and foremost of the conclusions reached in this study is
that earthquakes and other short period events can successfully be dis-
criminated using simple measured variables. That the two groups of
events are significantly different is evident from the figures in Tables 2A
2B. Only one of the variables, coda length, SPZ, fails the F test at
both 95% and 997 confidence levels. Only three of the variables, P/S
amplitude ratio, SPE, P/S amplitude ratio, SPH, and duration, SPZ fail
the F test at the 997 confidence level, but not the 95% confidence level.
Discriminantion can be achieved at at least a 907 probability of correctly
classifying an event by measuring a minimum of four variables, Pg period,
Sg period, coda length, and duration, on either of the seismograms from
the two horizontal short period seismographs.

Although higher estimates of correct classification can be ob-
tained by using more variables, the significance of such an increase,
which is on the order of a few percent, is nct very high, as the assump-
tions made in discriminant development cannot be rigidly supported.

This suggests that a practical working discriminant to be applied to
the short period seismograms recorded before HPZ started operation at
TUL could be one developed for one of the horizontal seismographs,using
four or, with the possible inclusion of P/S amplitude ratio, five var-

iables.
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Some impertant facts brought out by this study are that the var-
iables that were thought most important in qualitative identification of
earthquakes are also the most impertarnt in quantitative classification.
Pg and Sg periods on the three short period seismographs are the most
effective discriminants and are the main difference in earthquake and
other signals. P/S amplitude ratio on the vertical short period seismo-
graph is also important, as was suspected before quantitative evalua-
tions, but it is much less so than the periods. The fact that the coda
lengths and durations as measured on the horizontal seismograms are
significantly different between the two groups whereas the coda length
and duration for the vertical seismometer are not is also worth noting,
as many stations operate using only vertical seismometers. This also
suggests that in starting a seismic observatory it would be desirable
to acquire and use one horizontal seismograph over the alternative of
waiting for both or none at all. These findings are also important as
seismic station TUL sometimes had in operation only one horizontal seis-

mograph during its early days.



CHAPTER IX

Future Work

One of the first studies that would proceed where this study
ends is to apply the discriminants to the seismograms reccrded previous
to May, 1972, when the HPZ seismograph started operation. Accumulation
or cataloging of information on earthquakes found by such a study would
greatly increase the knowledge of seismic activity in Oklahoma and the
central United States.

Another possibility for future work is for more measurement of
variables for earthquakes and other short period events to sharpen and
strengthen the discriminants. Any studies into an alternate method of
discrimination would also be an appropriate topic for study.

The use of multivariate discrimant analysis and statistics in
general in this study has shown the desirability of such methods in
geological and geophysical studies. Any other endeavor using these
techniques is encouraged, as the benefits of quantitative analysis are
such that they help shape the descriptive concepts widely used in the

geosciences.
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APPENDIX A
Data for Earthquakes, Pseudo-Random

Events, and Additional Events

Following is a list of the data used in developing the multi-
variate discriminants. It should be noted that this is not a complete
list of the 1976 earthquakes occurring in Oklahoma, as some were too small
to be effectively measured for variables and one occurred on a day for
which the records were accidentally exposed. Data such as Pn and Sn
arrival times were also measured, but space limitations do not permit
their listing. Also, arrival times were measured on the SPZ, SPE, and
SPN seismograms for Pg and Sg for all events. Due to space limitations
this data cannot be listed either, but the listing of the earliest
first arrival for the other short period events should permit anycne

to find the event that has been measured.
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APPENDIX B

COMPUTER PROGRAMS USED

Following is a list of the computer programs used in this study.
Some of these programs, such as the data loading and data listing pro-
grams, are quite simple and can easily be tailored to the preferences
of the user. It should be noted that some of the programs have been
designed specifically for use with the number of events used in this
study, while others have not. Any adaptation of these programs will
thus require a change in this respect.

Some remarks on the DISCRIMINANT programs are in order:

(1) Means computed from all possible values are used in com-
putations where events having one or more missing variable values are
done. This is done to better approximate the population mean. The

number of events in each group, ny and n,, are adjusted for event de-

letion.
(2) The method of covariance computation used in the program is
2
= + - o - x -x.)).
Cij (l/(nl n, k))(g_é_l (xi Xi) (Xj Xj))

This is used to avoid problems with keeping track of the number of re-
placed values that is required by the method
2
= (1/(n; + n, - k)) . (I - i
i3 ( 1 2 ))g=l ( s Ix, Exj/ng)

where ng is the number of events in a group, x, and x, are variable
J
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measurements for variables i and j, and k is the number of variables.
When no values are missing, the above two forms of covariance computa-
tion are exactly equal. Error may be introduced when xi or Xj have been
summed over different numbers with each group g.

(3) The program has been designed specifically for the 80 event
observations made in this study. To alter the program for more general
use a parameter E could be introduced, where E would be the last number
in group one. Replacement throughout the program would be done as fol-
lows:

E replaces 26 in for, next loops, mean calculations, covariance, F test,etc.
N replaces 84 in all similar uses

E+1 replaces 27 in all similar uses

N-E replaces 58 in all similar uses.

(4) The "SOLVE" subroutine for solving simultaneous equations was
adapted from the Hewlett-Packard software package that comes with the
HP-9825-A computer. The "SOLVE' subroutine uses a modified Gauss-Jordan
method for solving simultaneous equations. Use of the "SOLVE" subroutine

involves the follcwing parameters and variables:

INPUT
K number of equations (unknowns)

C[K,K+1] matrix of coefficients where the first subscript is the row
OUTPUT

K unchanged

X[K] vector of solutions Xi for i = 1 to K

flg 4 set if the determinant of the matrix of coefficients is zero, in-
dicating that the system is unsclvable
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DESTROYED

B current largest (in magnitude) element in search for pivot; also

used for pivot

I loop counter used as row subscript

J loop counter used as column subscript

L loop counter

R row which contains largest pivot available
S partial sum used in backsolve process

T temporary storage

C[K,K+1] matrix of coefficients
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Data Loading Program
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Program for Computing P/S Ratios
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APPENDIX C
List of Data for Events Used

in Discriminant Test

Following is a tabulation of the data for events listed by
Tryggvason (1964) as possible natural earthquakes. Use of the SPN seis-
mograph was sporadic at this time, accounting for the numerous omissions

of data for SPN.
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