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Family of profiles with varying step size but same 2° spatial ex-
tent. The vertical black dashed line delimits the spatial extent
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the signal power is greater than the signal power on the low
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Family of profiles with varying spatial extent but same 50-dB
step size. The horizontal black dashed line delimits the 1-dB
threshold used to determine the spatial extent of a gradient.
For profiles with the same step size, a smaller spatial extent
implies a steeper transition, which is more challenging to the
adaptive algorithm. . . . . .. ... ... .. ... ... ..
Zone of impact for different profiles with varying step size
and spatial extent for a PAR using the adaptive beamspace
algorithm. The x-axis indicates the varying spatial extent of
the gradients from 1° to 5° in 1° increments, the y-axis indi-
cates the varying step size from 10 to 70 dB in 10-dB incre-
ments, and the color scale indicates the zone of impact mea-
sured in degrees. A PAR using the adaptive beamspace algo-
rithm matches or exceeds the performance of a dish-antenna
system for profiles with step sizes of up to 50 dB, and the per-
formance of a PAR using the adaptive beamspace algorithm

degrades significantly for profiles with step sizes of 60 or 70 dB.143

Same as Figure 4.33 except for a dish-antenna system. The
performance degrades for profiles with larger step sizes as ex-
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Adaptive beam patterns steered to 38.5° for profiles with max-
imum gradient located at 40° with varying step sizes and a 1°
spatial extent. The dark black line in each plot indicates the
required sidelobe envelope to attenuate the gradient. As the
step size of the gradient increases, the adaptive algorithm low-
ers the sidelobe levels to achieve the desired sidelobe envelope
until the step size reaches 60 dB. For 60 or 70 dB step sizes,
the adaptive algorithm could no longer achieve the desired en-
velope, resulting in large biases in the signal-power estimates
at the pointing direction. . . . . . . .. ... ... ... ...
PPI fields corresponding to adaptive beamspace processing
and windowed Fourier beamforming on data collected with
the AIR on 16 May 2015 near Tipton OK. The PPI plots show
the received signal power at 0° (top panels) and 3° elevation
(bottom panels). For the windowed Fourier method (left pan-
els), ground clutter at lower elevations contaminated signal-

power estimates at higher elevations. With the adaptive beamspace

algorithm (right panels), there is minimal ground clutter con-
tamination in both elevations. These results agree with simula-
tions showing that the adaptive beamspace algorithm can limit
the spread of interference signals. . . . . ... ... ... ..
PPI and RHI fields corresponding to adaptive beamspace pro-
cessing and windowed Fourier beamforming on data collected
with the AIR on 16 May 2015 near Tipton OK. The PPI plots
show the received signal power at 3° elevation, and the white
line in the PPI plots indicates the azimuthal angle of the RHI
plots. It can be clearly seen that the adaptive beamspace al-
gorithm (right panel) successfully rejected the majority of the
ground clutter signal that originated from lower elevation an-
gles, and it performed much better than windowed Fourier
beamforming (left panel). Moreover, it can be seen that es-
timates of received signal power are similar between the two
methods. . . . . ...
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Illustration of the split transmit beam approach. A transmit
beam (top panel) with three main lobes is used. The main
lobes are spaced 30° apart, and each lobe would be steered to
scan a 30° sector. On receive, three simultaneous beams are
formed, where each receive beam is steered to the pointing
direction of one of the main lobes of the transmit beam. The
sidelobe levels of a receive beam in the directions of the other
main lobes of the transmit beam can be lowered via pattern
synthesis to reduce cross-contamination. . . . . . . .. .. ..
A potential configuration that uses the split transmit beam ap-
proach to meet MPAR requirements. The array has 207 ele-
ments at half-wavelength spacing. The transmit beam pattern
(red dashed line) shows three main lobes steered to -15°, 15°,
and 45°, respectively. A received beam (green dashed line) is
steered to 45°, and sharp nulls are placed at -15° and 15° to
attenuate signals from these directions. The two-way pattern
(blue line) meets the sidelobe requirements (black dashed line)
and has a 1° beamwidth at a 45° scanning angle. . . . . . . . .
Angular spread of interference signal for a PAR using the split
transmit beam (magenta) and a dish antenna (red) as a function
of the CSRs and for the three spectral moments. For the low-
est CSRs, the weak interference signal does not significantly
impact the angles near it. As the interference signal becomes
stronger, its angular spread increases in all three spectral mo-
ments. The PAR with the split transmit beam configuration
exhibits a narrower spread compared to that of the dish an-
tenna because the beamwidth of the PAR antenna is narrower
than 1° atbroadside. . . . . ... ... ... ... ... ...
Illustration of the spoiled transmit beam with nonadaptive re-
ceive beam approach. A spoiled transmit beam with a 3°
beamwidth is used. On receive, three simultaneous receive
beams are formed to cover the volume illuminated by the trans-
mit beam. In this approach, the transmit beam must be tapered
aggressively to meet the two-way sidelobe requirements.
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A potential configuration that uses the spoiled transmit beam
with nonadaptive receive beams to meet MPAR requirements.
The array has 314 elements at half-wavelength spacing. The
transmit beam pattern (red dashed line) shows the spoiled trans-
mit beam with a 3° beamwidth. A received beam (green dashed
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beamwidth at 45° scanning angle. . . . . ... ... ... ..
Angular spread of interference signal for a PAR antenna with
spoiled transmit beam and nonadaptive receive beams (green),
a PAR antenna with split transmit beam (magenta) and a dish
antenna (red) as a function of the CSR and for the three spec-
tral moments. The performance of the two beamforming ap-
proaches is similar across the different CSRs since both con-
figurations were designed to meet the same requirements. . . .
Illustration of a concept of operations involving beamspace
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adaptive processing. A spoiled transmit beam with a 5° beamwidth

1s used in conjunction with simultaneous receive beams cov-
ering the volume illuminated by the transmit beam. For any
direction of interest, a contiguous set of five 1° receive beams
(regardless of whether they come from the same transmit beam
or not) centered on that direction is used as input to the adap-
tive beamspace algorithm to generate the final estimate for a
particular direction. . . . . . ... ...
A potential configuration that uses the spoiled transmit beam
with adaptive beamspace algorithm on receive to meet MPAR
requirements. The array has 269 elements at half-wavelength
spacing. The transmit beam pattern (red dashed line) shows
the spoiled transmit beam with 5° beamwidth. The group of
initial beams (green dashed line) is formed within the volume
illuminated by the transmit beam. The two-way pattern (blue
line) has a 1° beamwidth at 45° scanning angle when only the
center beam has non-zero weight. . . . ... ... ... ...
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rors added to the adaptive weights reduced the depth of the
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minimal. . . . ... Lo
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to the adaptive weights. The null at 0° only has a depth of
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nal completely. . . . ... ... ... ... .. ...
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Abstract

As the Weather Surveillance Radar 1988 Doppler network reaches the end
of its expected life, a network of multifunction phased-array radars (MPAR)
supporting both aircraft and weather surveillance missions has been proposed.
A phased-array system should match the sensitivity, spatial resolution, and
data quality of the WSR-88D while having a update time of 60 seconds for
weather surveillance. Since an MPAR system must complete both weather
and aircraft surveillance missions, the update time reduction provided by hav-
ing multiple faces is insufficient to achieve the desired 60 second update time
for weather surveillance. Therefore, it is likely that multiple simultaneous
beams would be needed per face to meet the timeline requirements. An ap-
proach to achieve multiple receive beams is to use a spoiled transmit beam
and to form a cluster of simultaneous receive beams. However, a significant
challenge for this approach is the potential of high sidelobe levels in the two-
way radiation pattern, which can result in significantly biased estimates of
the radar variables in situations where the signal power has large spatial varia-
tion. This dissertation proposes an adaptive beamspace algorithm designed for
phased-array weather radar that utilizes a spoiled transmit beam and a cluster
of simultaneous receive beams to achieve the desired timeline. Taking advan-
tage of the adaptive algorithm’s ability to automatically adjust sidelobe lev-

els to match the scene, the high-sidelobe problem associated with a spoiled
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transmit beam is mitigated. Through extensive simulations, it is shown that
adaptive beamspace processing can produce accurate and calibrated estimates
of weather radar variables. Furthermore, it is demonstrated that the adaptive
beamspace algorithm can automatically reject interference signals and reduce
their impact on the radar-variable estimates. Additionally, it is shown that,
despite higher sidelobe levels, the adaptive beamspace algorithm can perform
similarly to a conventional system based on a dish antenna in terms of biases
when reflectivity gradients are present. Finally, the adaptive beamspace algo-
rithm is shown to compare favorably to some alternative solutions that can also

achieve the desired MPAR timeline requirement while preserving data quality.
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Chapter 1

Introduction

Hazardous weather has a long history of causing economic damage to the
United States of America (USA). The nation’s large size, covering multiple
different types of climate, means that the country is subject to floods, draughts,
hurricanes, blizzards, tornadoes, hail, and many other types of damaging events.
In data compiled by NOAA’s National Centers for Environmental Information
(NCEI) (2016), the USA has sustained 200 high-damage weather and climate
events from 1980 to 2016, where each event has caused damage exceeding one
billion dollars. In 2015 alone, there were 10 such events resulting in over 22
billion dollars in damage and over 150 fatalities. In particular, severe storms
accounted for half of these events and more than a third of the fatalities. If
smaller weather events are taken into account, the total weather-related fatali-
ties raise to more than 500 in 2015 (The U.S. Natural Hazard Statistics 2016).
Beyond just damage and deaths, weather and climate also affect the economy
of the USA by an estimated 500 billion dollars each year (Lazo et al. 2011).
Therefore, it is of vital public interest to be able to forecast and forewarn haz-

ardous weather events to prevent the loss of life and property. The National



Weather Service (NWS), originally the United States Weather Bureau, was
first established in 1870 to provide such forecasts and warnings to the popu-
lation. Since the late 1950s, one important tool used by the NWS to monitor
the atmosphere has been a network of weather-surveillance radars. RAdio De-
tection And Ranging (RADAR) operates by transmitting electromagnetic en-
ergy and receiving the energy backscattered by targets of interest. The earliest
radars were developed to detect ships and aircraft in the early 1900s (Skolnik
2001). After World War II, radar technology experienced a rapid growth to
achieve higher transmit power, expanded volume coverage, and more accurate
identification and tracking of targets. One important post-war development
was the application of radar to study weather in the 1940s (Doviak and Zrni¢
1993).

The first network of weather radars deployed in the USA was the Weather
Surveillance Radar 1957 (WSR-57), which provided reflectivity estimates only.
Despite the limited information provided by these weather radars, meteorol-
ogists were able to identify storm cells to provide warnings for population
centers (Rockney 1958; Whiton et al. 1998). In the mid-1970s, the Weather
Surveillance Radar 1974 (WSR-74) was deployed across the nation to aug-
ment the WSR-57 network to improve forecasts and severe weather warnings

(Whiton et al. 1998). After demonstrating that radial velocity information



could bring significant benefits in terms of detecting and forewarning torna-
does (Brown et al. 1978) and microbursts (Wilson et al. 1984; Wolfson et al.
1994), the Weather Surveillance Radar 1988 Doppler (WSR-88D) was de-
veloped to be the new weather radar network covering the USA. A total of
159 WSR-88Ds were deployed across the USA to provide long-range weather
surveillance (Crum and Alberty 1993). With the upgrade to the WSR-88D, the
mean warning lead time for deadly tornadoes increased from 5.3 minutes to
9.5 minutes, and the percentage of warned tornadoes increased from 35% to
60% (Simmons and Sutter 2005). In the early 2000s, research into polarimet-
ric weather radars showed that the additional information allowed for improve-
ments in hydrometeor classification (Bringi and Chandrasekar 2001; Park et al.
2009), rain rate estimation (Ryzhkov et al. 2005a), drop-size-distribution re-
trieval (Brandes et al. 2004b,a; Cao et al. 2010; French et al. 2015), hail de-
tection (Ryzhkov et al. 2002; Kumjian and Ryzhkov 2008), tornadic debris
detection (Ryzhkov et al. 2005b; Bodine et al. 2013), and biological scatterer
studies (Chilson et al. 2012; Frick et al. 2012; Horton et al. 2015; Stepanian
and Horton 2015). In 2013, all 159 WSR-88Ds were upgraded to include
polarimetric capabilities (Crum et al. 2013).

Despite the continued upgrades and improvements to the hardware and
software of the WSR-88D, the mechanically rotating dish antenna places a fun-

damental limit on volumetric update time. With the current volume coverage



patterns (VCP), the WSR-88D can complete a volumetric scan in four to five
minutes when observing convective storms (FMH Apr. 2006). It is understood
that high-temporal-resolution observations can lead to improved understand-
ing and warning of hazardous weather phenomena (Miller and Kropfli 1980;
Carbone et al. 1985). Not surprisingly, a survey of National Weather Service
forecasters and television weather forecasters showed that the current update
time of four to five minutes for the WSR-88D could miss significant storm
evolution and transition. Tornadic storms, squall lines, and downbursts were
pointed out as especially problematic due to the coarse temporal resolution of
the WSR-88D (LaDue et al. 2010). To address some of the concerns about the
slow update time, the Supplemental Adaptive Intra-Volume Low-level Scan
(SAILS) has been proposed to improve the update time for the lowest eleva-
tions of a volume scan (ROC 2013). Used in conjunction with the Automated
Volume Scan Evaluation and Termination (AVSET) (Chrisman 2012), SAILS
can almost cut in half the update time for the lowest elevation (0.5° usually)
by inserting an additional scan of the lowest elevation angle in the middle of a
volume scan. However, providing faster updates only for the lowest elevation
is not a perfect solution because there are phenomena that develop in the upper
atmosphere that could be missed by SAILS. Also, by inserting additional scans

for the lowest elevations, the update time for the entire volume is increased in



some cases. In 2014, the Multiple Elevation Scan Option for SAILS (MESO-
SAILS) was proposed that allows the insertion of up to three additional scans
of the lowest elevation evenly spaced in the volume scan (Chrisman 2014).
The additional scans would significantly improve the coverage of the lower
atmosphere, but the update time for the entire volume is further increased and
the coverage of the upper atmosphere is sacrificed.

A natural solution to achieve faster update times is to transition from dish-
antenna radars to phased-array antenna radars. A phased-array radar uses dis-
crete radiating elements to emulate a continuous distribution that would be
applied to a reflector antenna. Each radiating element is excited by signals
that have a carefully determined amplitude and phase such that the sum of
signals from all the radiating elements produces the desired radiation pattern.
Being able to rapidly change the radiation pattern electronically, phased-array
radars can execute adaptive scanning strategies much more easily. The Na-
tional Weather Radar Testbed phased-array radar (NWRT PAR) was developed
as a proof-of-concept phased-array weather radar in Norman, OK. By utiliz-
ing the electronic steering ability of the PAR and adaptive scanning strategies
(Reinoso-Rondinel et al. 2010; Priegnitz et al. 2014), it was shown that the
NWRT PAR can achieve 60-second volumetric update times without sacrific-

ing data quality (Heinselman et al. 2008; Heinselman and Torres 2011; Curtis



and Torres 2011; Torres et al. 2016). The 2010 Phased-Array Innovative Sens-
ing Experiment (PARISE) showed that the high-temporal-resolution data from
the NWRT PAR resulted in increased tornado warning lead times for weak tor-
nados and increased confidence levels in the data (Heinselman et al. 2012).
The 2012 PARISE experiment confirmed that high-temporal-resolution data
led to forecasters’ improved ability to match the data to their conceptual model
for the storms, which resulted in higher confidence levels in the warnings and
increased tornado warning lead time (Heinselman et al. 2015). In severe hail
and wind events, high-temporal-resolution data improved the probability of
detection, lowered the probability of false alarm, and increased the median
warning lead-time (Bowden et al. 2015; Bowden and Heinselman 2016).

In addition to the WSR-88D network, the USA also has multiple radar net-
works supporting aviation missions. The Terminal Doppler Weather Radars
(TDWR) are deployed near major airports to detect hazardous weather and
wind shear (Michelson et al. 1990), the Airport Surveillance Radar (ASR)
series is used for short-range terminal air traffic control, and the Air Route
Surveillance Radar (ARSR) series is used for long-range air route surveil-
lance. Operating, maintaining, and upgrading multiple single-mission radar
networks is costly. As the WSR-88D network reaches the end of its expected
life, there is an opportunity to use a network of multifunction radars to re-

place several single-mission radar networks; this would significantly reduce



the number of radars and the associated maintenance cost. A network of mul-
tifunction phased-array radars (MPAR) supporting both aircraft and weather
surveillance missions has been proposed (Weber et al. 2007; Zrni¢ et al. 2007;
Weadon et al. 2009). An MPAR system should to match the sensitivity, spa-
tial resolution, and data quality of the WSR-88D while having a update time
of 60 seconds for weather surveillance; it is also required to have the same
revisit time and minimum detectable signal as the current air traffic control
radars (FAA 2013). Assuming MPAR has four faces that can be operated in-
dependently, a quick calculation shows that reducing the WSR-88D update
time (four to five minutes) by a factor of four is not enough to meet MPAR’s
weather surveillance update time requirements since the radar must also allo-
cate time for aircraft surveillance missions. A potential solution to meet the
timeline requirement for MPAR is to utilize multiple receive beams, which has
already been exploited by the wind profiling radar community (Palmer et al.
1998; Cheong et al. 2004). Calculations in Zrni¢ et al. (2015) showed that a
four-faced MPAR radar would need to transmit and receive three beams per
face to achieve the desired timeline. To achieve the required receive beams,
a multiple-frequency (Weber et al. 2007), time multiplexing (Melnikov et al.
2015), spilt transmit beam (Fadlallah et al. 2008), or spoiled transmit beam

(Isom et al. 2013) approach can be used. Figure 1.1 illustrates a multiple
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Figure 1.1: Illustration of the multiple frequency approach to achieve multiple receive beams.
The different colors correspond to beams operating on different frequencies. The three transmit
beams (top) and receive beams (bottom) are steered to -30°, 0°, and 30° respectively. The

downside of this approach is that the bandwidth requirement is large.

frequency approach where three beams with different frequencies are trans-
mitted sequentially and steered to scan in different directions. The top panel
of Figure 1.1 shows the radiation patterns of three transmit beams operating
with different frequencies (different color) and scanning in different directions.
The bottom panel shows the receive beams that are steered in the direction of
the transmit beam with the matching frequency. Essentially, three independent
radars are operating at the same time sharing a single antenna. A significant
downside to this multiple frequency approach is that it requires a large band-

width to operate, which is an expensive resource.
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Figure 1.2: Illustration of time multiplexing approach to achieve multiple receive beams.
Transmit beams pointed in different directions are transmitted in succession, and the receive
beam is formed to receive simultaneously from all illuminated directions. This approach

increases the blind range of the radar and can only be used with short transmit pulses.

Instead of multiple frequencies, it is possible to transmit successive pulses
in different directions and receive from all those directions simultaneously.
This time multiplexing approach is illustrated in Figure 1.2, where the top
panel shows the three successive transmit beams pointed in different directions
and the bottom panel shows the receive beam that receives simultaneously
from the three directions illuminated by the succession of transmit beams. Sig-
nal processing techniques can be used to mitigate cross-beam contamination,
but the successive transmissions increase the blind range of the radar and re-

quire short transmit pulses (Melnikov et al. 2015).



Other approaches take advantage of the ability of a phased-array radar to
synthesize desirable beam patterns. The split transmit beam approach utilizes
a transmit beam with multiple mainbeams as shown in the top panel of Fig-
ure 1.3. The key difference between Figures 1.3 and 1.2 is that the energy is
radiated toward -30°, 0°, and 30° simultaneously in the split transmit beam ap-
proach. The receive beam in this approach also receives simultaneously from
all directions illuminated by the transmit beam. One obvious downside to this
approach is the loss of sensitivity due to the spreading of energy in multiple
directions. Moreover, it is difficult to synthesize and maintain the required
beam pattern to reduce contamination from different directions.

Instead of using a transmit beam that illuminates directions that are far
apart, it is possible to generate a spoiled transmit beam that illuminates a large
volume where a cluster of receive beams can be formed within the illuminated
volume. Figure 1.4 illustrates this spoiled transmit beam approach. In this
example, the spoiled transmit beam (top panel) illuminates a volume where
three simultaneous receive beams (bottom panel) can be formed. The loss of
sensitivity is similar to that of the split transmit beam approach, but it is much
easier to synthesize and maintain the types of transmit and receive beams in
this approach. However, a significant disadvantage of using a spoiled transmit
beam and simultaneous receive beams is that the two-way radiation pattern

sidelobe levels are high because they are mainly determined by the (one-way)
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Figure 1.3: Illustration of split transmit beam approach to meet the timeline requirement. A
transmit beam that illuminates multiple directions is used, and the receive beam is formed to
receive simultaneously from all illuminated directions. A sensitivity loss is expected since
energy is spread over multiple directions. Difficulties to synthesize and maintain the required

beam pattern are also concerns.

sidelobe levels of the receive beams. The spoiled transmit beam is also more
likely to illuminate unwanted clutter targets. This, combined with the high
sidelobe levels of the two-way pattern, means that estimates of radar variables
are more likely to be biased. Traditionally, aggressive tapering is used to drive
down the sidelobe levels of the receive beams, which leads to loss of spatial
resolution and sensitivity (Harris 1978). A potential solution to this sidelobe
issue with spoiled transmit beams is to take advantage of a digitized phased-

array weather radar’s capability to change the receive radiation pattern via
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Figure 1.4: Illustration of the spoiled transmit beam approach to meet the timeline requirement.
A transmit beam that illuminates a large volume is used, and a cluster of simultaneous receive
beams is formed within the illuminated volume. A sensitivity loss similar to the split transmit
beam approach is expected, but the required beam pattern is easier to synthesize and maintain

in this approach. However, the sidelobe levels become a major concern for weather radars.
adaptive beamforming, which can help reject unwanted interference signals
through spatial filtering (Stoica and Moses 2005).

Many adaptive beamforming methods have been developed in the litera-
ture for applications involving signals that can be modeled as point sources

(Stoica and Moses 2005; Capon 1969; Er and Cantoni 1985; Cox et al. 1987,
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Li et al. 2003, 2004; Elnashar et al. 2006; Lie et al. 2010). The minimum-
variance distortionless response beamformer, also known as the Capon beam-
former (Capon 1969), forms the foundation of many later versions of adap-
tive beamforming algorithms. Many authors recognized that the Capon beam-
former is sensitive to errors in the steering vector and proposed alternative
methods to improve its robustness. Diagonal loading quickly became a well-
known method to control the white-noise gain and improve the robustness of
the beamformer (Stoica and Moses 2005), but in many cases, the choice of the
loading factor is ad-hoc and has no theoretical basis. A method that uses an un-
certainty set to calculate the optimum loading factor was proposed in Li et al.
(2003), but the parameter controlling the size of the uncertainty set becomes
another data-independent parameter. Furthermore, the majority of the exist-
ing adaptive beamforming algorithms in the literature are designed to detect
and reject a finite number of point targets. However, for weather radars, the
signal of interest is from distributed targets, namely the hydrometeors that fill
spaces much larger than the radar resolution volume. Thus, direct application
of adaptive beamforming methods intended for point sources to weather radars
could lead to significant biases in estimated radar variables (Nai et al. 2013a;
Yoshikawa et al. 2013). A minimum-mean-squared-error (MMSE) framework
to iteratively estimate the weather signal was developed by Yoshikawa et al.

(2013). One advantage of the MMSE approach is that it can produce accurate
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estimates with limited samples, unlike methods based on inverting the sample
covariance matrix that require a number of samples large enough to ensure
the sample covariance matrix is not singular. However, the iterative nature of
the MMSE method means it is computationally complex and time consuming,
and is best suited for offline processing instead of real-time implementations.
In an attempt to reduce the number of samples needed for adaptive beamform-
ing, approaches based on the concept of beamspace were proposed (Chapman
1976; Bienvenu and Kopp 1984; Brookner and Howell 1986; Li and Liu 1994).
Some classical direction-of-arrival estimation methods, such as MUSIC and
ESPIRT, have been adapted to operate in beamspace as well (Zoltowski et al.
1993; Xu et al. 1994). More recently, adaptive beamspace beamforming also
has found application in medical imaging (Rodriguez-Rivera et al. 2006; Nilsen
and Hafizovic 2009), sonar (Somasundaram 2011), communications (Vook
etal. 2013), and radar (Li and Lu 2006; Hassanien and Vorobyov 2009; Lamare
et al. 2010). The essential property of adaptive beamspace processing is the
reduction of data dimensionality via pre-processing. Instead of applying the
adaptive algorithm to the output of the receive channels directly, beamspace
methods first form a set of non-adaptive beams, where the number of beams
formed is usually much smaller than the number of receive channels. By feed-

ing the output of the non-adaptive beams (instead of the output of the receive
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channels) into an adaptive algorithm, the dimensionality of the problem in the
adaptive step can be significantly reduced.

This dissertation proposes an adaptive beamspace algorithm designed for
phased-array weather radar that utilizes a spoiled transmit beam and a clus-
ter of simultaneous receive beams to achieve the desired timeline. Taking
advantage of the adaptive algorithm’s ability to automatically adjust sidelobe
levels to match the scene, the high-sidelobe problem associated with a spoiled
transmit beam is mitigated. Chapters 2 and 3 will provide background infor-
mation on weather radars and phased-array radars. Chapter 4 will describe
the proposed adaptive beamspace algorithm in detail, and will show that adap-
tive beamspace processing can produce accurate and calibrated estimates of
weather radar variables through extensive simulations. Furthermore, simula-
tion results in Chapter 4 will show that the adaptive beamspace algorithm can
automatically reject interference signals and reduce their impact on the radar-
variable estimates, and it can perform similarly to a low-sidelobe dish antenna
system in terms of data loss due to large biases when reflectivity gradients are
present despite the higher sidelobe levels. Finally, in Chapter 5, the adaptive
beamspace algorithm will be shown to compare favorably to some alternative
solutions that can also achieve the desired MPAR timeline requirement. Con-

clusions and future work will be discussed in Chapter 6.
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Chapter 2

Weather Radar Fundamentals

Weather radars, such as the WSR-88D, are some of the most advanced instru-
ments available to remotely observe the atmosphere. By radiating pulses of
electromagnetic energy at microwave frequencies and collecting information
about the atmosphere based on the energy backscattered to the radar by hy-
drometeors or other targets, weather radars are capable of monitoring severe
weather and producing advanced measurements that can further our under-
standing of the atmosphere (Serafin and Wilson 2000). The spectral moments
(and more recently the polarimetric variables) are the fundamental weather
radar measurements that are used by operational forecasters and as inputs
to many automatic algorithms, such as quantitative precipitation estimation
(QPE) and mesocyclone detection. Signals from non-meteorological scatter-
ers, also referred to as clutter, can bias the measurements from the signals of
interest and must be mitigated to ensure the quality of radar products. To bet-
ter understand how a weather radar functions, this chapter will first discuss
the basic components of a weather radar. Then the discussion will focus on

the signal processing techniques required to accurately estimate the statistical
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properties of the targets. Lastly, the current scanning strategies and the need

for faster update times for the next generation of weather radars are presented.

2.1 Fundamentals of Radar Design

A weather radar is generally composed of three major components: the trans-
mit chain, the antenna, and the receive chain. A simplified block diagram of a
Doppler radar is shown in Figure 2.1. In Figure 2.1, the pulse modulator and
power amplifier form the transmit chain of the radar; and the mixers, low-pass
filters (LPF), and signal processing unit form the receive chain. Each major

component will be discussed in detail next.

2.1.1 Transmit Chain

The transmit chain starts with the stable local oscillator (STALO), which gen-
erates a continuous-wave signal at a fixed radio frequency. This signal is de-

noted by f(¢) in Figure 2.1 and can be expressed as

f(t) =cosRmfot + ), (2.1)

where f, is the carrier frequency, ¢ is time, and V; is the initial transmitter
phase. After the continuous-wave signal is generated, it is modulated by a

pulse signal given by

1 0<rr<7t
u(t) = , (2.2)

0 otherwise
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Figure 2.1: Simplified weather radar block diagram. A continuous wave at the desired

frequency is generated by the STALO. It is then modulated and amplified before being

radiated into the atmosphere. The received signal is demodulated and filtered into in-phase

and quadrature components for processing (adapted from Doviak and Zrni¢ 1993).
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where 7 is the pulse width. The pulse width is an important factor in determin-
ing several key features of a radar. First of all, the pulse width is related to the
sensitivity of the radar, which describes the weakest backscattered signal that
a radar can detect and extract useful information from. For weather radars,
high sensitivity is especially important because it allows the radar to observe
phenomena such as gust fronts and clear-air scattering. Secondly, the pulse
width also determines the range resolution of the radar when it is transmit-
ting single-frequency waveforms. The range resolution for point target radars,
which is the minimum distance separating two targets that allows the radar to

distinguish the two targets, is given by

cT
Ar = — 2.3
r=- (2.3)

where Ar is the range resolution, and c is the speed of light. The range resolu-
tion for weather radars are determined by the 6-dB width of the range weight-
ing function described in later sections. Finally, for a monostatic radar (i.e.,
the same antenna is used for both transmit and receive), the pulse width also
determines the blind range since the radar cannot typically receive while trans-

mitting. The blind range is given by

=5 =4 (2.4)

Trade-offs between sensitivity, range resolution, and blind range must be con-

sidered when selecting a pulse width. To improve the sensitivity, a longer
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pulse is desirable since more energy would be radiated by the radar. However,
a long pulse also lengthens the blind range and worsens the range resolution.
One possible way to address this dilemma is to use pulse compression, which
transmits a long pulse with frequency or phase modulated waveforms. For
such advanced waveforms, the range resolution is no longer proportional to
the pulse width. Instead, it is determined by the bandwidth of the modulated
waveform (Skolnik 2001). This allows for good sensitivity and range resolu-
tion to be achieved simultaneously. The increased blind range can be mitigated
using a short fill pulse (Cheong et al. 2013).

The pulse modulated signal must be amplified to the desired power level be-
fore being radiated into the atmosphere through the antenna. There are many
types of power amplifiers, and Table 2.1 lists the advantages and disadvan-
tages of some common types. Klystron amplifiers with a large peak power are
used by the WSR-88D to generate pulses with good spectral purity (i.e., power
is not spread to frequencies other than the intended frequency band) (Doviak
and Zrni¢ 1993). Another type of transmitter is the magnetron, which has a
smaller size and operates at lower voltages compared to the Klystron amplifier.
However, the transmit phase from a magnetron is not constant between trans-
mitted pulses, and spectral leakage can occur (Skolnik 2001). Both Klystrons
and magnetrons can generate peak powers in the megawatt range, which is

ideal for a pulsed radar. Solid-state power amplifiers (SSPA) usually produce
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much lower power and, multiple devices are typically needed to generate the
required power for weather radars. Due to their small size and lower cost,
SSPA are ideal for active phased-array systems that require transmitters for
each individual radiating element. Both Klystron amplifiers and SSPAs pro-
vide a stable transmit phase (y;) from pulse to pulse, which is necessary for
Doppler processing (Skolnik 2001). After power amplification, the signal is

radiated into space through the antenna, which is discussed next.

Table 2.1: Comparison of common power amplifiers used in radar systems.

Transmitter Type Advantages Disadvantages
Klystron High power Large size
Steady phase High cost
Magnetron High power Spectral leakage
Inexpensive Random phase
Solid-state power Small size Low power
amplifier (SSPA) Steady phase
Low distortion
Inexpensive

2.1.2 Antenna

The antenna of a radar system focuses the radiated power into a certain di-
rection (or beam) on transmit and allows the radar to accurately determine

the location of a target in azimuthal and elevation direction. Furthermore,
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concentrating the radiated power into a beam also allows the radar to detect
targets that are farther away from the radar compared to when the power is
radiated isotropically. On receive, the antenna can act as a spatial filter to
attenuate backscattered signals from directions other than the direction of in-
terest. The function that describes the distribution of radiated power is known
as the radiation pattern (also referred to as the beam pattern). Some common
types of antenna include dipole, patch, reflector, phased-array, and many more.
Figure 2.2 shows a parabolic reflector (dish) antenna used by WSR-88D, Fig-
ure 2.3 shows a fan beam reflector antenna used by airport surveillance radar
(ASR), and Figure 2.4 shows a phased-array antenna. The phased-array an-
tenna is based on the concept of using many discrete radiating elements to
simulate a continuous distribution of currents. The ability to control the am-
plitude and phase of each radiating element gives the phased-array antenna
greater flexibility to synthesize a desired beam pattern to help the radar fulfill
1ts missions.

There are some important parameters that are used to descibe an antenna
beam pattern, as shown in Figure 2.5. The main lobe refers to the peak of
the pattern pointed toward the direction of interest, and sidelobes refer to any
peaks in the pattern other than the main lobe. In Figure 2.5, the peak of the
main lobe is pointed at 0° and is normalized to have unit gain (0 dB). The 3-dB

beamwidth refers to the angular spread between the points where the radiated
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Figure 2.2: S-band parabolic reflector antenna used by the WSR-88D (Ice et al. 2015). This
dish antenna has a diameter of 8.53 m and produces a beam with 0.93° 3-dB beamwidth with
low sidelobes. The antenna is to be rotated in azimuth and tilted in elevation to allow the

narrow beam, also referred to as a “pencil” beam, to scan an entire volume.

power is 3 dB below the peak of the main lobe (indicated by the red dashed
line). For point target radars, the 3-dB beamwidth determines the minimum
separation that is required between two targets with the same backscattering
cross section that the radar can successfully distinguish. For distributed targets
of interest to a weather radar, the 3-dB beamwidth of the two-way radiation
pattern determines the angular dimension of the resolution volume. The range
dimension of the resolution volume is determined by the 6-dB width of the
range weighting function that will be described in the next section.

Antenna sidelobes determine how much power is being radiated towards
directions other than the direction of interest. Since any received signal is

assumed to be backscattered from targets in the direction of the main lobe,
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Figure 2.3: S-band ASR antenna (courtesy of Wiley/Wilson). This antenna produces a beam
that is narrow in the azimuth dimension and wide in elevation dimension, which is commonly
referred to as a “fan” beam. By having a wide beamwidth in elevation, the radar can complete
a volume scan by only rotate in azimuth. This allows for faster updates but the position of the

target in elevation cannot be accurately estimated.
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Figure 2.4: Phased-array antenna for the National Weather Radar Testbed in Norman, OK.
This antenna is composed of 4352 radiating elements, and it can electronically steer the beam
to £45°. The 3-dB beamwidth is 1.5° at broadside (the direction that is normal to the plane
of the array) and widens to 2.1° when steered to 45°. The ability to electronically steer the
beams allows for adaptive scanning strategies that focus on regions of interest to provide faster

updates (Zrni¢ et al. 2007).
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the ideal beam pattern would have no sidelobes, but such a pattern cannot
be achieved in a real antenna. To prevent targets located in the directions of
the sidelobes from contaminating signals from targets in the direction of the
main lobe, the sidelobe levels should be as low as possible, especially for
weather radars that deal with storms that cover a large volume of space and
have a large dynamic range. It is possible for a weather radar to encounter
cases where volumes of space with little to no hydrometeors are adjacent to
volumes with large hail and raindrops. When the main lobe is pointed at the
volume with no hydrometeors, the backscattered signal from adjacent volumes
can “leak” through the sidelobes of the pattern and appear to be from the main

lobe, which could introduce biases in the radar variables.

2.1.3 Receive Chain

After transmitting the electromagnetic energy, the radar begins to receive backscat-

tered signals. For a single scatterer at range r, the received signal has the form

V(t,r) =|A|cos l27rf0 (z‘— %) +%+Ws] u (t— %) , (2.5

where |A| is the amplitude of the received signal, and y; is the phase intro-
duced by the scatterer. The received signal can be considered as the real part

of a complex phasor signal, which is written as
: 2r . _ 2r
V(t,r) = |Alexp []27tf0 (t— ?> +]1I/z+]1[/s‘| u (t— ?> , (2.6)

26



Example Beam Pattern

Normalized Gain (dB)

.| _Peak sidelobe level

|
|
|
|
|
|
|
|
|
|
|
I
|
|
|
|
|
|
|
|
|
|

Sidelobes

50+ PR i
3 dB Beam
Width |
-60 Il Il Il L 11 Il Il Il
=10 -8 -6 6

Figure 2.5: Example beam pattern showing parameters used to describe it. The main lobe
is the peak of the pattern that is pointed in the direction of interest (0° in this example), and
sidelobes are the other peaks in the pattern. The 3-dB beamwidth is the angular separation
between the point where the radiated power is 3 dB (red dashed line) below the peak of the
mainlobe, and it determines the angular resolution of the radar. By having low sidelobes, the

antenna can spatially filter out signals arriving from directions other than the direction of

interest.

-4 -2 0 2 4
Beam Pattern Angle (deg)

27

10



where jis v/—1, I(t,r) is the in-phase component, and Q(t, ) is the quadrature
component. The block diagram in Figure 2.1 shows that (¢, r) is generated by
mixing the received signal with a reference signal generated by the STALO
followed by a low-pass filter. Q(z,r) is generated in the same way as I(z,r)
except that the second input to the mixer is a 90° phase-shifted STALO ref-
erence signal. The low-pass filters (LPF) following the mixers remove the
high-frequency components generated during the mixing process and keep the

baseband signals. Mathematically, /(¢,r) and Q(¢,r) are expressed as
A 4mr 2r
I(t,r) = %COS (T — Y — I/IS) u (t - ?> (2.8)

o(t,r) = —\|/f%| sin (4;” oy %) u <t - %) , 2.9)

where A is the wavelength of the carrier. The % term is a scaling factor so that

and

the sum of average signal powers in /(¢,r) and Q(t,r) is equal to the average
signal power of V (¢, r) over a cycle of the microwave signal. The phase of the
complex received signal is

A
(1) = —Trwtws (2.10)

and its time derivative is

dy, 4w dr 4r
== T =y, 2.11
dr A dt A Y ( )

Wy

where @, is the Doppler shift measured in radians per second and v, is the

Doppler velocity, also referred to as the radial velocity of the scatterer. The
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accepted convention in the weather radar community is that a scatterer mov-
ing towards the radar will have a positive Doppler shift and a negative radial
velocity.

The previous discussions assumed an ideal system; in any real system,
there is always noise in addition to the signal of interest. A matched filter
is usually used to enhance detection of the signal in noise (Skolnik 2001). To
process the match filtered signal, the (¢,r) and Q(¢,r) signals are sampled in
range and sample time. Each sample in range time represents the combined
backscattering of particles in a volume of space called the “resolution volume”.

The location of each resolution volume is determined by

= — 2.12
r=-—7, (2.12)

where r is the range to the resolution volume, and 7, is the range-time sam-
pling delay after transmitting a pulse. The range depth of each resolution
volume is controlled by the range weighting function |W (r)|, which is the re-
sponse of the matched filter to a transmitted pulse (Doviak and Zrni¢ 1993).
The backscattered signal from scatterers located near the peak of the range
weighting function are weighted more than the backscattered signals from
scatterers located at the edge of the range weighting function. The 3-dB point
of the range weighting function determines the range extent of a resolution
volume, and, for a rectangular transmitted pulse, it is approximately given by

Equation (2.3).
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The angular width of the resolution volume depends on the 3-dB beamwidth
of the antenna and the range of the resolution volume. Each sample along
range time corresponds to a different resolution volume, which is also referred
to as a range gate. Weather radars are not only capable of measuring the range
to the scatterers, they can also measure their radial velocity.

The radial velocity of the scatterers is directly proportional to the frequency
of the baseband I(¢,r) and Q(¢,r) signals as shown in Equation (2.11). Since
I(t) and Q(t) (the r dependence is dropped when considering a single reso-
lution volume) have much longer period than the pulse width, the change in
I(t) and Q(¢) during a single pulse is extremely small and cannot be used to
determine the frequency of the baseband signal. A solution is to transmit mul-
tiple equally spaced pulses to sample the baseband signal (in sample time) and
to use the samples to measure the radial velocity of the scatterers. The pulse
repetition time (PRT), 7, controls the time between transmitted pulses. To
successfully recover the baseband signal from the sampled signal, the Nyquist
sampling theorem requires that the sampling frequency, f; = 1/T, is at least
twice the highest frequency of the signal being sampled; otherwise, aliasing
is likely to occur. Aliasing occurs when a continuous-time signal with higher
frequency is reconstructed as a lower-frequency signal from its samples. In
weather radar applications, aliasing implies that the radial velocity measured

by the radar is different from the true radial velocity by integer multiples of
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2v,, where v, is the maximum unambiguous velocity, or aliasing velocity. The

maximum unambiguous velocity can be derived from Equation (2.11) as fol-

lows:
4
O = T”va 2.13)
Oy = 27rfmax (214)
s
max — A 2.1
/i > (2.15)
4
T”Va _ 27:% (2.16)
A
., = t—. 2.17
1% T, (2.17)

Transmitting multiple pulses to sample the baseband signal enables the radar
to measure the radial velocity of scatterers, but it also introduces the potential
for range folding. Range folding occurs when the return signal from scatterers
far away from a pulse does not reach the radar until after another pulse is
transmitted, resulting in a measured time delay 7 that is different from the
true time delay by integer multiples of 7;. The maximum range the radar can
measure without range ambiguity is referred to as the maximum unambiguous
range, r,, and is given by

ra= 8. (2.18)

From Equations (2.17) and (2.18), it is easy to see that a long PRT allows
for a longer r, but a smaller v, and vice versa. This problem is known as the

“Doppler dilemma”. WSR-88D radars combine a long PRT to measure range
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and a short PRT to measure radial velocities of weather phenomena wherever
range folding or velocity aliasing are likely to occur.

After describing the basic operations of a radar and some of its basic com-
ponents, the radar equation is introduced next to describe the basic relationship

between the radar and a point target.

2.1.4 Radar Equation

Assume a radar transmits a pulse with peak power P, and a target with backscat-
tering cross section 0Oy, is located at range r with azimuth and elevation angles

¢ and 0, respectively. The received power is given by (Doviak and Zrnié

1993)

. Ptgtgr}tzcbftz(ea (P)fig(e) (P)
- (432 |

P, (2.19)

where g; and g, are the directive gains of the transmit and receive antenna, f;
and f, are the normalized beam patterns of the transmit and receive antenna,
and [/ is the total loss. For a monostatic radar, usually g; = g, and f; = f,.
However, for a phased-array radar, it is possible to have different transmit and
receive beam patterns that could result in different gains and beam patterns.
Equation (2.19) is referred to as the radar equation, and it can be rearranged
to calculate the minimum detectable signal or maximum detectable range for
a particular radar and target. However, for weather radars that deal with dis-

tributed targets, the radar equation must be modified as explained next.
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2.2 Radar Signal Processing

The key difference between weather radars and other types of radars that de-
tect and track targets such as aircrafts is the target of interest. The target of
interest for weather radars consists of large number of hydrometeors filling
a volume much larger than the resolution volume. Each hydrometeor can be
considered as a point target, and the backscattered signals from different drops
add up coherently to form the received signal at the radar. It is impossible for
a weather radar to detect and estimate the signal for each individual drop, and,
as a result, the weather radar operates on the sum of the backscattered signals
to provide a statistical estimate of the properties of the drops within a reso-
lution volume. The properties of the drops are related to the received signal

through the weather radar equation derived next.

2.2.1 Weather Radar Equation

Since the received signal is the sum of backscattered signals from scatterers
in a resolution volume centered at range ry, the weather radar equation can be

written as (Doviak and Zrni¢ 1993)

P(ro) = /0 ? /O " /O (G (ro.r)dV (2.20)
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where P is the expected received power, and 1) is the reflectivity or the backscat-

tering cross section per unit volume. Reflectivity is defined as

n(r) = /0 " 6,(D)N(D, r)dD, 2.21)

where o, (D) is the expected backscattering cross section for a hydrometeor
with diameter D, and N (D, r) is the drop size distribution (DSD) that describes
the number of drops expected for different diameters. G in Equation (2.20) is

related to the characteristics of the radar and is given by

_ Cf2(60— 0,00 — )7 (60— 6,90 — 9)|W (ro,r)

G(}"(), }") - 1’412 ) (222)
Pgigr\?

C=——""+— 2.23

(47)? (2.23)

where 6y and ¢ represent the steering direction. The key difference between
the weather radar equation and the point-target radar equation is that the re-
ceived power is related to the reflectivity through a convolution with the beam
pattern, and the received power decreases with 72 rather than r*, which is the
result of the volume integral in Equation (2.20). Reflectivity is the variable of
interest to meteorologist and the process to estimate reflectivity from received

signal power is described next.

2.2.2 Calibration

From Equation (2.20), it is clear that the reflectivity and the received signal

power are not linearly related. The process to estimate reflectivity from the
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received signal power is referred to as weather radar calibration. Two key
assumptions that allow the estimation of reflectivity from the received signal
power are: 1) the product 1(r) f#(0,¢) is significantly larger only inside the
resolution volume defined by the beam pattern and the range weighting func-
tion; in other words, it can be neglected outside the resolution volume, and 2)
the reflectivity is constant within the resolution volume. If these assumptions
are satisfied, then 1(r) can be factored out of the integral in Equation (2.20)

resulting in the approximation

=\ Cn(ro) "2 2
Pv) = s F /0 w(r)Pdr, (2.24)

where F is the integral of the two-way beam pattern given by

F:/Ozﬂonﬁz((-),q))frz(e,q))sinGde(p. (2.25)
Using this approximation, reflectivity and the received signal power become
linearly related, and reflectivity can be estimated from the received signal
power by applying a constant calibration factor. For a dish antenna, the beam
pattern is designed such that it is significant only in the narrow main lobe, and
as a result, the assumption of constant reflectivity within this small volume is
more likely to be satisfied. The sidelobe levels of a dish antenna are designed
to be at least -50 dB near the main lobe and drop to at least -80 dB farther
away from the main lobe. With such low sidelobe levels, requirement (1) is
also met in most cases. With proper calibration, the radar variables defined in

the next sections can be estimated accurately.
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2.2.3 Radar Variables and Estimators

After range- and sample-time sampling, the complex received signal is a dis-

crete signal for each resolution volume, defined as

V(mT;) = I(mT;) + jQ(mT,) (2.26)

where m is the sample-time index. This discrete signal is also known as the
“time series”. The number of samples in each time series, usually denoted by
M, combined with the PRT determines the time the radar spends observing
each resolution volume, which is referred to as the dwell time, 7;. The dwell
time is calculated as

T, = MT,. (2.27)

For operational weather radars, the dwell time must not be too long in order
to have a reasonable update time for the whole coverage space and must not
be too short in order to estimate the spectral moments with the required preci-
sion. The dwell time also constrains the rotation rate of a mechanically steered
antenna.

For each resolution volume, the time series can be used to estimate the
Doppler spectrum, which is a power-weighted distribution of velocities that
describes the motions of all the scatterers in the resolution volume. Mathemat-

ically, the Doppler spectrum is the discrete-time Fourier transform (DTFT) of
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the autocorrelation function (ACF) of the time series. Assuming the underly-
ing random process for the time series corresponding to a resolution volume

1s ergodic, the ACF can be estimated as
| M=l]-1
R(I) = Jim H;O V*(m)V(m+1), (2.28)
where * is the complex conjugate operator, V (m) is the mth sample of the time
series, [ 1s the time lag between samples for which the autocorrelation is being
calculated, and T is dropped since it is understood that samples are taken 7j
seconds apart (Doviak and Zrnié¢ 1993).

The Doppler spectrum is then defined as

M—1
S(f)=lim T, Y R(l)e *HEL (2.29)

M—ro0

Since each time series only has a finite number of samples due to the
limited dwell time, robust estimators must be used to estimate the ACF and

Doppler spectrum. The biased estimator of the ACF is

F e VEmV(mD) ([ <M =1

R() = . (2.30)

otherwise

)

A common estimator of the Doppler spectrum is the periodogram, which is

expressed as (Doviak and Zrni¢ 1993)

TM 1M—
=X Z n)e /2R Ts(n=m) (2.31)

m=0 n=0
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In the case where reflectivity and shear fields are uniform, the shape of the
Doppler spectrum follows the shape of the weighting function given by Equa-
tion (2.22) (Doviak and Zrni¢ 1993). Since the antenna pattern and the range
weighting function for weather radars can be approximated by Gaussian func-
tions in most cases, the Doppler spectrum will have a Gaussian shape as well.
Moreover, the motion of each hydrometeor within the resolution volume is
the sum of contributions from several different types of motion (i.e., uniform
wind, shear, and turbulence), and each type of motion produces a Doppler
spectrum associated with it. Since the overall Doppler spectrum is the convo-
lution of these independent spectra, its shape will approach that of a Gaussian
regardless of the shape of the individual spectra (Doviak and Zrni¢ 1993). Ob-
served Doppler spectra confirms the Gaussian shape assumption under many
conditions. However, non-Gaussian spectra with features such as dual peaks,
wide flat tops, or a single Gaussian with strong tails have been observed and
studied (Yu et al. 2009). Once the spectrum is assumed to have a Gaussian
shape, three parameters can completely describe its shape: the signal power,
the mean radial velocity, and the spectrum width. The signal power is the

zeroth moment of the spectrum and is defined as
S = / S(v)dv, (2.32)

where S is the signal power and S(v) is the Doppler spectrum. The frequency

dependence of the spectrum is converted to a velocity dependence, related by
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Equation (2.11), for convenience of interpretation. The signal power can be
converted to reflectivity, by adding a range correction and the radar calibration
constant, determined using Equation (2.24). As shown in Equation (2.21), re-
flectivity is related to the backscattering cross section of the hydrometeors in
the resolution volume. For spherical raindrops with diameters that are small
compared to the wavelength (i.e. the Rayleigh approximation), the backscat-

tering cross section can be approximated by
r° 2 6
0y(D) ~ F|Kw| D, (2.33)

where K,, is the complex refractive index of water. Substituting Equation (2.33)
into (2.21) to obtain

TCS 2
=73 Kw|”Z, (2.34)

where Z is the reflectivity factor and is given by
Z= / DN (D, r)dD. (2.35)
0

In situations where the Rayleigh approximation does not apply, the reflectivity
can be converted to an equivalent reflectivity factor (Z,) by (Doviak and Zrni¢
1993)

755 o)
n= 2 K| Ze, (2.36)

Since Z ( Z,) is directly related to the number, type and size distribution of the
hydrometeors in the resolution volume, it can be used by automatic algorithms

to generate products such as quantitative precipitation estimation.
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The mean radial velocity is the first moment of the spectrum and is defined
as
1 oo

= vS(v)dv, (2.37)

where v, describes the mean motion of the hydrometeors inside the resolution
volume. The spectrum width, G,, is the second central moment of the spectrum
and 1s defined as
ol = é /_ ) [v—7,]2S(v)dv. (2.38)
The spectrum width measures the shear and turbulence inside the resolution
volume. The antenna rotation also contributes to increase the measured spec-
trum width for operational weather radars.
In practice, the integral definitions of the three moments cannot be used to
calculate the spectral moments. Instead, time-domain and frequency-domain
estimators are used to estimate the spectral moments. In the time domain, the

signal power is estimated as
» 1!
S=—1Y [v(m)*. (2.39)
M m=0

The radial velocity can be estimated from the ACF. According to Doviak

and Zrni¢ (1993), the ACF for a Gaussian spectrum is
R(ITy) = S exp|—8(awlT, /A ) e 47 T/A L N, (2.40)

where [ is an integer index of the time-lag of the ACF function, N, is the mean

noise power, and §; is the Kronecker delta function that is equal to 1 when
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[ =0 and 0 when [ # 0. The mean radial velocity can be estimated using the

phase of the ACF at lag T;:

R A n
V= _47rTs argRy, (2.41)
where
5 1 &
Ri=— ¥ 1 2.42
| M_lngov (m)V(m+1), (2.42)

and the arg function returns the argument of a complex number. In Equa-
tion (2.41), the true ACF at lag Ty was replaced with an estimate R, and R,
1s calculated using Equation (2.42). Similarly, the spectrum width for a Gaus-
sian spectrum can be estimated using the magnitude of the ACF. The spectrum

width estimator using S and R, is given by

The bias, variance, and limitations of the estimators given above along with

1/2
) 2 /

the spectral processing estimators are discussed in detail in Doviak and Zrni¢
(1993). A Doppler spectrum for weather signals is shown in Figure 2.6. In
this example, the red triangle is the estimated mean radial velocity and the
horizontal bar centered on the estimated mean radial velocity indicates the
estimated spectrum width.

Through recent upgrades, the WSR-88Ds have the capability to transmit

both horizontal and vertical polarized waves simultaneously, this enables the

41



Weather Spectrum

Power (dBm)

_80 I I I I I I I
-30 -20 -10 0 10 20 30

Doppler Velocity (m/s)

Figure 2.6: Typical Doppler spectrum for a resolution volume containing hydrometeors. The
red triangle indicates the estimated mean radial velocity and the horizontal bar centered on the

triangle indicates the estimated spectrum width.
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estimation of three more polarimetric variables of interest: differential reflec-
tivity, correlation coefficient, and differential phase. Differential reflectivity is
the ratio of received powers in the horizontal and vertical polarizations, and it

is estimated by (Doviak and Zrni¢ 1993)

Zpr = 10log <“;—’:> , (2.44)
where $, and S, are the signal power, estimated using Equation (2.39) for
the horizontal and vertical polarizations respectively. It is expected that drops
with horizontally aligned major axis will produce positive Zpr while drops
with vertically aligned major axis will produce negative Zpg. This ability to
differentiate the shape of the drops can help to improve the accuracy of rainfall
rate estimation and to detect the presence of hail (Kumjian 2013).

The correlation coefficient, pp,, between the received voltages of the two

polarizations is given by

E{V,V)}
J(0) == h v T 2.45
Prv(0) 5.5, (2.45)

where V, and V,, are the received signal voltages for the horizontal and vertical
polarizations, respectively. The correlation coefficient is a measure of the di-
versity of the scatterers in the resolution volume, where a large variety in the
types, shapes, and orientations of the scatterers leads to decreased correlation

coefficient. The presence of non-meteorological scatterers can also lead to a

low ppy (< 0.8) (Kumjian 2013).
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The specific differential phase (Kpp) is the range derivative of the differen-

tial phase (®pp), which is given by

Ppp =argE{V, 'V, }. (2.46)

®pp is the difference in phase shift as the horizontal and vertical polarized
waves propagate through scatterers, and it is not affected by attenuation, which
makes it an attractive option for attenuation correction (Kumjian 2013). Kpp
can be used to detect regions of heavy rain, and can be used with Z;, to im-
prove rainfall estimations. Since the goal of this work is to analyze the first-
order trade-offs of applying adaptive beamspace algorithm to weather radar,
the spectral moments will be used as the radar variables to track the perfor-
mance of the algorithm for simplicity. For estimating the polarimetric vari-
ables, the same adaptive algorithm can be applied to received signals from the
horizontal and vertical polarizations independently to generate the received
voltage signals, and the estimators described in this section can be applied.
Analyzing the impacts of potentially having different adaptive weights for the
different polarizations on the estimation of the polarimetric variables is left as

future work.

2.2.4 Clutter Filtering

A significant source of error in estimating the radar variables is the presence

of returns from non-meteorological targets, commonly referred to as clutter.
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Common sources of clutter are insects, birds, trees, buildings, aircraft, or wind
turbines. Unwanted clutter signals cause biases to the spectral moment esti-
mates, and therefore must be removed to ensure the quality of the radar prod-
ucts. The most common occurring clutter is from ground returns or ground
clutter. In a resolution volume where hydrometeors and ground clutter are
both present, the spectral moment estimates are significantly biased by the
ground clutter as shown in Figure 2.7 (blue line). Ground clutter can be easily
recognized in the Doppler spectrum because it has zero radial velocity and
a narrow spectrum width. Time domain regression filters (Torres and Zrni¢
1999) and spectral domain methods, such as Gaussian Model Adaptive Pro-
cessing (GMAP) (Siggia and Passarelli 2004) and Clutter Environment Anal-
ysis using Adaptive Processing (CLEAN-AP) (Warde and Torres 2009), are
all possible solutions to mitigate the biases in spectral estimates caused by
ground clutter. The result after passing the spectrum through a ground clutter
filter (GCF) is shown in Figure 2.7 (red dashed line). The spectral estimates
for the weather only, ground clutter contaminated, and ground clutter filtered
spectra are listed in Table 2.2. In the example shown, the ground clutter filter
reduced the power bias from 12.30 dB to 0.0056 dB, the velocity bias from
-15.99 ms~! t0 -0.022 ms~!, and the spectrum width bias from 1.51 ms~! to
0.069 ms~!. GCF are effective at mitigating contaminations due to station-

ary targets, but they have limited effectiveness at mitigating contamination
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Figure 2.7: Typical Doppler spectrum for a resolution volume containing hydrometeors and
ground clutter (blue line). The ground clutter filter removed the majority of the clutter power
located near 0 ms~! (red dashed line). The spectral moment estimates after filtering are closer

to the estimates shown in Figure 2.6.

Table 2.2: Comparison of the spectral estimates before and after ground clutter filtering for

ground clutter contamination.

Power (dBm) | Radial Velocity (ms~') | Spectrum Width (ms™')
Weather Only -19.719 17.207 2.174
Before Filtering -7.415 1.220 3.684
After Filtering -19.714 17.185 2.243
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from non-stationary clutter, such as wind turbine clutter (WTC). The change
of WTC spectrum with respect to time is shown in Figure 2.8, where the x-axis
is Doppler velocity, the y-axis is time, and the color represents the power in dB

in each frequency bin (Isom et al. 2009). In Figure 2.8, there are three compo-

Wind Turbine Clutter Spectral Evolution
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Figure 2.8: Spectral evolution of the WTC signal. Each row is a Doppler spectrum for a 64-
sample time-series from a resolution volume containing a wind turbine. The three components
of WTC signal are the tower, hub, and flash as indicated on the figure extracted from Isom

et al. (2009).

nents in the WTC spectral evolution: the stationary ground clutter, the slowly

oscillating hub, and the flash. Figure 2.9 shows the result after applying a
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GCF to an example flash contamination. The estimated spectral moments are

compared in Table 2.3, where it is clear that a conventional GCF is ineffective

at mitigating WTC contamination.

Before Filtering
= = = After Filtering

Power (dBm)

1 1
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Doppler Velocity (m/s)

Figure 2.9: Dopper spectrum of a flash contamination. The GCF removed the tower signal but

is ineffective at removing the flash contamination. The flash contamination away from zero

Doppler is mostly unaffected by the filter and the spectral moment biases remain large.

Table 2.3: Comparison of the spectral moment estimates before and after ground clutter

filtering for WTC contamination.

Power (dBm) | Radial Velocity (ms~!) | Spectrum Width (ms~')
Weather Only -19.719 17.201 2.174
Flash; Before Filtering -9.740 -1.603 8.501
Flash; After Filtering -14.372 8.110 15.759
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An algorithm using range-Doppler spectra to mitigate WTC contamina-
tion was proposed in Nai et al. (2013b). However, with wind turbines being
discretely located in space, it is possible to utilize spatial filtering instead of
time/frequency filtering to mitigate WTC contamination. Advantages spatial
filtering compared to the method proposed in Nai et al. (2013b) are that spatial
filtering can be applied on a gate by gate basis and it does not require a priori

knowledge of the locations of the wind turbines.

2.3 Scanning Strategies

Weather radars not only must produce accurate estimates of the radar variables
discussed in the previous section, they must also provide updated information
at a reasonable rate. Some rapidly evolving phenomena such as tornado gene-
sis and microbursts can be missed by the radar if the update time is too long.
The current update time and scanning strategies of the WSR-88D and the de-

sired update time for the next generation of weather radars are discussed next.

2.3.1 Current VCP and Update Time

The current volume coverage patterns (VCP) used by WSR-88D are described
in the Federal Meteorological Handbook No. 11 Part C (FMH Apr. 2006).
When the radar is operating in precipitation mode, it can achieve an update

time between four minutes (VCP 12) to five minutes (VCP 11) when observing
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convective storms. For example, VCP 12 scans the lowest elevations (0.5° and
1.5°) using the split cut scan, which consists of two scans with different PRTs
to obtain reflectivity and spectrum width (first scan) and mean radial veloc-
ity and polarimetric variables estimates (second scan). The middle elevations
(2.4° to0 6.2°) are scanned in batch mode where a group of long PRT pulses are
followed by a group of short PRT pulses. The higher elevations (7.5° to 19.5°)
are scanned once with short PRTs. Recently, the SAILS has been proposed
to improve the update time for the lowest elevations of a volume scan (ROC
2013). However, providing faster updates only for the lowest elevation is not a
satisfactory solution because there are phenomena that develop in the upper at-
mosphere that could be missed by SAILS. Also, by inserting additional scans
for the lowest elevations, the update time for the entire volume is increased in

SOme Casces.

2.3.2 Desired Update time

It is understood that high-temporal-resolution observations can lead to im-
proved understanding and warning of hazardous weather phenomena (Miller
and Kropfli 1980; Carbone et al. 1985). A survey of National Weather Service
forecasters and television weather forecasters showed that the current update
time of four to five minutes for the WSR-88D could miss significant storm

evolution and transition. Tornadic storms, squall lines, and downbursts were
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pointed out as especially problematic due to the temporal resolution of the
WSR-88D (LaDue et al. 2010). Improving update times for lower-level cover-
age as discussed in the previous section could mitigate some of the concerns,
but the best solution is to improve the volumetric update time to the order of
one minute. The PARISE experiments in 2010 and 2012 showed that high-
temporal-resolution data resulted in increased tornado warning lead times for
weak tornados, severe hail, and wind events, and increased confidence levels
of the warnings (Heinselman et al. 2012, 2015; Bowden et al. 2015; Bowden
and Heinselman 2016).

With a dish antenna, the inertia of mechanical rotation severely limits the
possible scanning strategies. The dish antenna cannot be stopped and arbi-
trarily directed to scan directions of most interest without damaging the radar.
However, for phased-array radars, it is much easier to execute adaptive scan-
ning strategies due to its electronic steering capabilities (Zrni¢ et al. 2007).
The NWRT PAR can achieve 60-second volumetric update times by utilizing
the electronic steering ability and adaptive scanning strategies (Heinselman
et al. 2008; Heinselman and Torres 2011; Torres et al. 2016). Despite the ex-
cellent performance shown by the NWRT PAR, phased-array radars also pose
significant challenges as weather radars, especially in a multifunctional set-
ting. Next chapter will discuss the concept of phased-array radar in detail and

explain the challenges of using a phased-array radar to observe weather.
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Chapter 3

Phased-Array Radars

A major difference between a phased-array radar and a conventional radar is
the type of antenna used. Conventional radar usually uses a single antenna to
radiate power into space and to receive backscattered signals. The radiation
pattern is determined by the size of the antenna and the excitation distribution
on the the aperture of the antenna (Skolnik 2001). A phased-array radar, on
the other hand, uses discrete radiating elements to emulate a continuous distri-
bution. This chapter will introduce the different architectures of phased-array
radar and discuss the advantages and disadvantages of each type. Further,
several methods of nonadaptive and adaptive beamforming will be discussed.
Finally the challenges of a multifunction phased-array radar (MPAR) will be

described.

3.1 Introduction to Phased-Array Radar

Traditional weather radars, such as the WSR-88D, use a parabolic reflector
antenna to transmit a pencil beam with a fixed radiation pattern. In contrast,

phased-array radars use discrete radiating elements to emulate the continuous
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excitation produced by a parabolic reflector antenna. Each radiating element is
excited by signals that have a carefully determined amplitude and phase (also
referred to as a complex weight) such that the sum of radiations from all the
radiating elements produces a desired radiation pattern. Being able to adjust
the complex weight for each radiating element, a phased-array radar has sig-
nificant more control over the final radiation pattern. For example, nulls in the
radiation pattern can be produced and steered to the desired direction so that
backscattered signals from those directions are severely attenuated. Another
strength of a phased-array radar is electronic steering. Since the radiation pat-
tern is determined by the complex weights, which can be modified quickly, the
radiation pattern of the radar can be steered to different directions for succes-
sive transmit pulses to reduce the scanning time (Zrni¢ et al. 2015). Unlike a
traditional dish-antenna radar where the scanning must be done in a continu-
ous manner due to the mechanical inertia of the antenna, a phased-array radar
can switch between beams pointed at significantly different directions quickly
and efficiently. Beam smearing due to rotation of the antenna is also absent in
a phased-array radar. Furthermore, phased-array radar also potentially allows
for different waveforms being used on different radiating elements, which can
help the radar to achieve multiple functions simultaneously. However, for pla-

nar arrays, as the beam is steered off broadside, the beam widens. This beam
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broadening effect must be taken into consideration during the design a phased-
array system and in the signal processor.

Currently, the United States operates multiple radar networks that perform
terminal and long-range aircraft and weather surveillance. As these radars
get near their lifetime, a new radar network composed of MPARs is being
proposed to replace the aging networks (Weber et al. 2007; Zrni¢ et al. 2007;
Weadon et al. 2009). By replacing multiple networks with a single network,
the number of radars required would be reduced by more than 30%, which
can significantly reduce the operation and maintenance cost over the lifetime
of the network. Figure 3.1 is a conceptual illustration of an MPAR that can
track aircraft (coorperating and non-coorperating) and multiple severe storms.
With electronic steering, an MPAR can also focus on regions of space of sig-
nificant interest, such as severe storms. Discussions in Chapter 2 have shown
that fast update times can lead to increased warning lead times and warning
confidence for hazardous weather, and phased-array radars are uniquely posi-
tioned to achieve that desired update time. Research done using the NWRT
PAR has demonstrated that phased-array weather radars can achieve faster up-
date times while maintaining data quality (Curtis and Torres 2011; Yu et al.

2007; Reinoso-Rondinel et al. 2010).
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Figure 3.1: Conceptual illustration of MPAR from Zrni¢ et al. (2007). The radar can track
aircraft and perform weather surveillance with acceptable update time for both missions. With
electronic steering capability, the radar can focus on regions of interest (e.g., a tornado) to

provide faster updates.

Phased-array radars can significantly improve the update time for weather
surveillance, but they also introduce some challenges. One significant chal-
lenge is the accurate estimation of polarimetric variables. For a planar array,
the horizontal and vertical polarizations are not always orthogonal when the
beam is steered off broadside, and the biases must be corrected for the polari-
metric variables to be useful (Zhang et al. 2009). Another possibility to im-
prove the polarimetric estimates is to use a cylindrical array instead of planar
arrays (Zhang et al. 2011). Moreover, in a simultaneous transmit and receive
operation mode, the phased-array antenna must provide sufficient cross-polar
1solation to minimize the cross-polarization contamination to the co-polar mea-

surements. Any mismatch between the beam patterns of the two polarizations
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can also lead to large biases in the estimates of the polarimetric variables. The
polarimetric issues are important, but since this work is proposing a new adap-
tive beamspace algorithm for phased-array weather radars, the main focus
should be on the fundamental trade-offs, which can be tackled in a simpler
manner using the spectral moments. Only if these initial results are promising,
should the analysis of the impact of adaptive beamforming on estimation of po-
larimetric variables be done. The rest of this chapter will discuss the different
architectures of phased-array radar, and introduce the different beamforming

methods.

3.2 Archetypes of Phased-Array Radar

The development of phased-array radars started after World War II and con-
tinues through the present day (Skolnik 2001). Due to the limitations of the
electronic components and computing power, the earliest phased-array sys-
tems relied on analog beamformers to generate the desired beams. As tech-
nologies advanced, a new architecture based on subarrays was developed to
allow more control over the beam pattern. The future of phased-array radars
is an all-digital architecture, in which each radiating element has its own trans-
mit/receive (T/R) module and digital synthesizer (DDS) that controls the am-
plitude, phase, and waveform of the transmitted signal (Fulton et al. 2016).

Further, by digitizing the received signal from each receiving element, any
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beamforming algorithm can be used to extract the useful information. These

basic architectures will be discussed in detail next.

3.2.1 Passive Arrays

The earliest phased-array systems are passive arrays. A passive array uses
a feed network to split the transmit signal from a single high-power source
to provide the transmit signal for each radiating element (Skolnik 2001). As
shown in Figure 3.2, each radiating element has a phase-shifter and an attenua-
tor to adjust the phase and amplitude of its transmitted signal, but there are no
active components. During receive, the feed network also sums all received
signals from the radiating elements into a single output that can be digitized
and processed. The feed network, phase-shifters, and attenuators combined
are referred to as an analog beamformer. By adjusting the phase-shifters, the
radar can electronically steer the beam, but the flexibility to adaptively form
beams is lost since the received signals at the element level are combined into
the final output. Another disadvantage of passive arrays is that the compo-
nents in the analog beamformer usually have associated losses, and to over-
come these losses, a higher transmit power is needed (Skolnik 2001). How-
ever, compared to active array architectures, passive arrays usually have lower
cost since they require fewer components and processing power. An example

passive array is the NWRT PAR (Zrni€ et al. 2007).
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Figure 3.2: Illustration of a passive array system with an analog beamformer, adapted from
Skolnik (2001). A single transmitter drives the array, and high-power phase shifters at each
radiating element are used to steer the beams. The analog system has fewer components

compared to an active-aperture system and is likely to have a lower cost.

3.2.2 Digitized Subarrays

To alleviate some of the limitations of passive arrays, architectures utilizing
subarrays were developed. In a subarray architecture, such as the example
shown in Figure 3.3, many radiating elements are grouped together to form
a subarray, and each subarray has its own analog beamformer to provide the
transmit and to produce the receive signal. In some cases, the subarrays can
also have overlapping elements to reduce the distance between the phase cen-
ters of the subarrays, which can spread out the grating lobes to reduce their
impacts on the radar performance. Each subarray has its own transmit wave-

form generated by the DDS, and its output is digitized and fed into a digital
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signal processor. The transceivers (Xcvr) are responsible for upconverting and
downconverting the transmit and receive signals. By having received signals
from different subarrays, adaptive beamforming is possible. Also, by relying
on multiple T/R modules to generate power, the array is less susceptible to
catastrophic failures compared to a passive array. However, this architecture
requires more components and is likely to be more expensive compared to the

passive array.

3.2.3 All-Digital Arrays

The most flexible architecture is the all-digital array. In this architecture,
shown in Figure 3.4, each radiating element has a T/R module, a transceiver,
a DDS, and an analog-to-digital converter. With this set up, each radiating
element can operate as an individual radar with its own waveform, amplitude-
and-phase control, and digitized received signal. Since the transmit signal
for each element is synthesized locally, phase shifter and attenuator are not
needed. Having the received signals from all radiating elements provides the
greatest degrees of freedom for adaptively modifying the beam pattern to re-
ject clutter and interference signals. The all-digital architecture also enjoys
graceful degradation in performance when components malfunction since it is
not critically dependent on any single radiating element. However, the heat

generated by the extra components must be dissipated carefully since some
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Figure 3.3: Illustration of subarray-based active-aperture phased-array system, adapted from
Fulton et al. (2016). Radiating elements are grouped into subarrays that utilize an analog
beamformer to steer the elements within the subarray. Each subarray has its own T/R module,
transceiver, digital synthesizer, and analog-to-digital converter. By processing received data
from multiple subarrays, adaptive beamforming can be performed albeit with a limited number

of degrees of freedom.
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of the components have temperature dependencies, and the processing power
must keep up with the increased data rate. The higher level of power consump-
tion of an all-digital system is a disadvantage compared to other architectures.
For the rest of this dissertation, in order to enjoy the full flexibility offered by

a phased-array radar, an all-digital system is assumed.
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Figure 3.4: Illustration of an all-digital active-aperture phased-array system, adapted from
Fulton et al. (2016). Each radiating element has its own T/R module, transceiver, digital
synthesizer, and analog-to-digital converter (A/D). This type of system has maximum flexibility
for on-the-fly adaptive beamforming that matches the mission of the radar. However, the

all-digital architecture consumes more power compared to other architypes.

3.3 Digital Beamforming

As shown in Figure 3.4, for an all-digital architecture, after the received sig-

nals are digitized, they are fed into a digital signal processor that utilizes digital
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beamforming to generate the final outputs. Without loss of generality, a lin-
ear array with N identical and isotropic radiating elements that are uniformly
spaced is used in the rest of the chapter to explain the beamforming methods.
The separation between adjacent elements is assumed to be d. The received
signals are put into a vector X where the nth element of x corresponds to the re-
ceived signal from the nth radiating element. The general equation describing
digital beamforming is

y(t) = wix(t), (3.1

where y(t) is the output of the beamformer and w is the complex weight vector
that determines the pattern of the receive beam. Different beamforming meth-
ods can be used to determine w, and some common methods are described

next.

3.3.1 Nonadaptive Beamforming

Nonadaptive beamforming methods determine the complex weights based on
the geometry of the array and other criteria independent of the received signal,
as shown in the flowchart in Figure 3.5. By being independent from the re-
ceived data, the computational complexity for nonadaptive methods is usually
less than that of adaptive methods, and the weights can be calculated off-line

and stored to further reduce processing time.
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Figure 3.5: Flow chart showing a general nonadaptive beamforming process. The received
signals are weighted and summed to form the final output. The weight vector is independent
of the received data. The beam pattern can be adjusted to match a known desired pattern, and

nulls can be placed in certain fixed directions to attenuate interference and clutter.
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The standard nonadaptive beamforming method is Fourier beamforming,
which determines w based on the geometry of the array. Figure 3.6 is an illus-
tration of a plane wave (black lines) arriving at the array from angle 6 (mea-
sured from broadside of the array). Without loss of generality, the plane wave
1s assumed to have unit amplitude, and the equation describing the received

signal for the first element is
s(t) = e/t (3.2)

where f, is the carrier frequency of the plane wave. The peak of the wave (at
t = 0) arriving at the first element is indicated by the green dashed lines. Since
the separation between adjacent elements is d, that same peak will arrive at
the nth element after traveling an extra distance of (n — 1)dsin(6), and the
equation for the received signal at the nth element is

. __ (n=1)dsin(0)
2 |1 }

sa(t) = (3.3)

_ ejZnﬁ,t—jo”(n—l)dsin(G) . (3.4)

If the received signal of the first element is defined as the reference signal, the

received signal for the entire array can be written as

T
x(t) = [xl Xy e xN} ; (3.5)

x(t) = a(0)s(r), (3.6)
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where x, is the received signal at the nth element, and a(60) is referred to as

the steering vector and is given by

T
3(9): 1 e—jZT”dsinG _]/I(N 1)dsin6 | (3.7)

The superscript 7 denotes the matrix transpose operation. The elements of
a(0) describe the expected phase of the received signal arriving from angle 6
due to the genometry of the array. The basic function of beamforming is to
compensate for these phase differences so that when the received signals are
summed, the signal arriving from a direction of interest is summed in-phase

while signals from other directions are summed out-of-phase.
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Figure 3.6: Illustration of a linear array receiving signals from direction 8. When the
received signals are sampled at a fixed time, there is a inherent phase difference between
the received signals at different elements due to the different distances traveled by the wave.
By compensating for these phase differences, a beam can be formed to point in any desired

direction.

The weight for Fourier beamforming is

w(0) = —a(h). (3.8)



Substituting (3.6) and (3.8) into (3.1) gives

y(r) = wix (3.9)

where a’(0)a(0) = N by design. Equation (3.9) shows that the output of the
Fourier beamformer is equal to the signal arriving at the array, as expected.
It can also be shown that Fourier beamforming has the minimum white-noise
gain (Stoica and Moses 2005), but it is unsatisfactory for weather surveillance
due to its high sidelobe levels that could produce significantly biased estimates
in situations where the hydrometeors are nonuniformly distributed in space. A
commonly used technique to reduce the sidelobe levels is amplitude tapering.
An example of tapering is shown in Figure 3.7, where the top panel shows the
amplitude of the weights with (red line) and without taper (blue line) and the
bottom panel shows the resulting beam patterns. It is clear that tapering can
significantly reduce the sidelobe levels, but the 3-dB beamwidth is increased.
Furthermore, the amplitude of the received signals from elements located at
the edge of the array are reduced by the taper, which would lead to a loss of
sensitivity of the radar. Many different types of taper and their properties are
described in Harris (1978) and Nuttall (1981). The effectiveness of tapering
on reducing the biases in signal power estimates is shown in Figure 3.8. In

this example, the signal power (blue line) has a uniform distribution of and
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Figure 3.7: Example beam patterns with (red line) and without (blue line) amplitude taper. In
this example, Blackman tapering increases the 3-dB beamwidth but lowers sidelobe levels.
Moreover, tapering attenuates the received signals from the elements located at the edge of the

array, resulting in a loss of sensitivity for the radar.
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a strong interference signal is located at 0°. The signal power estimates of
Fourier beamforming with (green line) and without (red line) amplitude taper
are plotted, and the leakage of signal power from the high sidelobes in the
no-taper case can be clearly seen. Only by applying a taper, the signal power
estimates approach the simulated signal power for the majority of azimuth

angles except for angles near 0°.
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Figure 3.8: Signal power estimates with (green line) and without (red line) tapering. Without
tapering, the strong interference signal located at 0° causes significant biases in estimates
of signal power at other angles. By using a taper, the leakage of power to other angles is
significantly reduced, and the estimates are in agreement with the true signal power for those

angles (blue line).
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Another approach to nonadaptive beamforming is referred to as pattern
synthesis where the weights are determined by minimizing the difference be-
tween the actual pattern and a desired beam pattern. Let H,;(0) be a desired
beam pattern, the squared error, €, between the desired pattern and a beam

pattern generated by w is
T H 2
e:/ |H,(0) —w"a(6)|" d6. (3.10)
—7T

Expanding the integrand in Equation (3.10) and setting the derivative to 0

provides a solution of w given by (Van Trees 2002)
T
w:A—l/ a(0)H:6d6, 3.11)
-7

A= /” a(0)a’(6)de, (3.12)

—T

where A is an N-by-N matrix. Since pattern synthesis minimizes the total
error between the patterns, there is no constraint on the gain of the beam at
any particular direction. If the desired pattern has discontinuities, then the
synthesized pattern can have oscillatory overshoots at these discontinuities,
which is known as Gibbs phenomenon (Van Trees 2002). A taper can be
applied to the synthesized weight vector to alleviate the oscillation problem,
but the price is a wider beam.

If a priori information about the environment is available, it can be used
to place constraints on the beam pattern as well. One example of such an

approach is called null steering, where nulls in the pattern can be placed in
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directions of known interference or clutter signals. The mathematical formu-

lation for null steering is
min ||w,; —w||* subjectto Cw =0, (3.13)

where w, 1s the weight vector that generates a desired beam pattern without
nulls, and C is the constraint matrix that describes which directions the nulls
should be placed at. If nulls are desired at 6;, 65, - - - , 0L, the constraint matrix
is given by

C=la(6)) a(6,) --- a(6)]: (3.14)

where the ith column of C is the steering vector for angle 6;. More advanced
constraint matrices can be constructed to force the first derivative or the second
derivative of the beam pattern at a specific angle to be zero. These types of
constraints can be used to broaden the null (Van Trees 2002). Care must be
used to select the columns of C to ensure that they are independent so that the
optimization problem in Equation (3.13) can be solved. If the columns of C

are independent, then the solution is given by
wi —wil - (wic[cic] e (3.15)

The optimum weight vector can be interpreted as the desired weight vector
after subtracting a weighted sum of the constraint vectors in C. Null steering
is useful in scenarios where the directions of interference or clutter signals

are known and stable. Examples of such signals would include returns from
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radio towers, water towers, tall buildings, and other fixed structures. To handle
interference sources that move in space, such as backscattered signals from an
aircraft when performing weather surveillance, adaptive methods that depend

on the received data must be used.

3.3.2 Adaptive Beamforming

The key idea of adaptive beamforming is to use the received data to derive
information about the environment that can be used to adjust the beam pat-
tern to minimize the impact of undesired signals. A possible example is when
the radar is performing weather surveillance and the main beam is steered
to scan a storm while an aircraft is flying at a different direction, as shown
in Figure 3.9. Since the aircraft has a large backscattering cross-section, its
backscattered signal in a direction of a sidelobe can contaminate the backscat-
tered signal from the main beam. Since the aircraft is moving, the direction of
this interference signal is not known or fixed, and nonadaptive beamforming
described in the previous section cannot be used to null out this signal unless
the sidelobes are significantly reduced everywhere. Such an approach usually
would need an aggressive taper and would suffer from having a much wider
beamwidth and significant loss in sensitivity. With adaptive beamforming, it
is possible to use the received data to automatically determine the direction of

interference signals and adjust the beam pattern to reduce their impacts. In the
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example shown in Figure 3.9, adaptive beamforming can place a null in the

direction of the aircraft, which will minimize out its backscattered signal.

L/
Adaptive I

Beamforming

Figure 3.9: Illustration of adaptive beamforming. Since the main lobe is pointed at the storm,
the backscattered signal from the aircraft is considered clutter. Adaptive beamforming can
automatically adjust the sidelobe levels so that a null is located in the direction of the aircraft

to minimize its impact on the signal of interest.

The general flow chart for adaptive beamforming is shown in Figure 3.10.
Compared to Figure 3.5, the key difference is the utilization of the received
signals in an adaptive algorithm to determine the weight vector. The adaptive
algorithm can have different complexity ranging from inverting the spatial
covariance matrix to iterations of solving an optimization problem. One of
the earlier adaptive beamforming methods was developed by Capon (1969)
to study seismic waves. The Capon method is also known as the minimum-
variance distortionless response (MVDR) beamformer because it minimizes
the total output power (the variance of the output if it has zero mean) while

constrains the gain of the beam pattern in the direction of interest to be unity
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Figure 3.10: Flow chart showing a general adaptive beamforming process. The received
signals are weighted and summed to form the final output. The weight vector is determined by

an adaptive algorithm that uses the received data as input.
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(i.e., it minimizes distortion of the signal of interest). The optimization prob-

lem can be written as
minw’ (0)Rw(8) subjectto w'(6)a(8) =0, (3.16)

where 0 is the direction of interest and R is the spatial covariance matrix given
by

R=E{xx"}. (3.17)
The element in row m and column n of R is the covariance between the re-
ceived signals from the mth element and the nth element of the array, and its
amplitude and phase contains information about the power and direction of a
wave arriving at the array. Using the example from Figure 3.6, the received

signals at the mth and nth elements are given by

V(t) = e 7 m=Ddsin(0) g7y (3.18)

2r

va(t) = ¢~ 2 (17 1dsin(0) gy (3.19)
respectively. The covariance is given by
Fmn = E{vm(t)vy(t)} (3.20)

_ eszl—”(mfn)dsin(e)E{sO)s* (t)}

Y i
_ GSZe Jj5(m—n)dsin(0)

where 67 is the power of s(¢). It is clear from Equation (3.20) that the ampli-

tude of the covariance term is related to the power of the signal of interest and
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the phase of the covariance term contains information about the direction of
the signal of interest (). The solution to the optimization problem in Equa-

tion (3.16) 1s
R 'a(0)

W(0) = SR Ta(a) (3.21)

Simple substitution of Equation (3.21) into (3.1) can confirm that the output of
the Capon beamformer is equal to s(7), as desired. In practice, the true spatial
covariance matrix is unknown and must be estimated. A common estimator

for the spatial covariance matrix is
R 1 M—1
R=_ mzo x(mT,)x? (mT;), (3.22)

where it 1s assumed that M samples spaced T; seconds apart are available. As
long as M is greater than N, the estimated covariance matrix should be in-
vertible. However, for acceptable performance, it is usually recommended to
have M > 2N (Van Trees 2002). Beyond being able to automatically adjust
the beam pattern to the scanning environment, Capon beamforming also has
superior point-target angular resolution than Fourier beamforming (Stoica and
Moses 2005); however, it is sensitive to errors in the steering vector. Errors
in the steering vector could be caused by inexact knowledge of the array ge-
ometry or the true angle of the signal of interest. Small errors in the steering
vector can cause Capon’s method to attenuate the signal of interest and can re-
sult in biased signal-power estimates. Also note that the only constraint on the

beam pattern is that the gain is unity in the direction of interest. It is possible
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to have high gains for other directions with weak signals, and this possibility
of high sidelobe levels makes Capon beamforming unattractive for weather
surveillance.

In recognition to the sensitivity of Capon beamformer to errors, Diagonal
loading became a popular method to generate variations of Capon beamformer
that are more robust (Stoica and Moses 2005). The general formulation for an

adaptive beamformer with diagonal loading is

(R+YT) 'a(6)
W(Q): T 1
af(0) (R+YI)"'a(0)

(3.23)

where T is the loading factor and I is the N-by-N identity matrix. Note that
when Y is set to 0, the solution is identical to Capon beamfomer, and when Y
is very large such that (R + YTI) ~ YT, the solution is identical to Fourier beam-
former. Mathematically, diagonal loading is equivalent to adding white noise
to the received signal, and the solution should converge to Fourier beamform-
ing when white noise dominates the received signals since the Fourier beam
has the minimal white noise gain (Stoica and Moses 2005). When the noise
power is small (Y is small), the adaptive beam will focus more on minimizing
the power of interference signals rather than minimizing the noise power. The
optimal choice of loading factor would depend on the application, and there

are no hard rules governing the selection.
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3.4 Challenges for Phased-Array Weather Radars

Despite the numerous advantages of a phased-array radar such as electronic
steering and adaptive beamforming, there are some unique challenges when
used for weather surveillance in an multifunction system. The first challenge
1s to meet the strict timeline requirements. The functional requirements for
MPAR state that aircraft and weather surveillance missions need to have up-
date times of 4.8 seconds and 60 seconds, respectively (FAA 2013). Assuming
a future MPAR has four planar faces (Weber et al. 2007) where each face only
needs to scan a 90° sector instead of a full 360° volume, the four-faced config-
uration can reduce the volume update time for weather surveillance from the
existing four to five minutes to a little longer than one minute since all faces
can be operated simultaneously. However, the weather surveillance must be
completed in less than 60 seconds (to allow time for aircraft surveillance mis-
sions) without compromising data quality or coverage (spatial sampling). Si-
multaneous receive beams can further reduce the volume update time, and cal-
culations by Zrnic et al. (2015) showed that three simultaneous receive beams
per face are needed to achieve the desired timeline. Different approaches to
achieve the required simultaneous receive beams and their associated prob-
lems were described briefly in Chapter 1. In the approaches where a spoiled
transmit beam is used, instead of using aggressive tapering on receive to drive

down the two-way sidelobe levels to meet MPAR’s requirements, adaptive
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beamforming can be used to generate estimates with acceptable quality. For
a dish antenna or nonadaptive beams, since the pattern cannot be changed,
they must be designed to be provide acceptable data quality in the worst-case
scenario. However, the worst-case scenario occurs rarely, and it is possible
that estimates with acceptable quality can be generated with beam patterns
with higher sidelobe levels than what would be required for the worst-case
scenario.

Adaptive beamfoming is a potential solution to the high sidelobe levels of
simultaneous receive beams, but it also brings its own challenges for phased-
array weather radars. Figure 3.11 shows an example of an adaptive beam
pattern generated with Capon method. The blue solid line shows a dish an-
tenna beam pattern as a reference for comparisons. The red solid line shows
the Capon beam pattern steered to -25°. The dish antenna pattern can be seen
to be significant only in the main lobe region of the beam, while the Capon
beam pattern has sidelobes that even exceed the peak of the main lobe. Since
Capon beamformer seeks to minimize the power of the output signal, some-
times it could amplify and phase-shift signals from other directions in order
to achieve the minimum output power, especially in situations where coherent
signals arrives at the array from different directions. This behavior of the side-
lobe levels in the Capon pattern poses a significant problem for weather radar

calibration discussed in the previous chapter. Recall that the two assumptions
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needed to be able to estimate reflectivity from received signal power are: 1)
the product 7 (r)f*(0,¢) is negligible outside the resolution volume defined
by the beam pattern and the range weighting functions, and 2) the reflectivity
is constant within the resolution volume. The first assumption is unlikely to
hold since there are regions with sidelobe levels that are 20 dB higher than
the main lobe peak. Even with the assumption that the reflectivities in those
high sidelobe regions are very low so that the product 1(r)f*(8,¢) is near
zero, the second assumption for calibration is still broken. The resolution vol-
ume is no longer well defined for the Capon beam pattern. It is impossible to
tell scatterers from which region contributed most significantly to the received
signal power since there are many lobes with high gains. The dashed line in
Figure 3.11 shows the estimated signal power as a function of angle for both
receive patterns, which can be converted to reflectivity estimates through cali-
bration. For dish-antenna estimates, since the receive pattern has low sidelobe
levels and a narrow main lobe, both assumptions for calibration are likely to be
satisfied, and reflectivity estimates differ from the signal power estimates by a
constant factor. On the other hand, despite Capon beamforming’s attempt to
reduce sidelobe levels in the directions with higher signal power (e.g., around
-10°), the sidelobe levels are not low enough to ensure signals outside the reso-
lution volume associated with the main lobe are negligible. As a result, Capon

signal-power estimates are biased compared to the dish-antenna signal-power
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estimates, and Capon estimates cannot be converted to reflectivity estimates in
a straightforward manner. To overcome this calibration challenge for adaptive

beamforming, an adaptive algorithm that operates in beamspace is proposed

next.
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Figure 3.11: Comparison between a dish antenna beam pattern (blue solid line) and an
adaptively formed Capon beam pattern (red solid line) and the signal power estimates generated
using dish antenna (blue dash line) and Capon beamforming (red dash line). The main lobes
of both patterns are pointed at -25°, but the Capon pattern has unacceptable high sidelobe

levels for weather radar (Nai et al. 2016) (©2016 IEEE.
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Chapter 4

Adaptive Beamspace Processing

In order to meet the demanding timeline requirements, an MPAR system will
likely utilize simultaneous receive beams. As discussed in previous chapters,
using simultaneous receive beams could result in unacceptable two-way side-
lobe levels for non-adaptive beam patterns. Adaptive beamforming can be
used to automatically adjust the beam pattern based on signals present in the
environment, but the resulting estimates cannot be calibrated in a straight-
forward manner. One possible approach to have an adaptive beamforming
algorithm that produces accurate and calibrated estimates and automatically
rejects interference and clutter signals is to utilize “beamspace” processing.
This chapter will introduce the concept of beamspace and describe the pro-
posed adaptive beamspace algorithm. Finally, simulated and real data will be
used to demonstrate the advantages and limitations of the proposed algorithm.

Sections of the text in this chapter are from Nai et al. (2016).
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4.1 Beamspace Processing

As discussed in Chapter 3, phased-array radars offer significantly more flexi-
bility in terms of adaptive scanning, and adaptive beamforming compared to
a dish-antenna radar. However, the price is increased computational complex-
ity, especially for the all-digital architecture that processes digitized data from
all receiving elements. For some adaptive beamforming algorithms, such as
Capon’s method, the estimated spatial covariance matrix needs to be inverted
for the algorithm to function. In an array with thousands of elements, it would
require an unrealistically large number of samples to produce an invertible es-
timate of the spatial covariance matrix. In an attempt to reduce the number of
samples needed for adaptive beamforming, approaches based on the concept
of beamspace have been proposed (Chapman 1976; Bienvenu and Kopp 1984;
Brookner and Howell 1986; Li and Liu 1994). The term beamspace means
that the adaptive algorithm operates on the output of beamformers rather than
receiving elements. Algorithms that use the output of receiving elements are
said to operate in element space. Figure 4.1 shows a flow chart of a general
adaptive beamspace algorithm where fixed initial beams are used to generate
the input to the adaptive algorithm. The final time series for a direction of in-
terest is generated by multiplying the adaptive weights with the output of the
initial beams and summing. In Figure 4.1, the input to the adaptive algorithm

1s K dimensional instead of N dimensional. The most important advantage of
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operating in beamspace instead of element space is that the dimensionality of
the problem is reduced (K < N), which means that fewer samples are required
to produce an invertible estimate of the covariance matrix. Also, the lower di-
mensionality reduces the computational complexity of the adaptive algorithm
in most cases. Many adaptive algorithms that operate in element space can be
used in beamspace with small modifications (Van Trees 2002). Some classical
direction-of-arrival estimation methods, such as MUSIC and ESPIRT, have
also been adapted to operate in beamspace (Zoltowski et al. 1993; Xu et al.
1994). More recently, adaptive beamspace beamforming also has found appli-
cation in medical imaging (Rodriguez-Rivera et al. 2006; Nilsen and Hafizovic
2009), sonar (Somasundaram 2011), communications (Vook et al. 2013), and

radar (Li and Lu 2006; Hassanien and Vorobyov 2009; Lamare et al. 2010).

4.2 Adaptive Beamspace Algorithm Description

Adaptive beamspace is a two-step processing scheme that first forms a set of
deterministic beams and feeds the output of the deterministic beams into an
adaptive algorithm to generate the final output time series. Some obvious ben-
efits of reduced data dimensionality are lower computational complexity and
improved robustness to array perturbations (Van Trees 2002, Section 6.9). Fur-
thermore, by using low-sidelobe initial beams, the sector covered by the initial

beams is emphasized in the adaptive beamformer optimization process. For
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weather radars, the low-sidelobe initial beams also help control the sidelobe
levels of the final beam pattern, which would allow for the estimation of reflec-
tivity from the received signal power as discussed in Section 2.2.2. Accurate
estimation of reflectivity is critical for weather radars since many algorithms
(e.g., quantitative precipitation estimation, hydrometeor classification) use re-
flectivity as an input. On the other hand, reducing the data dimensionality
results in loss of degrees of freedom that can be used to reject interference
signals. However, as long as the number of interference signals is smaller than
the number of initial beams used in the beamspace adaptive processing, the

algorithm can still reject them. The algorithm is described in detail next.

4.2.1 Algorithm Overview

Mathematically, adaptive beamspace processing can be written as
ya(t) = wy (O)T" (0)x(r), (4.1)

where yp(7) is the beamspace estimate of the signal from direction 6, wg(6)
is the vector of adaptive weights applied to the output of the initial beams,
and T(6) is the beamforming matrix that forms the initial set of deterministic
beams. In the rest of the chapter, the 6 dependence for wg and T is dropped

for simplicity.
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4.2.2 Initial Beams

The beamforming matrix T for the proposed adaptive beamspace processing

18 constructed as

T=|a0—KAO) --- a(@) --- a(6+KA®) |, (4.2)

where each column of T is a steering vector for the array, and a total num-
ber of 2K + 1 beams are used. The center column, referred to as the center
beam, is steered to point in the direction of interest, denoted by 0, and the
other columns, referred to as the side beams, are steered to point at the angles
immediately around 6 with a separation of AG. A0 should be set to ensure
both that there are no gaps between the half-power points of adjacent beams
and that adjacent beams do not overlap too much (rendering the output signals
redundant). Due to the beam broadening effect, the beamwidth of the initial
beams at edge of the scanning range should be considered when determining
the value of A6. For a fixed A#, it is better to have a small gap between the
half-power points of adjacent beams than to have initial beams overlap sig-
nificantly at the edge of the scanning range. The adaptive algorithm can still
attenuate interference sources located between two initial beams, but it is diffi-
cult to prevent signal cancellation if the output of the initial beams are highly
correlated. It is possible to have A change as a function of the scanning an-
gle to account for the beam broadening effect. However, such a scheme would

result in nonuniform azimuthal sampling and increase the number of initial
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beams that would need to be formed. For this work, uniform azimuthal sam-
pling is assumed to match the WSR-88D azimuthal sampling and to simplify
the analysis. Figure 4.2 shows an example of five initial beams. The center
beam (red line) is steered to 1.5° (black dashed line), and the side beams are
steered to -0.5°, 0.5°, 2.5°, and 3.5° respectively. The beam separation in this
example is 1°, which is the 3-dB beamwidth of the initial beams without am-
plitude taper. The number of initial beams determines the degrees of freedom
available and the computation complexity of the adaptive stage. If there are
more sources of interference or clutter than the number of initial beams, the
adaptive algorithm will not be able to successfully cancel all of them due to
the limited degrees of freedom. The taper of the initial beams controls the
sidelobe behavior of the overall beam pattern outside the volume covered by
the initial beams, and a fast roll-off is desirable for weather radars as discussed
in previous chapters. Since the taper also controls the 3-dB beamwidth of the
initial beams, the choice of taper must carefully balance beamwidth, sidelobe
roll-off, and sensitivity loss. Simulations described later are used to determine

the number, the separation between, and the tapering of the initial beams.
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Figure 4.2: Example receive beam patterns of the initial beams. In this example, five initial
beams are formed with tapered Fourier weights. The center beam (red line) is steered to 1.5°
(black dashed line) and two side beams are formed on each side of the center beam separated

by 1°.
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4.2.3 Adaptive Algorithm

The adaptive algorithm attempts to solve an optimization problem that can be

written as

minw” TR (0)Tw
w

subject to w/T"a(0) = 1 and C|lw| < 0, (4.3)

where C is a matrix describing the additional constraints on the magnitude
of the adaptive weights, and 0 is a column vector with all elements equal to
zero. The additional constraints on the magnitude of the adaptive weights
are based on the observation that any interference signal present in the center
beam should also be present in one or more of the side beams. Since the output
of a side beam contains information about the interference signal in the center
beam, it can be used adaptively to reduce the overall impact of the interference
signal. Moreover, while observing dominant weather phenomena, the initial
beams should produce uncorrelated outputs since they are pointed in differ-
ent directions and the resolution volumes should have only a small amount
of overlap. Since we are interested in the resolution volume corresponding to
the center beam, it makes little sense to combine signals from other resolution

volumes. Therefore, in the case of no interference signal, it is best to constrain
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the adaptive weights for the side beams so that the final output is mainly de-
termined by the output of the center beam. The additional constraints can be

written mathematically as an inequality constraint of the form

1 0 —c; 00 lwi|
01 —; 00 lwa|
00 0 00/ w)|=<0 (4.4)
00 —c4 10 lwa|

00 —C5 01 |W5|

where c; is the weight magnitude constraint for the side beams that are set to
a small or a large positive number depending on whether the side beam is se-
lected to be constrained or not. If a side beam is selected to have a constrained
adaptive weight, the corresponding c; is set to a positive value much smaller
than one, forcing the magnitude of the adaptive weight to be less than the
magnitude of the adaptive weight for the center beam; otherwise, c; is set to
a large positive number to force the inequality to be satisfied for any adaptive
weight. The value of the constraint should be chosen to help control the peak
sidelobe level of the final beam pattern and to allow the optimization problem
to have a feasible solution. To determine whether a beam should have a con-
strained adaptive weight, the magnitude of the correlation coefficient between
the output of the side beams and the output of the center beam can be used

as a proxy for the presence of interference. When a strong interference signal
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is present, the correlation coefficient between the outputs of beams contain-
ing the interference signal should be large (i.e., close to one); and when no
interference signal is present, the correlation coefficient between the outputs
of beams should be small (a function of the amount of overlap between the
initial beams). A threshold can be set such that a side beam with correlation
coefficient exceeding this threshold is considered to contain the interference
signal, and a side beam with correlation coefficient below the threshold is con-
sidered not to contain the interference signal. If a side beam is determined
not to contain the interference signal, its adaptive weight is constrained. For
the side beams that contain the interference signal, their output powers are
used as an approximation for their angular distance from the direction of the
interference signal, with the beams with higher output power considered to be
pointing closer to the interference source. The side beams that are closer to the
interference than the center beam will have an unconstrained adaptive weight,
while the side beams that are farther away from the interference than the center
beam will have a constrained adaptive weight. These angular-distance-based
constraints prevent the scenario in which a side beam has an adaptive weight
larger than the adaptive weight of the center beam, which could result in the
final beam pattern having higher sidelobes than the peak of the main lobe.
The optimization problem in Equation (4.3) is solved using the interior-point

method implemented in MATLAB’s optimization toolbox (Byrd et al. 2000).
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An example illustrating the adaptive algorithm for a simulated scenario
with an interference source located at 0° and the direction of interest at 1.5°
is shown in Figure 4.3. In this example, the initial beams are pointed at -0.5°,
0.5°, 1.5°, 2.5°, and 3.5° respectively, and the simulated interference signal
power is much stronger than the attenuation provided by the sidelobe levels
of the initial beams at 0°. The top-left panel of Figure 4.3 plots the correla-
tion coefficient of the output of each initial beam with the output of the center
beam. As expected, the outputs of the two side beams pointed at -0.5° and
0.5° that are mostly impacted by the interfering signal have the highest cor-
relation coefficient with the output of the center beam. The outputs of the
two side beams pointed at 2.5° and 3.5° have correlation coefficients less than
an arbitrary threshold of 0.8, and, as a result, will have constrained adaptive
weights. Simulations will be used later to empirically determine an optimal
threshold value. The top-right panel of Figure 4.3 shows the output signal
power for the initial beams. Since the two side beams that have unconstrained
adaptive weights also have output signal powers greater than the output sig-
nal power of the center beam (indicating they are closer to the interference
signal than the center beam), no additional constraint for these two beams is
needed. The bottom-left panel of Figure 4.3 shows the adaptive weights for
the initial beams after solving the optimization problem, and the red dash line

indicates the maximum magnitude that satisfies the inequality constraint in
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Equation (4.3). The adaptive weights for the side beams pointed at -0.5° and
0.5° have magnitudes larger than the maximum magnitude that satisfies the
inequality constraint (indicating they are unconstrained, as designed), and the
magnitude of the adaptive weights for the side beams pointed at 2.5° and 3.5°
are at the maximum allowable magnitude under the constraint. The bottom-
right panel shows the beam pattern of the initial beams (thin lines) and the
resulting adaptive beam pattern (thick black line). As desired, the resulting
pattern has a sharp null located at 0° to reject the interference signal while the
sidelobe levels are all below the mainlobe peak. This overall pattern is more
significantly non-zero in a small volume, similar to that of a dish antenna pat-
tern, implying that it is much more likely to satisfy the calibration assumptions
stated in Section 2.2.2, which would allow the traditional estimation of reflec-

tivity from received signal power.

4.3 Simulations and Analysis

To evaluate the adaptive beamspace algorithm described previously, a simple
weather time-series simulator for a uniform linear array (ULA) was devel-
oped. The simulation set up, the criteria used to evaluate the performance of
the different algorithms, simulation parameters and results are presented and

discussed next.
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Figure 4.3: Example illustrating adaptive beamspace processing using a five-beam configu-
ration. The top-left panel shows the correlation coefficient of the output of the initial beams
with the output of the center beam; the top-right panel shows the output signal power for
each of the initial beams; the bottom-left panel shows the adaptive weights for each of the
initial beams; and the bottom-right panel shows the beam patterns for the initial beams and
the resulting beam pattern. In this example, the two side beams pointed at -0.5° and 0.5° are
selected to have unconstrained adaptive weights based on correlation coefficient and signal
power considerations. The resulting beam pattern shows that the adaptive step successfully

places a null at 0° to reject the interference signal (Nai et al. 2016) (©2016 IEEE.

4.3.1 Simulation Setup

The simple weather time-series simulator generalizes Equation (3.6) to include

multiple sources to simulate the received signals. Assuming L sources are
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present and M samples are collected, the received signals for an N element
array are given by

X =AS+n. (4.5)

where X is an N X M matrix where the ith row is the M samples of the received
signal from the ith receiving element, A is an N x L matrix whose columns con-
sist of steering vectors a(6;) (i = 1,2,---,L) where 6; is the direction of the
ith source signal contained in the ith row of S, and n is white noise generated
by the receivers. S is an L X M matrix where the ith row contains the M sam-
ples of the time series from the ith source. Since only an ULA is simulated,