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GLOSSARY

Correlation function: refer to page 53, Equation (34).

Cross—-correlation: involves measuring the similarity of two

spatial series, pages 50-57, 65, 66-70, Eagqn. (323).

Digitization: is the transformation of the continuous curve

(log) into discrete numerical data, page 27.
Fourier transform: refer to pages 35-42.

Frequency filter (digital filter): 4implies the passing of
certain frequencies and blocking others, to filter

out certain frequencies, pages 31-35.

Lag 7*: 1is the amount of displacement or shift between the

two correlated segments, pages 51-52, 65, Eqn. (46).

Lithostratigraphic correlation: reflects the similarity in
geological properties and in stratigraphic location

of geological strata, pages 15-26.

Nonstationary log data: involves the type of data whose
statistical properties change with time, pages 32, 129,

and refer to Bendat and Piersol, 1971, pages 344-376.

Normalized cross-correlation function: refer to pages 53,
57, Equations (34) and (36).

Nyquist frequency: refer tc the frequency Fn = 1/(2T). It
is the highest frequency which can be detected with

data sampled at intervals t.

Segmentation (Zonation): dividing the digitized log into

homogeneous units, pages 28-31, 134.
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Spectral analysis: vefer to pages 38, 45-47 and [Egs. 12, 30.

Stretching and stretching tactor: refers to a mathematical
approach to account for the relative variation of
bed thickness batween wells, page 58. Stretching
factor S = lOT'i, where - 1s digitizing interval
and & is the interpolation interval, pages 48-50,
54, 58-65, Eqn. (47).
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CHAPTER I

INTRODUCTION

The principles of correlation techniques have been
established in various fields of science to measure the de-
gree of similarity between two or more sets of variables.

In geology, however, the correlation techniques are widely
used in correlation of subsurface strata either visually or
by computer.

Automatic correlation of lithostratigraphic sequences
usually is considered to be the matching by computer of two
or more sequences of digital measurements that represent
lithology. In subsurface geclogical correlation the mea-
surements may be obtained from geological logs. Thus, com-
puter correlation is the mathematical quantification of visual
correlation where a geologist lines up the logs and visually
locates the best alignment. Indeed, the human eye is a good
correlator, and a trained geologist with a knowledge of prob-
able lateral variations in lithology can outperform present
automatic methods. Comparison of two curves is not diffi-
cult, however, if the geologic sequences in the wells are
similar. Yet in most cases, facies changes and structural
variations complicate the process of pattern recognition.

1
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The ability of the computer to correlate well logs effliciently
1s demonstrated in Figure 1. If correlation of this kind
could be done by computer, it would have the obvious advantages
of objectivity and speed. Considerable differences in per-
ception, however, occur among geologists. The recent trends
in correlation are toward producing a standard, relatively
accurate (with respect to conventional methods), ccnsistent,
and free-from-human errors correlation. In short, a corre-
lation by the application of computer-assisted mathematical
operations seems to coinside with +hese trends.

Jagelar and Matuszak (1972) and Matuszak (1972)
discussed the common logs used for automatic lithostrati-
graphic ccrrelation (spontaneous potential, SP; gamma ray,

GR; Acoustic and others), factors affecting the measurement
such as porosity and/or permeability, fluid saturations,
formation resistivities and other parameters. It is recom-
mended that one have a thorough understanding of these para-
meters in order to achieve a successful correlation using

geophysical logs.

Previous Work

Computer correlation of time series--an orderly se-
quence of regularly spaced data--has been attempted in the
past with limited success. Methods for analyzing time series
in both time and frequency domains have been well discussed

by Jenkins and Watts (1969). The mathematical principles of
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correlation techniques were described earlier by Lee (1960).
Weiner (1949) first used the cross-~correlation function to
determine the dependence of two time series on each other.
Anstey (1964) discussed several applications of this technique.
The first worker to implement the computer for correlation

was Daskam (1964). He described a computer process based

cn existing computer programs. Working on parallel lines,
Southwick and Adair (1964) emploved electrical logs to cor-
relate the porosity and resistivityv indices of porous zones.

Along the same l1line in automatic correlation, Matus-
zak (1972) used the computer to correlate dipmeter logs.

He concluded that automatic correlation of subsurface data

by computer does not provide efficient results even in simple
geologic situations. He recommended more research to re-
fine existing methods or to develop new techniques. Schoon-
over and Holt (1971) enhanced Matuszak's approach by filter-
ing the original data to get a higher correlation factor.

Two difficulties are encountered in all earth-science
applications of cross-correlation techniques: first, the
problem of determining unique points common to both records;
second, the problem of shrinking or stretching of the two
records due to relative variations in sedimentation rates.

To overcome the second problem, stretching, Haites (1963)
proposed a perspective correlation to consider this effect
by giving different degrees of compression of the depth
scale until the value of the correlation factor was a maxi-

mum.



The technique for solving the stretching and corre-
lation problems was first discussed by Neidell (1969). Ile
implemented an optimum Weiner interpolation function

(sin It }

A . 5. . 1 s
i——:;—z where At is the sampiing 1ntervali to expand sec-

| 3t |

tions that compensate for the thinning of beds and proceceded
with the correlation after he applied high frequency filters
to eliminate any noise caused by the stretching process.
Merriam (1971) played a distinguished role in similar work
to Neidell's. He emphasized the value of segmentation of
well logs prior to correlation.

Ruédman and Lankston (1873) used the computer to
iteratively stretch one of the logs and then used mathemati-
cal cross-correlation to measure the lag t and the cross-
correlation function. Henderson (1972) modified the Rudman
and Lankston algorithm and added the correlation of four
series of logs in the frequency domain. His approach was
successfully applied to various logs from onshore and off-
shore wells (Rudman, Blakely, and Henderson, 1975). Hender-
son also introduced the concept of normalized cross-corre-
lation functions instead of comparing the auto- and cross-
correlation functions used earlier by Rudman and Lankston
(1973). 1In these techniques, he applied the fast Fourier
transform (FFT) computer algorithm to the stretching and
correlation routines. It should be noticed that his method
of iterative stretching and correlation requires consider-

able computer time, partly because the stretching procedure



is repeated twice. Besides, the geologist is unsure as to
which log is to be stretched.

The most recent technique of lithostratigraphic
correlation was introduced by Rudman, Blakely, and Kwon (1978).
Their algorithm predicted automatically not only the amount
of stretch but also the direction of stretch. This proce-
dure provided further insight into the spectral character
of well logs and its application to the fast correlation.
Although they succeeded in obtairing 2 high value of the
correlation function in the model test data, the results of
the real data tests were not encouraging due to the low value
of the correlation function. In addition, the tie-lines
did not represent the actual structure confined between the
correlated logs. In this research, douhle precision is used
to generate the plot of Figure 2. Finally, in the case of
a large number of logs, the correlaticn of two logs at a

“ime requires a considsrable amount of computer time.

Statement of the Problem

Automatic computer correlation of digital litho-
stratigraphic measurements can be useful and fairly accurate.
It eliminates perceptive differences in visual correlation
by the geologist. TUnfortunately, the information content in
a well log usually is not sufficient to determine the true
correlation and the subsurface structure. Results may be in

error unless additional information is provided such as
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structure and isopach maps, paleontology and paleogeology
studies, and the geologist's experiences with the study area.

The existing computer correlation of digital litho-
stratigraphic measurements have provided the geologists with
a practical tool for correlation. HKEwon, Rudman, and Blakely
(1978) illustrated this method beautifully. Yet their algo-
rithm is insufficient to show the exact or accurate subsurface
structure. The tie-lines connecting the aligned segments
from the two correlated logs do not represent the actual sub-
surface structure, especially if the distance between the
wells is more than a half mile (.85 km). Even at this short
distance, structure might change. The other disadvantage is
that the program consumes a considerable amcunt of computer
time in those cases where there are more than two wells to
be correlated.

In this study, the computer algorithm BASEL offers
a rapid method of compariug four geophysical logs of one
type from different wells. It further illustrates a fairly
accurate picture of the subsurface in two- and three—dimeﬁ-
sional display. Thevtwo—dimensional cross section substitutes
the straight tie-lines in Rudman's and others algorithm
(SPECOR, Figure 2). In order to further demonstrate the sub-
surface structure of the study area, the previous two-dimen-
sional cross section will be converted to a three-dimensional

representation.
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Objectives

The ultimate purpose of this research is to develop
the computer model BASEL that produces a three-~-dimensional
confipguration based mainly on the simultaneous computer cor-
relation of four geophysical logs of the same type from four
different well sites with a minimum amount of computer time
(Figures 3 and 4). The accuracy of this computer model is
tested by comparing the CALCOMP output of the BASEL model
to the output of the conventicnal method. Furthermore, the
accuracy of the BASEL model is examined by implementing iield

data from Oklahoma and North Dakota.

Approach

The general approach followed in this dissertation
to develop this model is detailed in ten steps which define
three procedures in an attempt to obtain the three-dimensional
configuration. A conceptual diagram is provided to further
illustrate the procedures of the program BASEL.

The first procedure, the simultaneous correlation
of the four logs by the computer program COR4WELL, consists
of seven steps:

1. Digitization of well logs at two-foot intervals.
This interval is chosen because the segments correlated do
not have significant beds that are less than two feet thick.

2. Establishing the stratigraphic unit visually or by

using a movable window technique (Zonation method).
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Figure 3. Cross-correlation of model density
logs by the computer subprogram COR4WELL. Si-
multaneous correlation of four well logs showing
the superimposed bedlines on the tie-lines of
Figure 2.



/—SYMAP (STRUCTURE MAP)
7’

SYMVU (3 DIM - VIEW)

e 0L Rpg

——

L S
///¢’ S, 5

CROSS SECTION

LOG
Figure 4.
A graphical
illustration
of the
algorithm
BASLEIL.

[

o



3. Tiltering of the original data by implementing either
the high pass filter or the low pass f{ilter depending on the
segment correlated (nonstationary frequency data require
high pass filters).

4. Using discrete Fourier transforms (DFT) and fast
Fourier transforms (FFT) to calculate the spectra of the logs
(the power spectra imply the square of the spectrum amplitude;
refer to Equation 30).

5. Perform the stretching process in the frequency do-
main. This process accounts for changes in thickness between
wells.

6. Cross-correlating of the stretched power spectra to
estimate the best value of the stretching factors. The best
value is defined as the highest value in the plot of lag
(for stretch) versus the cross-correlation coefficient.

7. Cross-correlating the stretched logs to evaluate
the maximum value of the correlation coefficient and conse-
gquently the corresponding value of the lag. This value of
the correlation coefficient is defined as the highest ampli-
tude point in the plot of the correlation coefficient versus
the lag factor. |

The second procedure, the projection of the structure,
consists of three steps:

1. A structure map of the study area is to be drawn by
a computer. The control points of this map are obtained from
the correlated logs in the previous procedure and other logs

correlated visually.



2. Connecting the correlated wells by an imaginary
straight path on the structure map.

3. The points initiated by the intersection of the con-
tour lines and the imaginary path are projected down between
the correlated wells. The interconnection of the prcjected
points results in a smooth curve that represents a two-
dimensional cross section of the structure confined between
the computer-correlated logs.

The third procedure is the three-dimensional modi-
fication. The two-dimensional cross section from the pre-
vious procedure is converted to a three-dimensional configu-
ration by implementing the SYMVU computer package. The out-
come of this modification illustrates the configuration of

the correlated segments.



CHAPTER II

PRINCIPLES OF LITHOSTRATIGRAPHIC CORRELATION

The concept of lithostratigraphy was first introduced

by Steno (1669) who defined it as a geological unit of con-
sistent lithology. Schenk and Muller (1941) modified Steno's
definition to include the description of consistent lighology
strata without regard to the time framework of deposition.
The American Commission on Stratigraphic Nomenclature (1972)
and Hedberg (1976) described lithostratigraphy in a broader
sense as organizing strata into units based on lithological
character.

One of the major stratigraphic principles involves
the distinction between rock-stratigraphic correlation and
time stratigraphic correlation. Rocks of different litholo-
gies that formed at the same time may be assigned different
ages and vice versa. Thus, time correlations do not prove
lithological continuity (Shaw, 1964) (Figure 5).

The need for lithostratigraphic correlation in all
types of geology fields arises from the necessity of estab-
lishing lithologic continuity and structure pattern of the
area of concern, ultimately defining the oil and/or gas bear-
ing strata, coal beds, geothermal zones and other applications.

15
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Figure 5. Two sections with similar rock and
fossil subdivisions. Fossil zones A and B are
only present in limestones. Upper ZIZigure
indicates time correlations, lower ficure
indicates rcck correlations (Modified after Shaw,
1964).



Krumbein and Sloss (1963) introduced two tvpes of
lithostratigraphic units: (1) rock stratigraphic units which
are defined by outcrop or subsurface lateral continuity;

(2) lithostratigraphic units that are established by litho-
logic criteria lacking lateral continuity. Typilcal examples
of the second type are insoluble residues, heavy-mineral
distributions and others.

Due to the indirect nature of the lithostratigraphic
units defined by well logs, it is important that they should
be identified in a consistent and objective manner to insure
a close approximation to formal stratigraphic concepts (first
type of stratigraphic unit).

Dunbar and Rogers (1957) defined correlation as the
attempt to determine a common time relationship, while Weller
(1960) interpreted the correlation process in terms of com-
mon relationships only. Xrumbein and Sloss (1963) modified
the concept of correlation to involve the matching between
equivalent stratigraphic units. A comprehensive and effi-
cient definition was presented by Hedberg (1976). He con-
cluded that a correlation procedure should reflect the simi-
larity in geological properties (lithology, fossil contents,
etc.) and in a certain stratigraphic location oi geological
strata.

Several types of correlations exist for different
features of study. The International Subcommission of Strati-
graphic Classification stronly emphasizes the independence

of correlation on time implications. The major types of
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correlation are: formal correlation, indirect correlation,
and matching correlation.

(a) Formal correlation: demonstrates the actual physi-
cal continuity of the unit in question. Schwarzacher (1975)
and other workers emphasized the concept of formal correla-
tion as the physical tracing of a stratigraphic unit on the
surface of the earth.

(b) Indirect correlation: refers to the process of com-
paring attributes of stratigraphic units such as lithology,
fossil content, porosity and other characteristics. Some
methods of indirect correlation are highly accurate, whereas
others are not. This type of correlation can be classified
as either a systematic correlation such as core correlation,
or an arbitrary correlation like visual ccmparison of well
log curves.

(¢) Matching correlation: consists of comparison of
sequences that do not adapt to a stratigraphic unit. An ex-
ample of mathcing is the statistical comparison of arbitrary

segments of well logs (Rudman and Blakely, 1976).



CHAPTER III

DPINCIPLES OF DIGITAL LITHOSTRATIGRAPHIC

CORRELATION BY COMPUTER

Correlation of subsurface data is one of the major
approaches established by geologists to construct an explo-
ration framework. In this framework, continuous well logs
contribute significant subsurface data for the reconstruction
of genetic history of the prospecting area. This history
involves the projection of subsurface structure and strati-
graphic features such as lithology, porosity, permeability,
and other parameters.

There are two types of computer correlations. The
first is semiautomatic correlation. This implies the use of
computers to process digital logs to provide valuable aids
for use in sharpening subsurface correlations in a given
study area. Digitizers c<an be used to reduce the log data to
digital form, computers to process the data, and plotters to
provide the geologists with graphical depth plots emphasizing
characteristics not always directly observable in the ori-
ginal logs. Holgate (1960) developed an approach which was
significantly valuable during the correlation of core and
log data within a given stratigraphic interval. It implies

19



that the information deduced from core and logs are first
stored into arrays and the arrays arc then cross-correlated
by computer. TFigure 6 shows a scatter diagram of core poro-
sity versus log response, while Figure 7 refers to a scatter
diagram based on Holgate's reduction of the same set of data.
The Holgate method theoretically could be extended to esta-
blish a relationship between areally distributed parameters;
for example, average porosity log response and average core
data through a given stratigraphic interval penetrated by
many wells could be related by using this method. Several
otner advantages of semiautomatic correlation are thoroughly
discussed by other workers such as Davis (1973), Robinson
(1875), Beck (1976), and Jupp (197G).

The second type of computer correlation is the auto-
matic correlation. In fact, no completely successful auto-
matic correlation technique involving the use of the Jigital
computer and digitized logs from many wells has been reported
yet. Automatic correlation of the time series represented
by digital well logs consists of calculating a degree of fit
or likeness of a curve with another curve (matching).

In general, comparing automatic correlation with
semiautomatic correlation, the former technique has several
advantages such as accuracy, capability of processing a tre-
mendous amount of data in a short time; and it results in
a standard and systematic output.

Automatic correlation is accomplished either in the

time domain or in the frequency domain. Automatic correlation
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in the time domain implies the correlation of selected seg-
ments by graphical evaluation of a regression correlation
coefficient. Dean and Anderson (1974) employed this method
to make a detailed stratigraphic correlation over the entire
Delaware Basin. ILxtensive research has been done by Ander-
son (1967), Anderson and Kirkland (1966) on the automatic
correlation in the time domain. Vincent, Gortner, and Al-
tali (1977) used pattern recognition to correlate features
from one well to another. This approach is capable of cor-
relating four resistivity logs that form a dipmeter log.
Dienes (1974) correlated two logs using the time domain as
well.

The frequency domain analysis of a spatial series
is a faster procedure for correlation. It employs fast Four-
ier technigues. Many researchers investigated the efficiency
of correlation in the frequency domain such as Rudman and
Langston (1973), Rudman, Blakely and Henderson (1875); and
Rudman, Blakely, and Xwon (1978). The analysis of these
investigators display the significance and efficiency of the
frequency domain in obtaining a higher value of the correla-
tion function utilizing less computer time.

The effectiveness of the frequency domain in pro-
ducing higher correlation functions using the FFT algorithm
made it an attractive tool to be implemented in this research.

The automatic correlation is divided into two pro-

cesses: auto-correlation and cross-correlation.



1. Auto-correlation ccensists of comparing a sequence
with itself at successive positions to locate the maximum
correspondence and measure the degree of similarity between
corresponding segments (Figures 8 and 9).

2. Cross-correlation implies the comparison of two dif-
ferent time series. This is accomplished by sliding one
series past the other until a maximum correlation function
is obtained (Figure 10).

Since the matching of lithostratigraphic units is a
principal step in this study, the cross-correlation technique
is the method to be employed in order to accomplish this goal.
The principles of cross-correlation in the frequency domain

are introduced in the following chapter.
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CHAPTER IV

DISCUSSION OF THE PROCEDURES AND MATHEMATICS

OF THE COMPUTER SUBPROGRAM COR4WELL

As stated earlier, the ultimate purpose of this re-
search is to produce a computer model or a computer software
system capable oi construciing a three-dimensional repre-
sentation. This system is founded on the digital lithe-
stratigraphic correlation of digital well logs. 1In order
to obtain this accomplishment, the following steps need to

bhe evaluated to guarantee successfiul results.

Digitization of Well Logs

Digitizing is the transformation of the continuous
curve (log) into discrete numerical data. This data is stored
on magnetic tape, disc or punched cards in a special format.

A FORTRAN IV program (written by the author) is provided in
Appendix IV to convert the data from the form supplied by the
digitizing companies to the numerical data that can be used
by the computer. The digitizing interval is either at one or
two foot sampling depending on the thickness of the beds cor-
related. The cost of digital computation is low, about $25

27
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per length of log plus 0.01¢ per sample point as of December

1979.

Segmentation Techniques

The second step in utilizing automatic lithostrati-
graphic correlation techniques is to segment the digitized
logs into homogeneous units, then to determine which units
are equivalent.

Two tvpes of segmentation techniques exist: autc-
matic segmentation and visual segmentation.

1. Automatic segmentation. This technique 1is divided
into two branches: (a) automatic zonation techniques which
imply the segmentation of a spatial series into homogeneous
segments (Figure 11); and (b) automatic windowing techniques
which involve the passing of two windows of fixed width over
two spatial series and determining the optimum matching posi-
tion (Figure 12). The first method of automatic segmentation
involves complicated mathematical equations, and it is less

efficient in terms of applicaticns and results than the sec-

-

ond method.

2. Visual or manual segmentation. The conventional
method of visually selecting a window consists of determining
the boundary lines between homogeneous units. These lines
are selected according to certain geological aspects such as
regression-transgression cycles, coal sequence, formation

confined between two distinguished marker beds, and other
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geological features. This manual technique of choosing tne
window usually depends upon the geologist's experiences in
the investigated area. It is an accurate and a simple method
to perform. However, automatic window techniques are more
efficient in terms of handling tremendous amounts of data in
a short time.

Once the segmentation of two distinct well logs is
established, it may be easier to identify equivalent zones
on the basis of statistical parameters or geologic informa-
tion within the zones. The boundaries of equivalent zones,
however, may not be picked in the same order for two logs or
on the expected position because of geological variations
involved between logs. Therefore, it may be necessary to
screen out the less meaningful boundaries for correlation
based on the visual examination.

Since a limited number of logs are involved in this
research, there is no need to employ automatic segmentation

techniques. All logs are visually segmented.

Digital Filtering of the Original Data

The concept of digital filiering in general implies
the passing of certain frequencies and blocking others, to
filter ~ut certain frequencies. This process has several
applications in the various branches of science.

In applying the filtering process to digital log

data, the geologist should pay extra attention in choosing
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the type of filtering. Removing any frequencies may radically
affect the result obtained. Heavy filtering (on the order of
a few terms or higher) of well logs is not appropriate with-
out solid geologic justification. Tor example, low frequency
spatial series represented by nonstationary log data requires
filtering in order to obtain a higher correlation function.
The filtering techniques are briefly reviewed here
to analyze the effect of filtering on the process that deter-
mines the stretch factor and displacement by the spectral
method.

a. Digital smoothing fiiter (low-pass filter or moving
average filter): The function of this filter is to pass the
low frequencies and to block out the high frequencies. There
are several types of smoothing filters depending on the num-
ber of points (interval) involved in the prncess, i.e., 3-
term, 4-term, or 5-term filters. The formula for a moving

average filter is computed by (Davis, 1973):

— Zq:§_k Y
v, o= J727% ] (1)
i m
m - 1
- K= g
where 5
m = length of the smoothing interval

i:l, 2’ cee, 1

j=1,2, «--, 1 +K; 173

=i

i = value of a new point in the moving average
Sequence

This equation calculates an interval of length m centered
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around the point to be evaluated. Thus, m has to be an odd
number for the computed value of ?i to correspond to the
central point. On the other hand, if m is even, a group of
values will be estimated that are halfway between adjacent
observations. In the case of m = 32, the filter passing down
the data sequence incorporates one new observation at each
step and drops one from the previous interval. The follow-

ing diagram illustrates this concept:

Original 7 4 3 2 3 4 5 7 2 6 4
Sequence —_ . . —_——
Moving ~ '

Average 5.3 4.7 3.0 2.7 3.0 4.0 5.3 4.7 5.0 4.0

(results of _

filtering——Yi)
These points are plotted on a diagram as shown in Figures

13 and 14. The change in the value of m is based on the
degree of filtering required. A high value of m (heavy fil-
tering) could easily result in missing the original data.

In some cases, however, a high value of m is preferable to
correlate a major section of a log.

b. Differentiating filter (high-pass filter or deriva-
tive filter): This type of filter is designed to pass the
high frequencies and to block the low frequencies. The high-
pass filter is calculated by differentiating the inverse

Fourier transform equation:

iwt

x(t) = X(w) e dg (

[S™]
~
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where X(w) = TFourier transform of a continuous time signal
x(t)
x{t) = original time signal

i = v-1

g
=

frequency increment, equal to

e
1l

b=
+3

i

N number of sample

rl!

sampling interval in the time or space domain

The derivative of Equation (2) is given as:

X(t) = 5= | dw () ¥ au
Thus,

FT{x'(t)] = iw FT{x(t)] (3)

This concludes that taking the time derivative of the inverse
Fourier transform of a continuous time series correlates to
high-pass filtering in the frequency domain.

c. Band-pass filter: This is the result of combining
the smoothing and derivative filter techniques. It retains

intermediate frequencies.

Fourier Analysis

Automatic lithostratigraphic correlation of digital
spatial data is based primarily on the correlation of the
spectra of well logs. Spectral analysis brings together two
very important theoretical approaches, the statistical anal-

ysis of time series and the methods of Fourier analysis.
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In this section, Fourier analysis is discussed briefly. The
applications of Fourier transforms are introduced in later
sections of this chapter.

The general formula for calculating a Fouriler series

is given by (Preston and Henderson, 1964):

a -
o X 7 . wnZ)
7Yy = T = ~
Y(Z) 5 T olp=1 \an cos — + bn sin = (4)
where L = half of the basic or fundamental period. It

equals half the length over which a signal is

sampled.

3
f

= the independent variable of length along the

well bore, wherein -L < Z < L.

ao = the zeroth coefficient of a.
an = the maximum value (or amplitude) of the cosine
TnZz
r ——————
term, cos T
bn = the maximum value (or amplitude) of the sine
term, si 0z
e.,an.

n = number of data points.
Y = the dependent variable, such as resistivity,
taken to be a function of length or distance Z
along the well bore.
The Fourier coefficients ao, an, bn are determined from the

following eguations:

1 <K-1

= = 7 -

% T K Ltj=-k Yj (5)
1 K-1 ™o .

an =¥ 23——K yj cos —371 (86)



TnZ
, 1 ~K-1 . j -
b = = ;. - V. S .
n K f3=-k Y5 SR T (7
where y‘j = the measured resistivity or other logged prop-

erty at the point j in the interval from ~L

to +L.
j = an index denoting the j'th value of y.
K = the number of equal width panels in the interval

0 to L.

There are two types of Fourier transforms needed
in this research: discrete Fourier transforms and fast Fourier
transforms.

1. Discrete Fourier Transform (DFT).

The Fourier expression mentioned previously implies
the continuous expansion of the Fourier formula. The analog
Fourier transform, cor integral, of a continuous time series
x(t) is given by:
iwt

X(w) = ( x(t) e dt (8)

d =0

In order to recover the original time signal x(t), one em-

ploys the inverse Fourier transform which is given as:

[
x(t) = 5-1; X e TVt g (9)

¢ —

In -the case of a sequence of N samples xX(nT) where 0 < n < N-1,

the DFT is calculated by:

rN-1 -iwTnK

X(Kw) = Ln=0 z(nT) e (10)
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defining:

N number of sample polnts in the spatial series

n = number of intervals in the spatial series

T = sampling intervals in the time or frequency
domain

X(K«) = Fourier coefficient

K:‘O,l, --.,N_l

S

The quantities X(») and x(t) in Equation (8) are called the

FTourier transform pair. The Fourier transform X(2) is a

complex function and can be represented by its real and imag-

inary parts by:

X(s) = XR(m) + iXI(m> (11)

and can he represented by its amplitude and phase as well by:

where:

S )
X(0) = IX(w)! et () (12)
' X(w)! = amplitude spectrum of X(w), and eqguals
5 5
/Xﬁ(tu) + Xz(m) (12")
5{w) = the phase spectrum of the Fourier transform,

b

and eguals taj—l[XT(ﬂ>/XR(u)]

The subroutine FOURT in the subprogram COR4WELL

utilizes spatial series considering the depth as a function.

9

<.

Properties of Discrete Fourier Transforms (Jenkins

and Watts, 1968):

search,

a. In the case of two series, x(nT) (in this re-

implies short log) and y(nT) (implies long log),
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with periods nT, then DIFT of x(nT) + y(nT) 1is:

DFT{x(nT) + y(nT); = DFT{x(nT)} + DFT{y(aT): (13)
= X(Ku) + Y(Kuw) (14)
where: T = the sampling interval in the time or spatial
domain.
- f Lo _ 2=
w = frequency increment = NT
K=20, 1, -+, N-1
The other linearity property is:
DFT c{x(nT)]} = cX(Kuw) (15)

b. Shift of time series: The DFT of the shifted

series x[(n+m)T] is expressed by:

- N oN-1 -1iT i {
DFTix[(n+mT]} = Jo_b x(aT) e (n +mK (16)
= ?Nzl [X(DT) e-—len}\] elLuTmI\
~n=0
_‘.'L)TAA’ —~
= X(Kw) e THTME (17)
c. Lengthening of series: Assume there is a spa-

tial series x(nT), O €< n < N-1, and a longer series y(nT) is

generated, 0 < n < rN-1, and where

{x(nT) 0 <n < N-1
y(nT) = A
{0 otherwise
The increased length of y(nT) changes the frequency increment

w to %, where r is any integer, and the form of Equation (10)

is transformed to:
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e ‘ _ <TN-1 -iwTnK/r
Y{h(;}_ = Zn=0 y(nT) e

- TNzl <(nT) e—luTnK/r (18)

“n=0
So, if K is divisible by r, then:

w ) K}
3V} - o . .

tlf3]] - x[[Fs (1)

d. Relationship between Fourier transform and cor-
relation function as described by Papoulis (1962), Champeney
(1972), and Brancewell (1978). Suppose that £(t) is real

and its Fourier integral exists and is given by:

F(w) = ACw) ) [7(0)] (20)
The inverse transform of their energy spectrum is:

2

E(w) = A7(w)
known as autocorrelation, will be denoted by »(~):

1 2
5e ) A e

-— O

Jwt

=l
~
—
~—
1l

d\'A) (21)

® o
=-j} [ A7 (w) cos uwt dw

v e

Il

£(t + 1) £*(t) dr (22

~

Now consider the real functions fl(t) and f9(t),
their Fourier integrals Fl(w) and Fz(w), and their cross-

energy 1s given by:

Elz(w) = Ff(w) Fylw)



41

where * indicates complex conjugate. The inverse transform

of EJQ(M), denoted by is called the cross-correlation

‘\;‘12 ’

function between fl(t) and f2(t). We thus have:

Juwt

f
l Fi(w) Fo(w) e du (23)

After a simple substitution of Equation (22), Equation (23)

is given by:

¢19<t) = i fx(0) f,(t + ) d- (24)
< J—» &~ ~
In general:
[eN-1 ; 5
DFTLEH=O x(nT) y(n+f)] = X*(Kuw) Y(Kw) (25)

In the following section, we will see that the cross-
correlation of two spatial series x(nT) and y(nT) consists
of iterative multiplications and summations. These opera-
tions can be accomplished in the frequency domair by simply
multiplying their Fourier transforms. This method is con-
sidered more efficient in the computer correlation process.

3. Fast Fourier Transform (FTT)

The fast Fourier transform was discovered and ade-
quately publicized by Cooley and Tukey (1965). It is based
on a method of factoring the transform into the product of
two transforms. The form of the FFT is similar to that of

the DFT. It is given by (Bendat and Piersol, 1971):

-27ikn /N

oy o o¥-1
X(k) = [0 x(n) e (26)



and the inverse Fourier transform is:

+N~-1 .
x(n) = 1 =0 X(k)

e+2nikn/N
N =k

(27)

where k=0, 1, +--, N-1

n=0, 1, ---, N-1

=
]

number of points in the spatial series

x{(n) and X(k) = Fourier transform pair

Suppose a spatial series contains N data points and
if N can be factored into N = GH, where G and H are integers,
then in place of N2 multiplications and additions, we get
approximately N(G + H) operations of each type. Repeated
application of the factoring leads to the following results.
If:

N=r.r,cer (28)

then we will have approximately

L e + 2
N(rl + o rm) (29)

operations. In most favorable cases, when N 1s a power of

2, say 2h, we have N(BK) operations, where K = log,N. Thus,

<

we have approximately N logzN operations in place of N2 op-
erations. In other cases, where N has many small factors,
somewhat the same effect of greatly decreasing the number

of operations happens. Cooley and Tukey {(1265), and Hamming
(1973) investigated the properties and applications of FFT
and DFT. Their contributions are of great help to geologists

interested in this field.
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Concepts of Time and Frequency Domains

Fourier analysis transforms the data from one do-
main to another. Consider the observations in the form of
values Yi at points in space Xi. The succession of points
develops a wave form, defined by X and Y. The data, defined
in this manner, are said to be in the time or spatial domain,
depending upon whether X implies points in time or distance,
respectively. By determining the component frequencies in
a signal, we have transformed the data to the frequency do-
main.

The concepts of time and frequency domains are best
illustrated by a physical analogy drawn with the effect of a
glass prism on sunlight (Figure 15). As described by Davis
(1973), the prism acts as a Ifrequency analyzer which sepa-
rates the beam into its components. In a similar fashion,
examining the power spectrum of a data sequence may tell us
a great deal about its nature and origin, information which
may not be apparent in any other way. The role of the prism
in this illustration is similar to that of the Fourier trans-
form which is considered a powerful tool in signal process-
ing due to its ability to identify or distinguish the dif-
ferent frequency sinusoids. These sinusoids and their re-

spective amplitudes combine to form an arbitrary waveform.
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Figure 15. A vrism acts as a frequency analvzer,
transforming white light (time or smatial domain)
into its constituent spectrum of colors (IZIrequency
domain) (After Dawvis, 1973).



Power Spectrum Analysis

The implementation of power spectrum and Fourier
analysis in the correlation of digital stratigraphic units
was developed by Kwon (1977). In fact, this concept was
first introduced by Preston and Henderson (1964) who corre-
lated resistivity logs by utilizing their power spectra.

The resistivity (short normal) log profiles in this area are
shown in Figure 16 and the corresponding power spectra are
given in Figure 17. These line spectra can be considered a
type of transformed resistivity log. Therefore, adjacent
wells can be compared for similarity by comparing their power
spectra. Preston and Henderson's method was very long and
impractical on a commercial scale.

The power spectrum of a series x(nT) is defined as

the square of its amplitude spectrum (Equation 12).

. 2 )
P (Ku) = IK(Kw) ™ = X*(Kw) -X(Kw) (30)

The power spectrum can be defined in another form using Equa-

tions (6) and (7). The plot of

is called the power spectrum of the function given by Equa-
tion (4). Comparing Equation (25) witﬁ Equation (30), one
concludes that the power spectrum of series x(nT) is also
defined as the Fourier itransform of its autocorrelation

function.
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Techniques of Data Interpolation

In correlation of digital well log data, there are
two well-established methiods of data interpolation:

1. The interpolation of data in the time domain. DeBoor
(1972), Jupp (1976) and Shaw (1977) discussed this concept.
They concluded that interpolation in the time domain can be

erformed by transforming the series of points in homogeneous
space and resampling the curve by manipulating the parameters
of a B-spline curve approximation.

2. Rudman and others (1976, 1978) performed interpola-
tion in the frequency domain by using the Lagrange interpo-
lation method, which is calculated by the use of FFT.

In order to understand the interpolation technique
in the frequency domain, we suppose only N equispaced sample
points of a time signal are known, and assume the known N
points represent one period of a periodic band limited func-
tion (no frequency components above the Nyquist frequency).
To estimate the original time signal by M, (M > N), we simply
insert (M - N) zeros in the middle of the DFT values (Figure
18-a). Because no new frequencies were added above the
Nygquist, the inverse transform gives the same time series of
M data points. The normalizing factor of the inverse FFT
should be 1/N to obtain the amplitude of a stretching signal.

Lagrange's method of interpolation (in the frequency
domain) is used in this investigation because of its ability

to interpolate arbitrarily spaced data (Hamming, 1973).
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Figure 18. 1Interpolation (stretching) in the frequency
domain. a. N data points are stretched to M values by
inserting M-N zeroes into the array. b. stretching of
64 points to 100 point (S = 1.5) using frequency

interpolation (modified after Rudman and others, 1975).
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Lagrange's interpolation polynomial of degree n - 1
requires n known sample points through which the polynomial

is passing. Let fl’ fo’ <o, fn by distinct points, and

p(f) is given at these points. The unique polynomial g(f)
of degreen n - 1 on these points is given by:

: (f - £ = £y e (f = £ ) e
g(f) = - —5 e (f. = T p(f
(fl - f2)(fl f3) (fl Ln) 1

(f = £(F = £)-++(f = )

1 2 ‘
P, T I, T iy (i - ) p(fy) (31)
(f - £.)(f -~ £.)-++(f - £ )
R A —2 P p(r )
(f, - £ - fH---(f - ) “''n

In general, Lagrange's equation is given by:
g g

Mathematics of Correlation

Rudman and éthers (1572) described the correlation
processes as follows: Suppose there are two spatial series;
x(nT) represents the short log while y(nT) represents the
long log. Recall that correlation of two spatial series may
be established in the time domain or in the frequency domain.

1. Correlation in the time domain:
Cross-correlation in the time domain involves mea-

suring the similarity of two spatial series, x(nT) with length
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L2 and y(nT) with length Ll’ L2 > Ll (x =4 and vy = B in the
author's discussion of Chapter 5), in two distinct steps:

a. The first step involves the multiplication of
2ll the values y(nT) of the long log by the corresponding
values x(nT) of the short log and summed to one value bxy
(Figure 19-A). As illustrated in this figure, there is only
one point from log X (value ¢f X on scale of 1 to 2) that
matches one point from well log Y at the shift position O.
Thus, the cross-correlation coefificient pxy is 1 x 5 = 5.

b. The second step represents the vertical shift
v of one log past the other, one point at a time. So at
shift position 1, the correlation coefficient is: 1 x S
+ 1 x5 = 10.

Step (b) is repeated for ten times in this case,
which is equal to the range of shifting r, from 1 to L1 + L2
- 1. The cross-correlation coefficient mxy(s,r) is computed
by:

I Y ] == .o 2
1 ki&i+r’ i 1, 2, ) Ll (32)

R

Xy(S,T) = Zi

The value of the cross-correlation coefficient at
position 4, &(4), represents the maximum value of this coef-

ficient, or the peak of the plot of t versus (1) (Figure

i Xy
19-B). In fact, this value of t = 4 corresponds to the posi-
tion of the optimum alignment between well log X and well
log Y. In general, as 1 is increased, the correlation be-

tween the values of x(nT) and v{(nT) increases to a maximum

value, then it decreases to zero as - -+ .
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dural calculation for Equation 32 of cross-correlation coef-

ficient.

B: Optimum correlation is at maximum value of cross-

(at shift position t = 4) (After

Xy

1972).

correlation coefficient ¢

Rudman and others,
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Bendat and Piersol defined the autocorrelation as a
special case of cross-correlavion. It implies the case where

Ll = Lo, as opposed to the case where L, » L., the series is

1°

cross-correlated with itself. The autocorrelation coefficient

of a sequence of data x(nT), n =1, 2, --«, N, is defined

for discrete (digital) data at lags . = O, 1, ---, N-1 as
follows:

- _ _~L_ \‘N"T ; - = Lo _ = A

JXX(\) = ¥ T in=1 [x(nT) .O][X(n(nT)-r.) XTJ (33)

where io and i: represent the mean value of the points at
lag O and lag 1, respectively.

In order to characterize the cross-correlation coef-
ficient completely, the idea of normalized cross-correlation
is introduced. The normalized cross-correlation coefficient
is the ratio of the cross-correlation function &Xy(f) to the
square root values of the cross-correlation at lag zero.

This definition is represented by the following equation:

¢Xy(r)

R (1) = T
[04(0) 5, (0) ]

Xy

The value of the coefficient ny(r) is confined
between -1 and +1. The +1 indicates direct maximum correla-
tion, while -1 implies inverse maximum correlation. The
main objective of normalizing the cross-correlation coeffi-
cient is to avoid biased results that may be formed during
the comparison of cross-correlation coefficientis computed
for different interval lengths and various values of the

stretch factor (S).
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Having discussed the concept of cross-correlation,
autocorrelation and normalized cross-correlation coefficients,
now we lead our attention to the process of cross-correlation
in the time domain. This process 1is established by two steps:

a. The cross-correlation function 1is obtained by
calculating the normalized cross-correlation function between
two spatial series of unequal lengths, L, > L, (Rudman and

1
others, 1973).

HL]_ -
oy x.v., - L,IY¥
R_(S,7) = —p——— 22T 1 - (35)
X¥ ;(H 1 5 _:0‘;.~L1 o _0~\-;;
Ph X% - L,X7 1) y* - L. 9%
{ti=1 %4 1% 1iti=1 Vit 1574
defining
L I.
.11 S
£ = L ti=1 %i° I Ly “i=1 Viss

S = stretch factor (S = 1 implies no stretch)
L, = length of the short log
i=1, 2, «--, L1
In this method the edge of the short log is aligned
with the edge of the long log (Figures 20, 21-B), then the
short log is vertically shifted past the stationary long log.
The normalized cross-correlation coefficient ny(S,T) is cal-
culated point by point multiplication and summation just as
in Figure 19. The operations of multiplication and summa-
tion continue up to a maximum of L2 - Ll‘

series xX(n) is stretched by 4AS (i.g. + 0.05) to L1 + AL,

where AL = Ll(AS). This process is repeated until the maxi-

Then the spatial

mum value of ny(S,r) is reached. This maximum value
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corresponds to the optimum values of S and : required to draw
the tie-lines shown in Figure 2.

b. The other method of cross-correlation in the
time domain is pertormed with two series of equal lengths,
Ll = L2. In this method, the length of the correlation window
is maximum when the edges of the two series are aligned (Fig-
ure 21-A), then the width of the window decreases with each
time shift -.

The normalized cross-correlation function for two

series x(n) and y(n+1) of equal lengths is given by:

oN-t - -
lp=1 () - x Jly(n+t7) -y ]
ny(s’f) [vN—T - 42¢N-: . - 273 (36)
(Tpoy [x(m) = 209000 [y(a+o) - ¥ 17
where
< = l r‘N—T" - - 1 T‘N .
N - ln=1 x(n), e e N A
and
[+1 maximum correlation
XY(S,r) = { 0 no correlation
-1 reverse correlation

2. Cross-correlation in the frequency domain:

The advantage of this concept lies in the reduction
of the computer time consumed by the operation of multipli-
cation and summation. This time reduction is established
by the introduction of the fast Fourier transform into the

correlation process.



Stretching Process

Correlation of digital l1ithostratigraphic units, as
in visual correlation, is complicated by the lateral changes
in thickness and vertical shifting. Stretching i1s a mathe-
matical approach to account for the relative variation of
bed thickness between wells. The computer algorithm COR4WELL
established in this study identifies the direction and degree
of thickening of stratigraphic sequences between wells. It
also determines the amount of vertical shifintg of beds be-
tween wells.

In order to understand the procedure of stretching,
we should discuss first the power spectra. Kwon, et al.
(1978) discussed the stretching process as follows. Let us
assume that there are two spatial series: The first one,
series x(nT) of N samples, represents the short well log of
one well and the other, series y(nT) of L samples, represents
the long log of the second well. Furthermore, Ewonet al. (1973)
explained that a segment of the long well log y(nT) is called
Z(n) and is equivalent to the short well log stretched to a
length M with a stretch factor S (= M/N) and displacement D.
As illustrated in Figure 22, the long well log y(nT) is ac-
tually the sum of two segments: Segment s(n), which is equi-
valent to the segment Z{(n), and the other segment is the
noise series h(n). Since FFT does not recognize the actual
time or frequency increment, sequential numbers are only

needed to be identified in the following argument. 1In
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Equation (19) the differences of the two frequency increments
% and ¢ are ignored and only the K values are considered.
The DFT form of z(n) is the ordered sequence Z(K). This form

Z(K) can be obtained from the Fourier transform X(X) as follows:

< K <

NP

(37)

[
o~

0
N
0 5 <K<

]

Let us assume that the segment s(n) is first stretched from
z(n) by an additional (M - N) zeros and then time shifted

by an amount D. The relationship between the two DFT's Z(K)
and S(X) can be deduced from Equations (17) and (18). By
adding zeros in the segment s(n), the phase and the frequency
scaling of Z(K) may change. Thus, to overcome this problem,
we compute the power spectra PZ(K) and PS(K) from the DFT's
Z(K) and S(X), respectively. These two power spectra are

related by:

P,(K) = P_(K/S") (38)

where S' represents the scaling factor (S' = M/N). So if

S' is computed, the length of segment z(n) is known. Thus,
the stretching factor S between the two series, x(n) and z(n),
is calculated by comparing their lengths.

After we have developed the understanding of the
relationship between power spectra and stretching, let us
discuss the steps involved in the stretching procedure.

The following steps are performed in the frequency

domain to calculate the value of the lag (1) that is used to
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obtain the value of the siretcn factor S, in the time domain,
according to Equation (47). The first step is logarithmic
scaling of frequencies. The problem facing us here is the
scaling in the frequency domain of Pz and PS (Figure 23).

If we take the logarithm of Equation (38), we get:
{ { = P 24 !
Logtps(k) lz(h/S )}

or

PS(Log ¥) = Pz(Log K - Log S') (39)

We notice that the multiplication factor S' in Equation (38)
is changed to an additive factor. Thus, logarithmic scaling
of frequencies modifies power spectra by a frequency delay
of Log S'. The factor S' can be obtained by the cross-cor-
relation of Px(Log K) and PS(Log K) (refer to Figure 23).

In this figure we have the long log or series y(n) which is
the sum of two series s(n) and h(n). The Fourier transform
of the series y(n) is Y(X). It is calculated based on Equa-
tion (14) as:

Y(K) = S(K) + H(X) (40)

Equation (40) can be rewritten in terms of its real and imag-

inary parts as:
YR(K) + iYI(K) = [SR(K) + HR(K)] + i[SI(K) + HI(K)] (41)

or

il

TR (K) = Sp(K) + Hp(K)

Y7 (K) = Sp(K) + H(X)
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where subscripts R and I denote the real and imaginary parts,
respectively.
The power spectrum of series y(n) is computed from

Faguation (30) as:

i

2 2]
PU(K) = Yp~(K) + Y 7(K)

= [Sp(K) + Hp(K)]% + [S; () + H (¥)]”

I

Il

2 2. 2y 2o 2,0
[Sp7(K) + S,“(K)] + [Hp“(K) + H{™(K)

I

+ 2SR(K)HR(K) + QSI(K)HI(K)] (42)

The first bracket of Zquation (42) represents the power spec-—

Tra, PS(K), of segment s(n). The second bracket is defined
as 2a additive (background) noise spectrum 7(K). Thus:
PV(K) = PS(K) + N(K) (43)

However, since we are concerned with the actual signals, we
have to filter the noise signals N(K). The differentiating
filtering technique was applied in this operation.

One may notice from Figure 22 that the signals s(n)
and i(n) are quite similar except for the frequency scaling.
Therefore, one may conclude that there is a definite relation-
ship between the power spectra of these signals, PS(K) and
PX(K). Keeping this in mind, it is easy to extract PS(K)
and PV(K) by cross~correlation of the power spectra PX(K)
and Py(K) after some change.

The second step in calculating the stretch factor S
is the interpolation of power spectra in the frequency do-

main. After transforming frequencies to a logarithmic scale,
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the values of a power spectrum are at unevenly spaced inter-
vals. Since automatic correlation requires values at equal
intervals, we need an interpolation to obtain an evenly spaced
spectrum. Following the calculation of the power spectra of
four spatial series (four well logs) and replacing them in

two complex arrays, (Pa’Pc) and (Pb,Pd), then we employ La-
grange's interpolation method and cross-correlate the inter-
polated spectra in the complex domain (next step) to get the
optimum stretch value based on four logs.

The third step involves the cross-correlation of
the interpolated spectra. Suppose there are two series of
interpolated spectra Pi(i) and P;(i), the cross-correlation
function RP,P,(T) of these two spectra is given by the fol-

XY

lowing equation:

_ eN—-1 D . VS )
Rpép§(r) = I{0q Pi(i) Pi(i+r) (44)

where i is a dummy variable for the interpolated spectrum.
In order to avoid complexity in the following calculation,

the denominator of R ,P,(r) is omitted.

p
X'y
Let us propose that there is no similarity between

spectra PX and the noise spectra N'(K). Equation (44) is
rewritten in the following form using Equations (38), (39),
and (43):

TN b5y P ity + N'(itt)}
Li= X Us

Rp'p'(T) = :‘EL
Xy

[ Pi(i) PL(i+T)

]

[ pL(i) PLCL - 2 log §'+1) (45)
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where ) is the interpolaition interval. The optimum value of

the coefficient Rp,p,(r) is obtained if
Xy
t =L log ' =< log & (46)
Determining the shift <, for the optimum value of the cor-
relation ratio (M/N) will be given by
3 o8
s'=s=%=10"" (a7)

The immediate result deduced from the previous dis-
cussion implies that the stretch factor S is gained from the
comparison of the length (N) of the short spatial series
x(nT) and the length (M) of the long spatial series y(nT)
given by Equation (47). Similarly, the negative value of

the shift t is inferred from Equation (47) as well.

Cross-Correlation of the Stretched Logs

So far we have calculated the stretch factor S. The
proceeding step consists of stretching the log using the Ifre-
quency interpolation method. Then cross-correlating the
stretched logs utilizing Equation (35) finally computes the
relative displacement D, between the short log and the similar
part of the long log.

The value D is determined in two ways:

1. In the case of stretching the long log, the value
of the optimum correlation represents D (i.e., D = 7).

2. In the case of stretching the short log, D = =/S.



CHAPTER V

CROSS-CORRELATION OF FOUR WELL LOGS

One of the advantages of the computer algorithm
BASEL is its ability to simultaneously correlate four well
logs of one type. This correlation is established by the
subprogram COR4WELL.

In the subprogram COR4WELL, the spatial series 4,
B, C, and D symbolize four similar logs obtained from four
wells (Figure 24). The cross-correlation Equation (32, will
be modified to account for the correlation of four well logs
assuming the series x(n) and v(n) to be a complex number.

These two complex numbers consist of real and imaginary parts:

X(n) A(n) + jC(n)

]

Y(n) B(n) + jD(n)

where j = V=1

Logs A and C are stored in complex array X, and
logs B and D are stored in array Y. Using a fast Fourier
transform (FFT), the spatial series X(t) and Y(t) are first
transformed to the frequency domain. After this transform,
complex series X(K) and Y(X) are multiplied to obtain the

cross~correlation function iKV(K), given by (Papoulis, 1962):
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Graphical illustration of cross-correlating
four logs in the frequency domain. In this
graph, X and Y imply complex series A + jC

respectively. * indicates com-

and B + jD,

plex conjugate and Nq

implies Nvquist frequency.
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Ll *
. 'y = ¥ < { 7 .
by (K) = 12y NT(K) Y (X)
where Xi = the 1'th point of well log X

Yi = the i'th point of well log ¥y

ﬁLl

= lyey [GAC 0 7 ByDy ) % 3B Gy = 4B 01 (48)

where A, B, C, and D = spatial series representing the

short and long well logs of Fig-
ure 24

i=1,2, ~o0, Iy

*
i

complex conjugate

Recall from previous sections that cross-correlation 1is per-

taticonary series; therefore, for stationary Y spa-

)
@)
k
£
0
£
£
k4
ot
oy
0

tial series (Bendat and Piersol, 1971), &(s,1) is maximum
for those L1 values of the Y series that are the best linear
approximation of the X series. The Y series 1is stationary
if all intervals of Ll length have nearly the same average.
If this is true, then the maximum of ¢(s,t) occurs at the
value of 1 where the L1 values of the Y éeries best approxi-
mate the Ll values of the X series.

The prccess of cross-correlation is established by
repeatedly stretching the spatial series A(n) by the fre-
gquency domain interpolation method, then comparing to the
spatial series B(n). In a similar manner, C is compared to D.

The normalized cross-—-correlation coefficient of

Equation (48) is defined as (using Equation 35):
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Iiil KlYI+T - L]i§‘
ny(S,T) - ((”Ll v :—*1f~L1 ) - . _ —*115 (49)
L[li=1 R R DS ER ST SN A
or
ny(S,t) = 4p(3,7) + 34708, 1) (50)

The symbols R and I imply real and imaginary, respectively.

The real part of Equation (49) is given by:

15 (5, 7)
(51)
L1 L L
Zi=l (BjA,,, +D.,C.. ) - L(BA +DC)
i (rl1 o 2 2 1fF1 o 2 <2 =2 1}3
1L£i=l(Bi.rD ) - 1\B *D )j{Ll=l(A +T+Ci+T)“Ll(AT+CT)_}>
while the imaginary part is given by
3 (S, )
! (52)
L1 L L
_ Lizy (Ps84, - B3C5y ) - L(DA - BC)
[ "1 .2 2 -2 =2 ])E
{in (B ‘+D ).—L (B -+D )JLL1=1(D1 r-+ci+r)-L1(Ar.+Cr)jj
defining
L L
S R
B =1~ L2y By Ao T oo Lim1 Ay
1 1
L L
=271 b c =271 ¢
L1 “i=1 Ti ToLyg i=1 “i+rt

The real part ¢R(S,r) is the sum of two normalized

cross—~correlation functions:



BiAi+w is the cross-correlation of series A and D

and Dici+~ is the cross-correlation of series C and D.
On the other hand, the imaginary part ﬁI(S,r) acts as the

difference of two normalized cross-correlation coefficients:

L
X.} D.A. is the cross-correlation of A with D
i=1 “i7i+1
Ll

and )._, B.C. is the cross-correlation of B and C.
=1=1 Ti i++<

Consequently, the real $R(S,T) symbolizes the cross-corre-
lation function while @I(S,r) does not.

After the values ofi S and t are determined for the
maximum value of ny(S,r), the inverse FFT returns the com-

plex function QYY(S',T) to the space domain.



CHAPTER VI

COMPUTER-ASSISTED PREDICTION OF

SUBSURFACE STRUCTURE

The concept of evaluating the structure confined
between the correlated wells is established by this research
in three distinct procedures: (1) initiation of the struc-
ture map of the formation or the bed correlated by the four
well logs using the SYMAP computer package {(Dougenik and
Sheehan, 1976); (2) projecting the structure, derived from
the contour map, down between the correlated wells and ul-
timately drawing the bed-lines. These lines illustrate the
structure and thickness variations of the correlated bed or
formation; (3) converting the two-dimensional cross section
thus obtained to a three-dimensional configuration using the

SYMVU computer package (Dougenik and Sheehan, 1276).

Initiation of the Structure Map

A. Mapping: With the advent of the digital com-
puter, automatic contouring has become common in geologic
exploration, and oil companies are among the largest markets
for the manufacture of automatic plotters. The reliability
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of contour maps is directly dependent upon the density and
uniformity of control points. Even though the desirability
of a uniform distribution of control pcints (X and Y points
on the map) is often cited, the degree of uniformity is sel-
dom measured.

The point distribution coefficient R is given by

the following formula (Dougenik and Sheehan, 1976):

R = 13(0) (53)
D(e)
defining: D(o) = mean point distances of the observed
(actual) distribution
} L d,
D(o) = <
D(e) = mean point distances of the expected
(random) distribution
= _ YA/N
Ble) = =7
where di = distance from any point to its nearest neighbor
A = area within map

N = number of data points

The value of R ranges between 0 when all points are
very close to each other (clustered) in a small location,
to 2.15, when data points are positioned at their maximum
well spacing. The point distribution coefficient is intro-
duced as an elective no. 28 in the SYMAP package of Dougenik
and Sheehan (1976). In this study, the data points of the

model test are positioned in a grid pattern (equally spaced
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points and egual number of points per subarea). Therefore,
there is no need to perform a uniformity test or calculate
the coefficient R. However, the real data requires a point
distribution coefficient test to examine the uniformity of
distribution.

B. Contouring: Geologists demonstrate their ar-
tistic talents as well as their geologic skills when they
create contour maps. The case of contouring practice is
similar, to some extent, to that of log interpretation in
the sense that geologic judgment becomes biased, and the
subtle effects of personal opinion detract rather than add
to the utility of a map. However, there may be situations
where a high degree of bias is desirable and machine con-
touring is less appreciated. Computer contouring methods
are totally consistent, and provide a counterbalance to overly
interpretive mapping. In any case, comparison between ma-
chine-contoured and manually-contoured maps serves as a safe-
guard against excessive imaginative interpretation. To ac-
complish this purpose, manual and computer contoured maps
are compared in this research. The reader is advised to
exercise a subjective judgment in choosing an algorithm that
ultimately provides efficient mapping. The other motive
behind the development of automatic contouring is economic.
Of course, this is an attempt to utilize the vast investment
the petroleum industry has in stratigraphic data banks.

The procedure of contouring established in this re-

search consists of a combination of a computer line printer
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and an automatic plotter.

Line printer method: In this routine, the line
printer can be used to print bands of characters (Figure 25)
in which edges of the bands represent the contour lines.

The line printer output is established by the computer pack-
age SYMAP (Dougenik and Sheehan, 1976). This package con-
sists of a computer mapping program using a standard line
printer as its output device. The process involved in ob-
taining the contour lines is based on a theory similar to
that of fitting a grid to data points, calculating the mesh-
point values, and finally drawing the contour lines by in-
terpolation of the grid values.

Automatic contouring plotter method: The contours
in this approach are plotted in two ways: plotting a single,
complete contour at one time (the case of the contouring
program in this research, Figure 26); or plotting segments
of several contours and progressively working across the
map (Figure 27). The choice depends on the size of the map,

speed of the computer used, and other factors.

Prediction of the Subsurface Structure

The concept of this prediction is determined by
several interrelated procedures which are described below.
First, the coordinates (X, horizontal distance;

Z, depth) of each point of the bedline along the straight
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Figure 25.

L

Output print of a structure map drawn by the computer packaae SYMAP.
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path connecting each two wells (refer to Figurec 29) is eval-
uated. At this point, two possibilities exist in this cal-
culation:

a. Each two wells are on a horizontal line parallel
to the grid lines. The X and Z values of each point along
this path are the X and Z values of the corresponding point
of the grid (Figure 28-4).

b. In case the two wells are on a path that makes
an angle (positive or negative) with the grid lines (line
A-B) (Figure 28-B, C), the X and Z values of each point on
the path do not represent the X and Z values of the corre-
sponding points of the grid. The correction of these values
is required before the final projection takes place. By way
of example, suppose the angle is negative (Figure 28-C); the
7Z value of each point is the value of the previous point
plus a variable increment determined by the following equa-

tion:

== = &= (54)

In simplified form,

Z increment = DE = —=

which is implemented in the computer program, bearing in
mind that
AD = 1 = grid interval

The X increment in the triangle AED (Figure 28-C) 1is given by:



Ty
| |
l3 . 1 |l _b— weLL LocaTion
e, m— —
HORIZONTAL PATH——1—7" | 4 | | | |- GRID POINT
i |
—o T # “T’ N ?":,-— GRID LINE
~% o—— ﬁ@——%
s | ] 2
| TR
i - X
y A. TWO PATHS PARALLEL TO
| A THE GRID LINES
X NEW CALCULATED VALUE OF X & Z
® GRID POINT
o X

B. ONE STRAIGHT PATH AND ONE

PATH MAKING POSITIVE ANGLE
WITH THE GRID LINES SOOI
- !
’/"’ !
/,‘ |
4"’“’ !
- !
—=="TuNIT |
A= ‘1 B8 o= X
. I
C (=)

C. CALCULATING THE X & Z VALUE
OF THE PQINTS ALONG THE PATH

Figure 28. Calculating the X and Z values of the zrojectec
bed lines.



w

Qﬂﬁ?ﬁﬁkdbd.

7
/
——

O

XX

Pl O1- %

KX

R R TR

STRUCTURE

MAP

BOREHOLE

BED-LINE

—;/‘,—‘ TIE-LINE

e e — — — —_—— —

PROJECTION
LINES

he

at

Illustration of the correlated four

cgs, tie-lines, bed-lines, well logs an

Figure 29.

-
4L

map.

structure



81

2 2 2
X increment = AE (AD)™ + (DE)~

2

= (1)? + (pE) (55)

In the case of a horizontal path (or zero angle), the X in-
crement equals one and the Z increment equals zero. The
evaluation of X and Z increments starts from one well and
continues along the path to the other well. After establish-
ing these values, the projection step is followed to plot
the bedline.
Second, the variation in the thickness of the cor-
related bed is accounted for in the suggested algorithm.
The algorithm stretches the bed vertically with the same
vaiue of the stretch factor utilized in the main program.
The procedures of correlation and prediction of the

subsurface structure are i1llustrated in Figure Z29.

Transform to Three-Dimensional Configuration

This procedure is accomplished by the implementa-
tion of the SYMVU computer package (Dougenik and Sheehan,
1976). This computer program is written to generate three-
dimensional line-drawing displays of data. Only three con-
trol cards are necessary for thé generation of the graphic
displays. As in the case of the SYMAP package, SYMVU also
has a number of electives or options which are built into
the program allowiig for considerable flexibility in generat-

ing the displays of data. However, in the author's work
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only a much smaller number of options are used in the program.
The advantage of this program is 1its capabilities of conformant
ard proximal mapping using data generated by the SYMAP pro-
gram. SYMVU is written in FORTRAN-IV as a SYMAP program and

is operated on the IBM-370. The output is produced by a

CALCOMP plotter of either 10 or 29 inches (Figure 20).
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CHAPTER VII

ANALYSIS OF MODEL DATA

The computer model BASEL developed in the previous
chapters (Appendix I) enhances the geologist's efforts to
visualize the subsurface configuration of an oil field or
to explore the lateral or vertical extension of an ore body
or a coal seam, in a standardized automatic method. The ap-
plications of this computer model are introduced in Chapter
IX.

The BASEL program has the capacity of correlating
all of the digitized logs in the study area, four logs at a
time. Since limited numbers of digitized logs are available
in this investigation, only four logs are tested.

The procedure of inputing the model data to the
BASEL program consists of four steps: (1) The subprogram
COR4WELL correlates four leogs of the same kind, stores the
boundaries of the correlated formation or bed on a magnetic
tape or disc, correlates another adjacent four logs, stores
the data, and so on until all the prospective area is scanned.
(2) The main program recalls the data from the tape and gen-
erates the structure map, first by the SYMAP program, then
by the CONTOUR subprogram. (3) It locates the position of

84
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the logs that form the edges of the two dimensional cross
section (logs A, B, C, and D in Figures 4 and 29) and draws
the bedlines. And (4) the computer package SYMVU converts
the two dimensional cross section to the three-dimensional
configuration.

The efficiency of the BASEL computer model is first
inspected by utilizing model test data in this chapter; then
real data are employed in the next chapter.

The test data consist of four density logs (Kennedy
et al., 1968) assumed to represent four well sites. The
control points of the structure map are measured from sea
level and read in the program as positive values. In this
study, the four points of the data are determined from the
automatic correlation of the four density logs by the COR4WELL
subprogram; the rest of the points symbolize visual corre-
lation of the imaginary logs located in the exploration site.
The structure map initiated from this data is shown in Fig-
ure 31-A.

The length of the long window used is 350 sampling
points while the length of the short window is 130 sampling
points. In fact, various window lengths are tested and the
highest correlation factor obtained is at 350 and 130 sam-
pling points for the long window and short window, respec-

tively. The top depth reading on each window reprresents

the first reading on the Z axis (the Y axis represzants the

Z axis in Figure 31-C).
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The vertical exaggeration of the three-dimensional
configuration is set up at 3 (Figure 31-B). This variable
is used as a control card in the program to allow the user
a Ireedom in choosing the value of the vertical exaggeration.

The final step in the BASEL program output consists
of two plots illustrated in Figure 31-E and F. These figures
represent the cross-correlation vs. the lag displacement for
the stretched spectra and the stretched logs, respectively.

™e values of the displacement, correlation factor,
and stretch are indicated in Figure 31-G.

In order to compare the results of the BASEL pro-
cram (Figure 31) with those obtained from the conventional
method (hand drawing method) a structure map and two cross
sections are drawn between the correlated logs. Figures 32,
33, and 34 show the results of comparing the BASEL output
with the conventional results. They are quite identical.
However, the efficiency and capability of SYMAP in showing
a more detailed interpolation than the conventional method

can be appreciated.
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CHAPTER VIII

ANALYSIS OF REAL DATA

The efficiency of the computer model BASEL is fur-
ther tested by the application of the real data obtained
from an oil field in Oklahoma and a coal deposit in North

Dakota.

Analysis of Resistivity Logs from St. Louis 0il Field,

Oklahoma

Objectives of the Analysis

The purposes of this analysis are: (1) to examine
the lithostratigraphic relationship between various well
sites in the St. Louis o0il field. The relationship can be
constructued by establishing a lithostratigraphic unit at
each location and comparing these units to determine whether
the Lower Earlsboro Sand unit is laterally continuous. (2) to
determine the subsurface structure of this unit in the re-

Search area.

Description of the Study Area
1. Location: The investigation site 1is located in
the north-central part of southern Pottowatomie County. The
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The computer model BASEL developed 1in the previous
chapters requires three procedures in order to produce the
output illustrated in Figure 31.

1. Automatic drawing of the structure map: Data
emploved in this analvsis consist of logs of 108 wells drilled
in Pottawatomie County, Oklahoma (Figure 35 and Table 1).

The boundaries of the Lower Earlsboror Sand unit
were chosen with the assistance of the correlation subprogram
COR4WELL and visual correlation. Two subroutines are em-

ployved to draw the structure map, SYMAP and CONTOUR (Figure

36).
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2. Automatic correlation of four resistivity logs:
This procedure consists of visually establishing a litho-
stratigraphic unit at each well site, then correlating these
units by the subprogram COR4WELL. The resistivity logs (Fig-
ure 37) are digitized at two foot intervals. The long logs
(long segments or windows) are plotted at a vertical scale
equal to the length of the segment divided by seven (7 in.,
the length of the vertical axis). The units of this axis
are considered as a depth scale for plotting the short logs
(short segments or windows). Several segments of various
lengths from logs A and C are cross-correlated with logs B
and D (refer to Figures 4 and 29) and vice versa until the
maximum value of the correlation function is reached. How-
ever, this prccedure.consumes a considerable amount of time
in case there are more than four logs to correlate.

The last step in this procedure is the initiation
of the two-dimensional cross section that symbolizes the
subsurface structure in the prospecting zrea (Figure 36).

3. The final procedure in the BASEL algorithm is to
convert the cross section thus obtained to a three-dimensional

configuration.

Discussion of the Results

1. Structure map. The parallelism encountered in
the contrast between the structure map in Figure 36 and that
of Figure 38 demonstrates the accuracy of the subroutine

SYMAP and the program CONTOUR.
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2. Cross-section. The nrogram illustrated excellent
success in correlating the four resistivity logs. In Figure
37, the computer correlation (continuous lines) matches the
geological correlation (dashed lines) very well. Also, the
slope of the beds corresponds to the inclination of the cor-
related segments in Figure 36. Finally, the subsurface struc-
ture of the investigation site in Figures 39 and 40 is similar
to the structure illustrated in Figure 36-C and D.

3. The sinkhole-shape fecatures on the three-dimen-
sional configuration of Figure 36-B (marked by *) may in-
dicate graben structures (blocks that have been down-thrown

along faults) or tight synclines.

Analysis of Gamma Logs from North Dakota

Objectives of the Analysis

The goal of this investigation is similar to that
discussed in the previous section, that is, to inspect the
lateral continuity of the coal beds, the structure, and the

configuration of these beds.

Description of the Study Area
1. Location. The site of investigation is in the
drainage basin of the Knife River, the Falkirk (Underwood)
and center areas of McLean and Oliver counties (Figure 41).
2. Geologic setting. The sedimentary column in

the study area consists of 11,000-14,000 feet (3,300-4,200 m)
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of sedimentary rocks ranging from Quaternary to Cambrian.
There are eight major coal zones of variable thickness and
number of -oal seams. Two zones are considered in this analy-
sis, Kinneman Creek Bed aud Hagel Bed, because of their lat-
eral continuity in the study area and their appearance on

all the gamma logs employed in this study.

Analysis Methodology

1A. Automatic drawing of the structure map on top
of the Kinneman Creek Bed: The control points are deduced
from 41 wells (Table 2) drilled in the site of investigation
by the North Dakota Geological Survey {Groenewold and Hemish,
1979). The structure map drawn on top of the Kinneman Creek
coal bed is shown in Figure 42.

1B. Automatic drawing of the structure map on top
of the Hagel coal bed: The same logs are used in this map.
The output is illustrated in Figure 423.

2. Automatic correlation of four gamma logs: The
lithostratigraphic units of each well are determined visually
(Figure 44). The subprogram COR4WELL correlates these logs
and generates the cross sections of the study area. These
cross sections are shown in Figures 42 and 43 for the Kinne-
man Creek beds and the Hagel beds, respectively.

3. The configuration of the Kinneman Creek beds
and the Hagel beds are shown in Figures 42 and 43, respec-

tively.
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Table 2. List of the gamma wells used in analyzing the
structure and cecal distribution in the Knife River
Basin, North Dakota.

Well Name Locatiocn Cross Section
L-9 T143N-R86W B-B'
NDSWC-3748 T143N-R86W B-B'
HB-39 T144N~-R87W B-B'
Reap-13 T144N-R87W B-B'
HB-82 T144N-R87W B-B'
HB-83 T144N-R88W B-B'
Reap-12 T144N-R88W B-B'
M74-116 T144N~-R88W B-B'
NDSWC-3755 T144N~RE8W B-B'
M74-229 T144N~-R87W B-B'
M74-226 T144N-RB7W B-B'
L-12 T146N-R86W c-C!
Reap-16 T146N~R36W c-C'
Reap-9 T145N-R86W C-C'
Reap-15 T145N~-R86W c-C'
M74-184 T145MN~R86W c-C'
M74-89 T145N-R87W C-C¥
M74-88 T145N~K8TW c-C'
M74-106 T145N-R87W c-C'
Reap-8 T144N-R86W c-C'
Reap-14 T144N~-R87W c-C'
HB-45 T144N-R86W C-CF
HB-43 T144N-R86W c-C'
HB~113 T144N-R86W c-C?
NDSWC-3652 T144N-R87W C-C'
Reap-4 T143N-R85W c-C!
M74-184 T146N-R86W D-D'
L~13 T146N-R87W D-D'
M74-178 TL46N-RB7W D-D'
M74-179 T146N-R88W D-D'
B74-77 T146N-R88W D-D'
M74-109 T145N-R88W D-D'
M74-108 T145N-R88W D-D'
M74-45 T145N-R88W D-D'
B74-78 T145 -R88W D-D*
M74-77 T145 -R88W D-D'
M74-161 T145 -R882 D-D'
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Table 2. (cont.)

Well Name Location Cross Section
I-12 T146N-R36W K-K'
G-169 58 T146N-R&7W K-K'
M74-20 T146N-RB7W R-K'

M74-2 T146N-R87W K-K'
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Discussion of Results

1. Structure map. Comparing the maps shown in
Figures 42 and 43 with those indicated in Figures 45 and 46,
one recognizes the similarity between the outputs of the
automatic drawing and the conventional method.

2. Cross section. The cross sections established
by the BASEL program (Figures 42 and 43) correspond to the
cross sections provided by the conventional method (Figures
47 and 48) which prove the efficiency of the BASEL program
in providing a rapid and accurate method of correlation and
mapping of subsurface structures.

3. The cross-correlation provided by the subpro-
gram COR4WELL is very much similar to that established by

the conventional method.
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CHAPTER IX

APPLICATION OF THIS RESEARCH TO THE EXPLORATION

OF OIL, GAS, AND GEOTHERMAL ZONES

Quantitative lithostratigraphic correlation is of
economic importance as a technique in the search for fossil
fuels. ©0il, gas, coal, and geothermal reservoirs occur in
certain zones representing particular depositional environ-
ments and litholcogies. The BASEL computer technique provides
a tool for locating these critical zones. The algorithm
thus forms the cornerstone for many theoretical and applied
studies in exploration of petroleum reservoirs, locating

coal seams, and deducing geothermal =zones.

Application of BASEL Technigue in Petroleum Exploration

Well logging technique is considered an important
aspect of o0il exploration and development programs. The
implementation of the BASEL techniqgue in these programs con-
tributes a systematic and standard research tool that saves
tremendous amounts of geologists' and engineers' time, in
obtaining accurate results identical to those deduced by
conventional methods.
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The introduction of the three-dimensional display
illustrates the configuration of the correlated reservoir
bed or formation, thereby marking positions of synclines,
anticlines, monoclines, erosional surfaces, and other struc-
tural features which are considered important in locating a
drilling site. Simultaneous automatic correlation of four
logs offers a rapid method for delineating the boundaries of
the investigated formation under consideration, with the
bedlines showing the structure of the correlated formation
in two dimensions. This information is provided to geolo-
gists within a short time either by a computer plotter out-

put or on a computer terminal screen.

Application of BASEL Technigue in Coal and Mineral Exploration

Following the success of automatic lithostratigraphic
correlation techniques in petroleum exploratiocn, several
government research centers as well as coal companies intro-
duced these techniques in exploration programs.

The United States Bureau of Mines is involved in a
number of projects to illustrate the capability of computer
graphics techniques for engineering and management of coal
mines (Smith, 1976). The Office of Coal Research, together
with the United States Bureau of Mines, supports research
that furnishes computer algorithms. These computer programs
are made accessible to the mining industry (Manuel, et al.,

1974, Office of Coal Research, 1975).
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The United States Geological Survey has implemented
computer and interactive computer graphics systems in the
search for coal reserves. The Survey established the com-
puter-based National Coal Resources Data System, which sup-
plies an extensive data base for coal resources informaticn
in the United States (Cargill and others, 1976) (Figure 49).

The contribution of the BASEL technique to coal
exploration is confined to the automatic correlation of sev-
eral types of logs such as gamma ray, density, neutron and
others (Figure 50). The application of this technique ex-
tends to areas where coal is in the stratigraphic column with
0oil reservoirs either on land or off-shore (Figure 51). In
the case of complicated coal formations (limited lateral
extent, abrupt pinchout of coal bed), correlated logs should
be located on a short distance in order to locate the bound-
aries of the seam (Figure 52).

Another application of the BASEL technique is its
ability to demonstrate the structural configuration of coal
seams. In order to display the distribution of the coal
seam or ore body in a mine, several seams Or zones are cor-
related to produce several three-dimensional configurations.
These illustrations are stacked vertically to demonstrate a

bloék diagram of a mine (Figures 53 and 54).



MAPPING EASE
GEOGRAPHIC

28]
I

LOCATIONS
PROPERTY GEOLOGIC
OWNERSHIP CATA
LEGAL LEASE CRILL STRATIGRAPRHIC TOPCGRAFHY
DESCRIPTION ARRANGEMENTS LCGS DATA
COAL COAL
ANALYSIS RESERVES
Figure 42. Block diagram of a cocal data base (2fterx

Smith, 1976)




//”\

COAL
—5—+700 ~—==
=9
SANDSTONEéii\? é" L
f’
~N
3
.I
SILTSTONE » ‘\\
]
”
: //
\
-
rd
/
N ;
SHALE ¢ 710 !
\
[
DENSITY < CALIPER
GAMMA ="
RAY NEUTRON

Figure 30. Four-log presentation on 100-1
scale suitable for identifvino lithology,
coal and for correlation (after Peeves,
1976) .



124

7
X
X
Y.
.
y -
il
— k:_ \..—- —_ _ _ _ =
M—‘.‘— _!ﬁ\
—_ — -— = DRILL HOLE . __

he MEll Togs stt
Svendsen, 1976).



Jartical scale 1:1000
Horizcntal scala ncone (avg hole distance = 1 km)
b
o 2
\ 2 T g
%) o) y "”FJL
A '\gm[."‘i:"‘:""s:",u.;,\,wrw-&v&\?"."!&fm‘rw
ey 1 ] —
' \vwv‘:.‘-. -L . it AR

B o I (e, A

nm s —

Figure 52. Example of log correlation in
complicated coal formations (logs are lined
up according to the data level incicated)
(After Lavers and Smits, 1976).



...
N i i
— ) N &
I —— N
i ‘ | SND
;_____\‘ i NG I “ ]
P SARSERN
: ll—___\; \ LN,
e SRR
.
b i K h |
e — , | S
/ \ T\ : . | |
v A
1y
\
S A—
"

IT{ITTH
H'
LY
1]
- RRR U NSRS RN
ol T
‘ _;£LDE%ILU1IKUij* L
A —_Ll\*—‘—-__ e -]
|
1 '[Lqu;) B
IELBI{ =" - ~.
)

{

Figure 53. Schematic diagram showing the distribution of a

lignite deposit model with four seams. The central

borehole represents the mine shaft (Modified after

Noigt, 1976). .



i~

o™

suration

fi

the con

o
o

diagram showin

Elock

zure 54.

Fi;

e represents

an
4

squa

The centrsl

coal Dbeds.

three

of

g shaft.

a minin



Delineating Geothermal Zones

The introduction of well logging techniques to the
exploration of geothermal zones is still in its early age.
Ershaghi and others (1979) conducted a research in the Cerro
Prieto Geothermal Field in Mexico to study the feasibility
of utilizing well logging methods of interpretation to deduce
geothermal zones.

In the BASEL method, correlation of spontaneous
potential logs, SP, or deep induction logs, ILD, serves as

a tool to locate hydrothermal zones.



CHAPTER X

DISCUSSION OF RESULTS

The applications of the BASEL computer model intro-
duced in the previous chapters demonstrate the efficlency
and effectiveness of this model in providing a detailed and
descriptive method for the correlation of lithostratigraphic
units and the prediction of subsurface structure in the study
area.

The highlights of results obtained from the appli-
cation of the BASEL program are described in this chapter.

A. Correlation of well logs: A reliable correlation
of four well logs is accomplished if the four logs satisfy
the following specifications.

1. Evaluation of logs for nonstationary (moving
average) series: If one or more of the correlated logs are
nonstationary, the maximum value of the correlation function
+(S,1) in Equation (32) may correspond to values of : (dis-
placement) and S (stretch) which do not correctly correlate
the two series of each pair of logs. Therefore, the non-
stationary series should be filtered before calculating their
power spectra. For example, in the BASEL program without
the subroutine DERIVA in the subprogram COR4WELL, an optional

129



elective to filter the original data in the case of nonsta-
tionary series, the correlation would not be correct.

2. It is essential in the BASEL algorithm to have
the same number of points in the two short logs. The same
applies for the long logs. However, this prcgram could be
modified to use unequal numbers of points. In this study,
several numbers of input data points (various length of win-
dows) were investigated. The results indicate that the length
of the short logs are generally suitable 1f they have 1/4 to
1/3 of the number of data points of the long logs.

3. If the number of points for either the short
or long logs is insufficient, the series may be lengthened
hv adding zeros before computing the power spectra. In this
investigation, zero frequencies were added to lengthen the
gamma logs (rigure 42, logs B, C, and D) and one of the re-
sistivity logs (Figure 3G, log B).

4, 1t is stated in Chapters IV and V that the mag-
nitude of the correlation coefficient is between -1 and +1.
The results obtained from this research indicate that:

a. If 4(S,<) is less than .30, then the correla-

tion probably is not a geologic correlation.

b. If #(S,t) is equal to or greater than .70, then
the correlation is probably a geologic corre-
lation (the detailed pictures are not included
in the text because of space limits).

5. The manner in which the four logs are located

(Figures 4 and 29) results in accurate plotting of the tie-
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lines, the bed lines, the structure map, and the three-dimen-
sional configuration.

6. The BASEL program will not accept logs of dif-
ferent tvpes (gamma, resistivity, etc.), scale, or digitizing
interval.

7. The BASEL program requires that the depth of
the wells introduced into the input data be positive values
in case the structure studied is below sea level (Figure 36),
while the depth values are negative if the structure is above
sea level (the case of coal beds in this study, Figures 42
and 43).

B. Drawing of the structure map: The depth of the bed
is read as a positive value if the formation is located be~
low sea level, and is read as a negative value if the forma-
tion is located above sea level. Particular attention should
be exercised in arranging the input data for drawing the
contour map to avoid any dislocation of the wells or rota-

tion of the map.



CHAPTER XI
CONCLUSIONS AND RECOMMENDATIONS
The following may be concluded from the study:

1. Lithostratigraphic correlation of digitized well
logs provides insight into those problems which visual cor-
relation has failed to resolve. The computer model BASELL,
developed in this investigation, demonstrated efficiently
its competency to automatically correlate four well logs from
four well sites, predict the subsurface structure by estab-

lishing cross sections and a three-dimensional display.

2. The study illustrates the similarity between the
BASEL output structure map and the map produced by conven-
tional methods. The introduction of the BASEL algorithm
shows an automatic method of producing maps which eliminates
perqeptive differences resulting from producing similar out-

put utilized in conventional methods.

3. The subprogram COR4WELL succeeded in providing auto-
matic correlation of lithostratigraphic units similar to
visual correlation. It also correlated four well logs si-

multaneously, thus reducing the amount of computer time.
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4. The BASEL model has the ability of producing struc-
ture maps and cross sections by performing automatic corre-
lation of four wells at a time, storing the output, moving to
another adjacent set of four wells and so on until the total

area under consideration is covered.

5. The two-dimensional cross section established in this
study illustrated the subsurface structure of the investigated
field. The output of the BASEL program was similar to the

output obtained from conventional methods.

6. The three-dimensional illustration demonstrated the
configuration and the lateral continuity of the o0il reservoir
in the St. Louis o0il field, Oklahoma, and the coal beds in
the drainage basin of the Knife River as well as the Falkirk
and central areas of McLean and Oliver Counties, North Da-
kota. The outputs of the BASEL program based on data pro-
vided from these two locations were identical to the output

produced by the conventional method.

7. The mathematical correlation gave an dverage measure
of similarity between features of entire sections to be com-
pared. Therefore, the computer-established cross-correlation
may not always agree fully with the geologically selected

sections which is made on the basis of an individual feature.
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Recommendations

The following are recommended for further research

to improve the quality of the computer model BASEL.

1. In this reseiarch, normal distribution was implemented
to measure the cross-correlation coefficient. However, an-
other type of distribution such as 3 and vy may be tested to

improve the quality of correlation.

2. It is advised to account for the variation in petro-
physical characteristics of the cil field. Such petrophys-
ical properties (porosity, oil saturation and others) should

be introduced into the program BASEL.

3. It is reccommended that an automatic zonation tech-
nigue be implemented to establish the lithostratigraphic
units of each log. Then these units are cross-correlated

using the subprogram COR4WELL.

4. A square window was used in this research. Yet,
there are several types of windows that may be tested to
improve the segmentation procedure which might ultimately

improve the quality of correlation.

5. It is recommended that the length of the short logs

be 1/4 to 1/3 of the number of data points of the long logs.
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APPENDIX I

List of BASEL Program

Program BASEL consists of three programs (see Appendix

2

4

Y, DATASWC, WELLRC and DRIVER; two computer packages SYMAP

and SYMVU; and two subprograms CONTOUR and COR4WELL., These

programs and suborograms use 24 subroutines. The programs and

subprograms constructed in the program BASEL are overlaped

(linked) together to reduce the interference of the computer

operator in the plotting process. However, the program BASEL

requires the reactivation of the plotter twice during the

plottings operation.
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