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ABSTRACT

An investigation is made into the hail production characteristics
of a supercell-type storm that occurred in Centrail Oklahoma on 29 May
1976. The main research tool employed is a three dimensional numerical
hail growth model with the flow field being taken directly from a triple
ooppler synthesis. The Doppler data set from this storm is not ideal in
that velocities are missing from one or more radars at both the lowest and
highest storm levels. In addition, the storm is not geographically well
situated with respect to the radars for a triple Doppler synthesis. These
factors have Tittle influence in deriving the horizontal flow, but have a
major inpact on the computed vertical velocities. Following an extensive
error analysis, general procedures are developed to minimize errors in
computed vertical velocity. These techniques are computationally fast and
are especially well suited for cases with incomplete and/or low quality
data.

Storm reflectivity and horizontal flow structure are very similar
to those reported for previously studied supercell storms. Near the
surface, there is a circulation about a vertical axis with its attendant
hook echo. A weak echo region is present at middle levels, and strong
divergence causing a large overhang characterizes the highest storm
regions. The vertical drafts, however, are more complex than envisioned

by conceptual models. The classical updraft/downdraft couplet (extremes
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of +51 m s~ at 7 km and -25 m s~ ' at 5 km) dominates the storm complex,
but there are other significant subsidiary vertical drafts. These are
primarily associated with flanking line cells that form on the storm's
gust front boundary.

The hail growth model shows millimeter sized embryos that find
their way into the updrafts can originate from several areas. Likely
sources are hydrometeors from upper level outflows of both flanking line
cells and the main updraft. Typically, any embryo that enters an updraft
will experience some growth. Those which achieve greatest growth,
however, are the ones which remain balanced in the principal growth zone
(6 to 8 km) for the longest time periods. In the numerical model, this
critical equilibrium occurs where the horizontal gradient of increased
terminal velocity (i.e., mass) nearly balances the positive horizontal
gradient of vertical velocity as the hailstones traverse the updraft.
The model shows this balance is achieved coincident with the measured
reflectivity maximum known previously as the “embryo curtain." It
appears this area actually demarcates the region of maximum hail growth
rather than embryo production and is, therefore, relabeled as the "hail
curtain."

Some model embryos grow to large diameters (~5 cm) while their
immediate neighbors do not. Due to an ideal set of circumstances these
hailstones grow wet in a mixed-phased region. Growth, therefore, occurs
at a faster rate than it would if the cloud water were all liquid since
there is no latent heat of fusion associated with the collection of ice

crystals. This points out the possible importance of the generally

ignored role of ice crystal collection in hail growth.
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Results of the model have implications for the three seeding
techniques of artificial hail suppression--glaciation, competition, and
trajectory lowering. Glaciation is considered difficult because of the
large amount of seeding material required. Using the "hail curtain" as
an indicator of the region where greatest growth occurs, however, may
allow the seeding material to be used more efficiently. The model is
less encouraging for the success of beneficial competition since the
natural embryos appear to originate from many different locations making
the targeting of seeding material extremely difficult. Trajectory
lowering holds some promise. The numerical model shows areas below the
prime growth zone where embryos would grow to moderate sizes. A suffi-
cient number of artificially induced embryos fnjected into this location
might deplete enough liquid water to keep large hail from forming at the

higher Tevels.
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A STUDY OF HAIL PRODUCTION IN A SUPERCELL STORM USING A DOPPLER
DERIVED WIND FIELD AND A NUMERICAL HAIL GROWTH MODEL

CHAPTER I

INTRODUCTION AND BACKGROUND

I.A Introduction

To most city dwellers a hailfall is no more than a matter of
casual interest unless it is unusually severe. For people involved in
agribusiness, however, even small hail can have ruinous effects. Crop
loss in the United States alone is estimated at about three-quarters of
a billion dollars annually with property damage adding about another 10%
(1975 dollars; Changnon et al., 1977). The hail problem is far from
being unique to this country. To name just a few notable examples, the
wheat belt of Russia, some wine grape districts of Italy (Morgan, 1973),
and the tea growing area of Kenya (Alusa, 1976) suffer especially heavy
damage. Present day knowledge of 1ikely modification methods and the
extensive crop damage indicate potentially favorable cost-to-benefit
ratios for hail suppression (Borland, 1977).

Hail suppression is hardly a new idea. Attempts have ranged from
mystical efforts by ancient civilizations (Morgan, 1973), to use of
explosive rockets (Sansom, 1968), to seeding techniques using mainly
silver or lead iodide (Sax et al., 1975; Federer, 1977) but overall the
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efficacy of hailstorm modification has yet to be clearly demonstrated (Sax
et al., 1975). Atlas (1977) proposed that one reason for the confusing
results from past projects is that a given seeding technique may affect
hailstorms with different dynamic structures in different ways. Certainly
it is necessary to understand a storm's thermal, moisture, and wind
structures in order to determine how hail is produced. It is precisely
this knowledge which is lacking.

In this dissertation an investigation is made into the hail
production characteristics of what is considered to be the most prolific
hail producer--the supercell storm. This is accomplished via a case study
of a severe hailstorm that produced 5 cm diameter hail.

Two major tools are necessary for the investigation. The first is
a trinle Doppler wind analysis. A new synthesis technique fgr obtaining
vertical velocities is developed after an extensive error analysis. This
technique is computationally fast and is well suited for the not infre-
quent circumsfance when the Doppler data is of low quality and/or
incomplete. The second tool is a numerical hail growth model. It employs
the continuous collection process and allows the storm's thermal and
moisture fields to vary in all three spatial dimensions. The Doppler
synthesis and numerical model are described in Chapters II and III,
respectively.

Chapter IV describes the storm's reflectivity and velocity fields.
Overall the storm's structure is similar to previous conceptual models.
There are, however, interesting substructures in the vertical velocity

field.




In Chapter V, results of the hail model calculations are presented.
In the Tast chapter these computed hail growth characteristics are compared

to previous models along with a discussion on the implications for

modification.

I1.B Background: The Hail Production Process--

Theory and Observations

1.B.1T Microphysics

Basic hailstone growth characteristics have been known for some
time from studies of internal hailstone structures and applications of
microphysical growth equations (e.g., Shuman, 1938, Ludlum, 1958; Macklin,
1963). The initial growth unit is usuai]y a frozen drop or graupel
particle about 5 mm in diameter (Knight and Knight, 1970). Origins of
these particles are still a matter of speculation. Bulk statistical
evidence on embryo types shows that approximately 60% of Oklahoma embryos
are frozen raindrops while 20% are graupel with the rest unknown (Knight
and Knight, 1978).

Usually, but not always, there is a distinct growth boundary
between the embryo and the haiistone. In fact, hailstones are often
characterized by several such boundaries. Figures la and 1b show a thin
section of a hailstone (about 0.5 mm thick) as seen both under ordinary
light and between crossed polarizing filters. The embryo in Fig. 1 is
unusually large and would be classified as a "frozen drop" (Knight, 1980).
It is bounded by the thin layer of bubbly ice in Fig. la, or the first
ring of very small crystals in Fig. 1b. The crack in the drop running

from upper left to lower right also defines the embryo'é dimensions.
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(a)

Fig. 1. Thin sections of hailstones: (a) normal 1light, (b) between
crossed polaroid filters. Photographs are courtesy of Nancy C. Knight.



(b)




Exterior to the embryo the ordinary Tight photograph shows alternate
layers of clear and opaque ice. The latter is caused by many small
bubbles embedded within the ice structure.

Crossed polaroids are used to obtain a view of the hailstone's
crystalline structure. Areas displaying the same crystalline orientation
appear as regions of constant shading. For example, in Fig. 1b the embryo
contains relatively large crystals; whereas, the remainder of the hail-
stone exhibits alternate layers of medium and small crystals.

In general, it has been shown that clear ice and large crystals are
associated with what is termed "wet" growth and opaque ice and small
crystals are indicative of "dry" growth (Levi and Aufdermaur, 1970; Carras
and Macklin, 1975; Knight et al., 1978). It is obvious from thin sections
like that shown in Fig. 1, that haiistones usually experience several
changes in their growth environment.

The concepts of wet and dry growth are assoéiated with one of the -
most critical hailstone growth factors--the heat budget. Hailstones grow
mainly by accreting supercooled water. Heat release associated with
freezing this water is quite substantial. If the hailstone can dissipate
all this released heat, then dry growth occurs. Any net heat gain merely
raises the temperature of the hailstone's surface. If, however, all the
heat cannot be dissipated, the hailstone surface temperature remains at
0°C and some accreted water remains unfrozen. This unfrozen water may
either be shed or remain with the hailstone in cavities.

The occurrence of wet growth has important implications. First of
all, it suggests a growth inefficiency. That is, the hailstone cannot

accrete all the water it encounters. This is relevant to modification via




liquid water depletion since, for a hailstone experiencing wet growth, a
decrease in available Tiquid water does not guarantee a decrease in hail
mass. Another factor often overlooked is that ice crystals are readily
collected by a hailstone undergoing wet growth. Ice crystal collection
may, therefqre, be important in mixed phase areas where hailstones are
undergoing wet growth.

In summary, while it can be said that individual hailstones have
complex growth histories, the basic ingredients necessary to form large
hail are well known. These are embryos, high liquid water content (or, if
the hailstone is growing wet, high ice water content), and cold temperatures.
Unanswered, however, is the question of how the storm organizes all these

factors to provide growth areas suitable for large hail production.

[.B.2 Hailstorm Structures

Generally speaking, hailstorms are classified into two basic
structures--ordinary cell and supercell (see Browning, 1977; Marwitz,
1972a,b,c; Chisholm and Renick, 1972). The ordinary cell has about a
30 min lifetime and evolves through three stages--cumulus, mature, and
dissipating (Byers and Braham, 1949; Fig. 2). In the cumulus stage the
storm is actively growing‘and consists almost entirely of updraft.
Eventually the produced precipitation and entrainment form a downdraft in
part of the storm. This period when there is a mixture of updraft and
downdraft is called the mature stage. Finally, as entrainment and pre-
cipitation loading increase and the updraft is cut off by the downdraft,
the dissipating stage begins. This stage is characterized by weak

downdrafts throughout the storm with the low level outflow boundary
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forming a preferred region for the growth of subsequent cells. Often
these new cells form in a random manner giving rise to a scattered
pattern of "single" cell storms.

For reasons yet to be completely determined but believed to be
associated with environmental winds, a new cell will sometimes form in
a consistent location with respect to the old cell. As each cell grows
and decays, it advects with the mean environmental winds. A new cell then
forms on the upwind side of the old one on the outflow boundary, resulting

in a succession of ordinary cells in various stages of development aligned

with the mean environmental winds. This structure has been referred to in

the Titerature as a multicell storm.
Supercell storms were first recognized as entities because of their
unusual severity and distinctive appearance on radar. Nelson and Young
(1979) showed that the average Oklahoma supercell storm produces larger
hail (mean maxjmum diameter of 4.4 cm) over larger areas (mean maximum
swath width 18.1 km) than their ordinary cell counterparts (means of
1.4 cm and 8.1 km, respectively). As described by Browning (1977), the
distinguishing dynamical feature of a supercell is believed to be an
updraft/downdraft couplet ". . . coexisting symbiotically for a long
period (30 min or more)." Figure 3a shows a conceptual two-dimensional
vertical section of the updraft/downdraft in a supercell storm (after
Browning and Foote, 1976). It is generally thought that the drafts are
sloped so that the downdraft undercuts the updraft but many structural
details are still a matter of conjecture due to a lack of direct evidence.
Questions also exist pertaining to the origin, evolution, and steadiness

of this flow structure (e.g., Nelson and Braham, 1975; Barge and Bergwall,
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1976; Lemon and Doswell, 1979). Nonetheless it is this updraft/downdraft
couplet coexisting for long periods of time that differentiates the
dynamic structure of the ordinary and supercell storms.

There have been many fine numerical models both of microphysical
hail growth processes (e.g., Danielsen et al., 1972; Young, 1978) and of
hailstorm dynamics (e.g., Takeda, 1971; Wilhelmson and Klemp, 1978).
Computer limitations, however, have prevented a melding of detailed
microphysics and storm dynamics into one three dimensional simulation. To
study hail growth with respect to storm dynamics previous modelers typi-
cally have simplified the microphysics, parameterized the dynamics and
reduced the analysis domain to two dimensions (English, 1973; Musil et al.,
1975; Sartor and Cannon, 1977). Two studies have made use of Doppler
measured wind fields in a three-dimensional framework--Paluch, 1978;
Orville et al., 1979. Both dealt with ordinary cell Colorado hailstorms
which existed in environments with relatively low adiabatic water contents
(surface mixing ratios of 9 g kg‘1 or less). To date there have been no
similar studies of supercell storms.

While no three dimensional numerical models have dealt with hail
growth in a supercell storm, a conceptual model based on equivalent

reflectivity factor]

measurements has been synthesized by Browning and
Foote, 1976. They propose embryos of the largest hail form between about
5 and 10 km at the upwind stagnation point between the storm and the
environmental flow. This region is located at and above the cross-hatched

circle in Fig. 3b. In our example, the embryos are advected northeastward

]Hereafter this quantity will be called reflectivity.
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or eastward in the middle and upper level flow as shown in plain view by
the solid line in Fig. 3b and in three-dimensional perspective between
ETEE in Fig. 3c. As the embryos are transported away from the updraft,
they sink and re-enter the updraft at lower levels. This process is
termed "injection" of embryos into the hail growth region. B8rowning and
Foote suggest the embryos that produce large hail re-enter the updraft at
a fairly low height (~6 km). They consider this Tow trajectory necessary
for achieving the balance between updraft speed and embryo terminal
velocity, thus preventing the rapid transition of the particles to areas
of colder temperatures. Because of the hypothesized presence of embryos,
they have termed the high reflectivity area to the east of the updraft the
"embryo curtain" (see shaded areas of Fig. 3a and 3b). Browning and Foote
propose the largest hail is produced by embryos that advéct away from the
embryo curtain and over the weak echo regfon (dashed lines with arrowheads

in Figs. 3a and 3b, and E;ﬁ'in Fig. 3c).

I1.B.3 Dissertation Objectives

This dissertation's central theme is the study of hail growth in
the context of the kinematical structure of a supercell type storm.
Important topics in the hail production process are: embryo sources,
embryo growth, embryo injection regions, hailstone growth, and hailstone
melting. This work will study embryo injection regions and hail growth
using Doppler derived three-dimensional flow fields from a supercell storm
in conjunction with a numerical hail growth model. Specifically, the

following will be addressed:
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1) Comparing measured storm kinematic flow field to the Browning-
Foote model.
2) Speculating on embryo growth and sources.
3) Identifying growth trajectories of large hail.
4) Determining important growth parameters along computed trajec-
tories including:
a) Learning how the storm's wind, thermal, and moisture
structures interact to produce favorable growth areas.
b) Identifying areas of maximum growth.
c) Identifying relative importance of hailstone - supercooled
water versus hailstone - ice crystal growth. .
5) Modifying conceptual mode1§ of hail growth in supercell storms.
6) Speculating on possible effects of present day modification
techniques on supercell storms. ‘
To reiterate, the following two chapters contain details of the
Doppler synthesis and hail growth model. Some readers may wish to proceed
directly to the chapters containing the storm structure (IV), hail growth

calculations (V), and discussion (VI).
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CHAPTER II
ANALYSIS WITH THREE DOPPLER RADARS

II.A Introduction

The first ingredient necessary for computing hail trajectories is
accurate three-dimensional air velocities. Previous investigators using
data from two or more Doppler radars have been successful at deriving
storm horizontal flow fields (e.g., Brown and Peace, 1968; Lhermitte,
1970; Kropfli and Miller, 1975; Brown et al., 1975; Ray et al., 1975;
Brandes, 1977; Burgess et al., 1977; Heymsfield, 1978; Ray et al., 1978;
Ziegler, 1978). Obtaining vertical velocities has proven to be more
difficult. There are two techniques for calculating the vertical veloéity
from Doppler data. The more useful of the two methods for severe storm
research involves using the measured horizontal flow and the continuity
equation. The vertical velocities calculated in this way, however, can
become unrealistic through accumulation of small errors at each integra-
tion step (Ray and Wagner, 1976; Burgess et al., 1977; Kelly et al.,
1978; Ziegler, 1978). 0'Brien (1970) attempted to correct this problem
for rawinsonde data by using a constraint on the vertical velocity at the
top integration 1imit and the calculus of variations (Sasaki, 1958). A
similar technique was applied to Doppler data by Ray et al. (1978) and
Ziegler (1978).
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The technique of integrating upwards and applying the constraint at
the top does have some drawbacks, however. Uniess the data is continuous
from the surface to the storm top (where the updraft is assumed negligible)
adjusted vertical velocities are not possible. In fact, for regions such
as "echo overhangs" no solution at all is possible.

The purpose of this chapter is twofold. First, it presents a
detailed investigation of potential sources of errors in computing the
updraft from continuity. Using this information, data handling and solu-
tion techniques are devised to minimize these errors. It is shown that
downward integration is inherently superior to upward integration unless
one is intgrested in only the lowest few kilometers. This is especially
true when data does not extend through the entire vertical column. These
points are il]ustrated.using both actual and simulated data generated from

analytical functions.

II.B Basic Equations

Assuming the earth is a flat plane and using the geometry in
Fig. 4, the dot product of the radius vector from radar "i" with the

tracer velocity yields (Armijo, 1969):

R. . V= RiVs = uxg + vy, + wzg (1)

With three noncolinear radars (i=1,2,3), the following 3 x 3 matrix

X1 Y1 4 u v]R]
Xy ¥y 2y vl =l voR, (2)
X3 ¥y 23dLw V3R3
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Fig. 4. Relationship between radar "i" and tracer velocity V at data
point xi, Yj, 2zi with respect to the radar. R; - radius vector to the

data point; Vi radial velocity measured by radar.




can be solved to yield

L
=

u (23 = ¥375) gty - 1730 (75 - 7))

1%
vl = ] gz - xzg) gz - xgz) (xgzy - xizp) | | UgRy | (3)
w (xpv3 = X3¥p) (xg¥y = xy¥3) (¥, = xp¥q)™ “Vghy

where

X = xq(¥p23 = ¥325) = yy(Xp25 = X325) * 21 (X¥3 = X3¥5)

There are only two nonfinite solutions to Eq. (3). The first occurs when
the solution point is exactly colocated with one of the radar positions
(xi =y; =2y T 0). This is, of course, not possible since data could not
exist there from all three radars. The second case occurs in the unlikely

event that all three radars and the data to be analyzed are located at the

same height_(hence 2y =2y =23 = 0).

I1I1.C Geometric Considerations

Fairly extensive analyses relating radial velocity accuracy,
radar/data geometry, and derived wind field accuracy have been presented
by Bohne and Srivastava (1975), Doviak et al. (1976) and Ray et al.
(1978). For example, Fig. 5 (after Ray et al., 1978) shows the standard
deviation of horizontal wind uncertainty for a model triple Doppler
network. Actual values are not important to this discussion since they
are dependent upon individual radar and analysis characteristics. The
significant point is that accuracy in the horizontal velocity deteriorates

with distance from the center of the triple Doppler triangle. It should
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be remembered that only Doppler sampling problems were considered in
deriving these error curves. Other error sources such as amplitude
changes due to interpolation or filtering, and hardware or software
problems will further degrade the analysis.

Calculations have shown the geometry problem to be even more acute
for w. This can be simply shown by using Eq. (1) and letting u=v=0.
Assuming the geometry shown in Fig. 6, w is given by:

Y
w = W)- (4)
Figure 7 shows the relationship between radial velocity errors, elevation
angle, and @ errors. Evena 1 m s'] error in Vi can cause large problems

in w at elevation angles less than about 10°.

II.D Solving for Air Velocity

So far, all comments have dealt with the tracer rather than air
velocity. Most hydrometeors rapidly acquire the horizontal velocity of
the ambient air (Wilson, 1970). The u and v components derived directly
from Eq. (3) are, therefore, assumed to be indicative of the horizontal
flow.

In severe thunderstorms, however, the same is not true for the
vertical component since the hydrometeors' terminal velocity can be quite
significant. There are two techniques to retrieve w from the basic
measurements (Bohne and Srivastava, 1975). The more simple solution is to

make use of the relationship

W=g-=-V
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where w is measured directly and VT can be estimated from the reflectivity
field (Ze). This has the advantage of being computationally simple and is
free of numerical problems. As shown in II.C, however, w is reliable only
at fairly high elevation angles. When coupled with the uncertainties in
the VT’Ze relationship, this technique is of marginal value in severe
storm research.

The second method involves integrating the simplified continuity

equation
A o W)
e o
~ + pe (V . v) =
to yield
B 1 n
Wn— '5—‘5; pe(V-V)dZ.

where the subscripts refer to quantities at the integration limits
(B-boundary; n-any level "n"). This equation is usually solved over small
intervals in a stepwise manner using a numerical approximation for the
integral term. For example, using the trapezoidal integration approxi-
mation the vertical velocity at level 2 in Fig. 8 is given by
B 1 A > >

Y27 Y80, T by T[QB( Vg * ol V)z] tE

where EI is the error term for the numerical approximation. For the

moment ignoring EI’ the general expression is

[8)]
—

i rXI (
W =W + Aw, —
noB ey g T ey

23




Zn
f Wn-l
zn-l
W3
Z3
AZ | W2
Z2
|
Zg

Fig. 8. Diagram illustrating stepwise solution of integral form of
continuity equation.
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where
=1 _AZ ; v .V
AW = > 5 [pi_](v V)i-l + pi(V v)].]

Note that the wp and ZAwi terms could be combined. They are treated
separately, though, because errors in these two terms come from different
sources. wg errors are due to erroneous boundary values and ZAwi errors
arise from inaccuracies in the integral term at previous levels. These
errors will be treated in I1.D.2 and II.D.3.

To solve Eq. (5), it is necessary to have the u,v fields computed
from Eq. (3), a boundary condition for w, numerical techniques for
approximating the divergence as well as the integral term, and an
expression for density with heigﬁt. For the present analysis program,
this Tatter term is obtained by a third degree polynomial approximation to
the U.S. Standard atmosphere for 30°N in July (ESSA-NASA, 1966). Eq. (5)
shows that errors will be introduced into W if the approximate density
ratio is significantly in error. To test this possibility the density
ratios at 150 m intervals in the updraft of a one-dimensional adiabatic
model were compared with the Standard Atmosphere ratios at the same
levels. Eleven cases were investigated using National Severe Storm
Laboratory's (NSSL) environmental soundings as model input. The density

approximations were excellent with the disagreement always less than 1%.

I1.D.1 Numerical Approximation Errors
Several different numerical approximations can be used for the
derivative and integral terms needed to solve Eg. (5). In this study the

5-point finite difference and the trapezoidal integration approximations
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are utilized. Assuming a sine wave, the truncation errors (ratio of
numerical to analytical first derivative) as a function of data spacing
(Ax) have been calculated for 3 and 5-point finite difference approxima-
tions (Fig. 9; Haltiner, 1971). Even the 5-point estimator does not
adequately reproduce waves of the order 4Ax and less. These scales should
be eliminated by filtering.

For the trapezoidal rule, the integration error (EI) is given by

(e.g., Carnahan et al., 1969)

()3 P legleD),]

17712 .
or
(82)3 [o ang 9, 3(7+V) az(v-V)(E
S [(V'V)g RS T L ] (6)

where Az - integration height interval (z] to 22), £ 1is the height at
which the error maximizes and z2y 5 £ 2 z,. In principle it is not pqssib]e
to evaluate Eq. (6) since the first and second derivatives of the density
and divergence with height are not known. An estimate of the magnitude of
Eq. (6) can be made, however, by making assumptions about the nature of

the density and divergence. For this analysis, we assume the density

%)

(kg m°) is well represented by:

pp=atbZtc 2% (7)
and the divergence varies as a cosine wave function:

V-v=Acos (%E-z) (8)
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ratio of the analytical sine wave's wavelength to the lgata spacing (Ax).
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The constants in Eq. (7) were obtained by a polynomial least squares fit

to a standard atmospheric density (a = 1.1 kg m'3; b=0.910" kg m3 m'];
c=0.2 10'8 kg m™3 m'2. Substituting Eq. (7) and (8) into Eq. (6),
assuming A = 10'2 5'1, p = g * 1 kg m'3, Az = 103 m, & = ]04 m, we obtain

the vertical velocity error due to EI at each integration step to be

3 6
. . 10°2 . 2107, 6-10
Ep = 0.4-107° - 57—+ 2 (9)

N -1 1
(ms ') =—
®n

The first term is always small and can be neglected. Table 1 shows eN as
a function of L due to the last two terms. As will be shown later,

errors as small as 1 m s']

at each integration level can sum into fairly
high erroneous vertical velocities. It is, therefore, beneficial to
filter scales of the order 4AZ or less. This, of course, places a lower

1imit on the detail that can be resolved by the model.

I1.0.2 Boundary Condition Errors

Using Eq. (5), the vertical velocity error at the second integration

Tevel (Eg) due only to the boundary condition error (s?) is

2 1 Py
and for level 3
BB 8h
3 2 03 1 P4
or generally
B_ B ™
€, = B; (10)

Figure 10 shows p1/°n (standard atmosphere) versus height for integration

from low-to-high (dashed lines) and high-to-Tow altitudes (solid Tines).
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Table 1. Errors in computed vertical velocity at each integration
step (eN, m s']) due to trapezoidal rule integration error.

L - wavelength of divergence term.

L (m) el (m s'])

1000 8.0
2000 2.5

5000 0.6
10000 0.2
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Fig. 10. Ratio of standard atmosphere air density at top or bottom
boundary (pq) to air density at height "n" (p,). Dashed line corresponds
to upward integration (py at 0 km). The three solid lines correspond to
downward integration (p7 = 10, 15, and 20 km).
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For example, integrating from the surface upward, a 5m 5'1

1

boundary error

becomes 7.9, 13.8, and 27.3 m s~ at 5, 10, and 15 km. Whereas, integrating

downward from 15 km the errors are 2.6, 1.4, and 0.9 m 5'1

at 10, 5, and
0 km.

As can be seen, for like boundary inaccuracies downward integration
results in smaller errors than upward integration. In fact, an interesting
relationship exists between the boundary errors for the two integration
directions. When integrating from the surface upward (Z] = 0.0 km) and

the storm top downward (ZT = "T" km), the respective boundary condition

errors at each level “n" are given by Eq. (10) as

EZB =€B-.i
b 1 P

and
Ny T Py

e? and py are the boundary condition error and air density at the storm

B B

top. Equating €l and €, we obtain the expression
1

T

P
e? = e?-—— (11)

1
°r
That is, for the vertical velocity errors to be equal at each level
irrespective of integration direction, the top boundary condition error
must be larger than the bottom boundary condition error by a factor of
p]/pT. The p]/pT ratio is the same as the dashed curve of Fig. 10. For
example, beginning at 15 km and integrating downward, the top boundary
condition error can be 5.4 times as large as the bottom boundary condition

error and still give the same vertical velocity errors at all levels.

Since the top boundary condition is usually less well known than the
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bottom, this relationship is an important consideration when choosing the

integration direction.

I1.D.3 Errors Due to Integrated Divergence
The last error source considered is that due to the second term on
the right hand side of Eq. (5) (hereafter referred to as the "integral"
term). These errors can come about due to incorrect density or divergence
values, or to any of the previously described numerical approximation

errors. The errors at each integration step are amplified or suppressed

in the same way as the boundary condition errors described in II.D.2. In
a manner similar to that used in deriving Eq. (9), the total vertical

error at any level "n" (ei) due to the integral term is given by

JA

n P
=7 el 2 : (12)
n 7. Qn .

1+1

where i is just above (or below if integrating downwards) the level at
which the integration is started, sI(z) - the vertical velocity error at
each 1éve1 due to the integral term of Eq. (5). Figure 11 shows Zoz/on

versus height (standard atmosphere). For example, assume for simplicity

that eI(Z) is 0.5 m s']

1

at each height. The vertical velocity error will

be about 20 m s~ ' at 15 km integrating from the surface upwards. Inte-

1

grating downwards from 15 km the error will be about 4 m s~ at the

surface. If the sI(z) are random then e; will tend toward zero, but any

bias error will produce a finite eﬁ.

The bias error can be corrected by assuming the boundary condition

B

error is small (sn ~ 0) and the error in the integral term is independent

of height [(aI(z) = eI)J. The relationship between the computed and

actual vertical velocities becomes

c I
= + ¢
wn wn n
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substituting from Eq. (12)
, /A
We =W +e ) == (13)
/A

Assuming W is zero at the earth's surface or the storm top (Zn = ZB) and

rearranging Eq. (13)

c
W
et = B (14)
B
Z Pz
L %
T+1
Substituting Eq. (14) into Eq. (13) and solving for wn
Z' ' p
ug 11 =
P
_ 1C Z.+] n
Nn = Nn - . i (15)
B
I o,
iyl P8

which yields an equation to correct w at each level for bias errors in the
integral term of Eq. (5). This equation is similar to the one derived by
0'Brien (1970) in the x,y,p coordinate system. Note that this correction
technique assumes you have two boundary conditions but it does not require

data exist through the entire storm depth.

II.E Vertical Velocity Solution Techniques

Analysis in sections I1.D.2 and II.D.3 specified errors involved in
solving Eq. (5) for vertical velocity. The relationship between computed

and actual vertical velocities at any level "n" is given by
B I '
wﬁ =W o te te (16)

34




The analyst's task is to retrieve Wy either by minimizing or correcting

B

for
€n

and Ei' Equation (5) can be solved by integrating either upward or
downward. Each solution has its own unique advantages and disadvantages.
There is no universally "best" method. The proper approach depends on thre
nature of the data and where the most accurate vertical velocities are
desired.

Before proceeding further, a description should be given of the
data characteristics likely to be encountered. The following comments
deal specifically with updrafts, but similar arguments can be used for
downdrafts. Figure 12 shows idealized structures of an intense updraft,
its associated divergence field, and the environmental air density. Past
work indicates updrafts are characterized by a shallow convergence area
capped by strong divergence aloft (e.g., Brandes, 1977; Heymsfield, 1978;
Harris et al., 1978; Wood et al., 1979). Figure 12 also graphically
illustrates why errors grow when integrat%ng Eq. (5) upward and are
suppressed when integrating downward. A small false updraft induced at
Tow levels must increase continuously with height because of the constraint
of mass.conservation. This erroneous updraft will not decrease because
there is no compensating divergence aloft. The opposite is true if
Eq. {5) is solved by integrating downward. Even a large incorrect updraft
aloft will become fairly small at the lower levels. This point is

demonstrated with examples in II.F.

II.E.1 Upward Integration: Advantages and Disadvantages
Despite the amplification of eB and sI with height, solving Eq. (5)

by upward integration is well suited for studying the vertical velocity in
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the storm's lowest levels. The main advantage is that with flat terrain
the boundary condition should be fairly accurate. Figure 13 shows two
possible sources of error. The analysis grid's lower boundary is posi-
tioned at some intermediate level between the highest and lowest terrain
features; therefore, barriers such as small hills can cause nonzero
vertical velocities at "z = 0." For the area of this study the largest
elevation change is about 300 m in altitude over 10 km in horizontal

1

range. Assuming a 10 m s~ horizontal wind, this gives rise to a vertical

velocity of less than 0.5 m 5!

which will not cause significant problems.
Vertical velocities at z = 0 can also appear because of convergence below
the analysis plane (see center of Fig. 13). Strong surface convergence

2 S-]

can be of the order 10° Assuming this operates over a 100 m depth

1

below z = 0 yie]ds a boundary vertical velocity of about 1 m s~ which

could cause moderate errors at very high levels.

eI presents a more serious problem for upward integration.

Figure 11 illustrates the substantial growth of the errors. Integrating
upward, eI values exceed those obtained by integrating downward above
about 5 km. In fact, the actual errors may be greater than those shown
since the curves in Fig. 11 assume the errors in the integral term of

Eq. (5) to be the’same at each level. This is probably a good approxima-
tion except for the lowest Tevel. Unless the radar is very close to the
storm, there will be no data at z = 0. This requires the analyst to
estimate the divergence; hence, the largest error will probably be at this
level. These errors will, of course, suffer the greatest amplification.

A final disadvantage is that it is not possible to compute vertical

velocities in overhang regions which are often extensive and meteorologically
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Fig. 13. Diagram showing possible error sources in assuming the updraft
is zero at the "earth's surface". Dashed horizontal line is "Z=0" as
defined for the Doppler analysis. The cross-hatched triangles represent
terrain features. The wy's represent non-zero vertical velocities at Z=0.
See text for further explanation.
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important (Fig. 14). A solution can be obtained if a boundary value is
specified at the bottom of the overhang, but this is dangerous since these
areas often possess high vertical velocities and any errors will be

amplified.

IT.E.2 Downward Integration: Advantages and Disadvantages

Downward integration potentially yields its best results at mid and
high levels. The main advantages are eB is suppressed, eI minimized, and
solutions are possible in overhangs.

The most serious problem with downward integration lies in
establishing the top boundary condition. If data exists through the storm
top, assuming a zero vertical velocity is probably a good approximation.
In cases where the highest data level -is below the storm top, however,
some other initialization method must be found. Described below are three
techniques which can be used independently or collectively to obtain this
bounda}y condition.

1. The most objective and easiest procedure is to use w = W-vr as
described in section II.D. This method is only valid, though,
when all three radars have a high viewing angle.

2. If data exists either before and/or after the time of interest,
then those derived vertical velocities can be used to begin the
integration. This assumes the method used to obtain the "off-
time" boundary vertical velocities is superior to the one
available for the data of interest.

3. The Tlocation of each strong vertical draft is established by

analyzing the data using any arbitrary top boundary condition
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(usually 0.0 m 5'1). Since the effects of the arbitrary boundary
values lessen with decreasing height, the analyst can obtain a
good idea of the updraft's horizontal extent at the lower levels.
This view of the updraft's dimensions can then be extrapolated
to the top data level. An ellipse is then fitted to each strong
updraft core at the top data level. The updraft is assumed to
vary from a maximum in the center of each ellipse to 0.0 m s']
at and beyond a distance from the cell's centers determined from
the extrapolation. The maximum value in the center is determined
using a numerical model in conjunction with an environmental
sounding. As always, care should be taken in applying or
comparing a numerical model with an actual atmospheric situation.
4. This is the same as technique (3) except that a different method
is used to establish the maximum updraft valﬁe. In this case
one analyzes the data using several different boundary values.
The updraft profile at the top is then extrapolated back to
0.0ms™. The chosen profile is the one that gives a 0.0 m 57!
updraft at the observed storm top if it is known from another
source.
A1l of the above methods can yield boundary values that are in error by a
few or even a few tens of meters per second. As shown in Fig. 10, however,
the effects of any error decreases with decreasing height. The exact
boundary value is especially not critical if data extend above the level
of maximum divergence. For example, assume data are available only up to
17 km in Fig. 12. Since the divergence values are so strong at and below
this level the integral term in Eq. (5) will dominate over the boundary
value. After a few integration steps, the cpntribution to the updraft of
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the boundary value will be so small that even large errors will be

insignificant. This will be demonstrated in the next section.

II.F Solution Examples

The programming system that produces the triple Doppler derived
wind fields is described in Appendix A. Inputs to the triple Doppler
synthesis program are the edited radial velocity data from three radars.
This data has already been objectively analyzed to a common cartesian
grid. The output is a data tape that contains the u,v,w and w fields on
the same grid. This data can be displayed in any one of several ways.
Reflectivity fields from one or all three of the radars can also be
analyzed by programs in the analysis system, but outside the triple
Doppler synthesis loop. The reader is referred to Appendix A for addi-

tional details on grid construction, data handling and display.

II.F.1 Simulated Data’

When using a complex programming system it is beneficial to perform
tests using as input simulated radial velocity data computed from known
analytical functions. This process is useful not only to gain confidence
in the system, but also to isolate and study various error sources. A
myriad of tests can be performed, but for this work we will examine only
four aspects of the Doppler synthesis:

1. Test correctness of basic program.

2. Test magnitude of errors due to flat plane assumption.

3. Show effects of erroneous boundary condition.

2Simu]ated data were constructed by Rodger Brown of NSSL for testing of a
dual Doppler program. The author used the same test data for verification.
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4. Show errors in computed vertical velocity due to localized
errors in the data.

The radar configuration used for the tests is shown in Fig. 15.
This was chosen primarily because of its similiarity to the three Doppler
network used in this study. The analysis grid is indicated in the upper
Teft hand corner of Fig. 15. The grid contains 61 x 61 points in the
horizontal and 18 grid points in the vertical. The grid spacing is 1 km
in all three directions. For each radar the appropriate radial wind
components have been computed directly at the grid points. This bypasses
the necessity of interpolating the data; hence, any errors associated with
this process are avoided. In addition, since we are interested in seeing
the effects of the cumulative errors, the correction described by Eq. (15)
is not employed in the solutions unless exp1ici£ly'stated.

The simulated horizontal wind field is from 180° at 5 m s'] at the
surface (0.0 km, AGL). It is constant in the horizontal, but veers with

1 1 km-]

height at the rate of 10° km™' and increases in magnitude by 5m s~
The vertical velocity is zero everywhere. Since there are no horizontal
gradients and vertical gradients are linear, the derivative and integral
numerical approximations are exact. This field is used for tests 1
through 3. For test 4, localized erroneous data is superimposed on this
basic field. This modification will be discussed later.

Tests 1 and 2 are considered together. As explained in Appendix A
the analysis grid is established using the actual distances along the
earth's curved surface. For simplicity, we assume the earth is a flat

plane which causes slightly erroneous relationships between the data and

the radars. For most distances involved in multi-Doppler analysis, these
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Fig. 15. Radar and analysis grid configuration for simulated data tests.
Analysis grid domain is bounded by heavy black lines with tick marks at
10 km intervals. Example of 1 km grid spacing is shown in the upper left
hand corner,




errors are small. Table 2 shows the exact and computed u, v, and w values
(computed w is from upward integration). The velocity means and standard
deviations are computed over each horizontal plane. The Doppler synthesis
faithfully reproduces the velocities, usually within a tenth of a m 5'1.

The simulated data can also be used to demonstrate the effect of an
incorrect boundary condition. Table 3 shows the vertical velocities
computed from the simulated data using an incorrect 5 m s'1 boundary
condition. As is expecte&, the error is minimized when integrating
downwards.

Test 4 is used to show the effect of a localized error. In this
particular case we simulate the consequence of & bad point in the radial
velocity of radar 3. The velocity is assumed to be in error by +b m s'1
at the center grid point of the first integration level. To simulate the

effect of the objective analysis, the error varies linearly from 5 m s']

to 0.0 m s']

at a distance 2 km from the center point. The same holds
true for the second integration level except the peak error magnitude is
+3m 5'1. No radial velocity error is present beyond the second integra-
tion level. Figure 16 shows the peak updraft magnitude at each level
integrating upward (errors in bottom two levels) and downward (errors in
top two levels). Note that a substantial but false updraft can be produced
when integrating upward.

Even though we are simulating a bad radial velocity point, this
type of error can arise in other ways. For example, local small scale
turbulence can cause the numerical derivative and/or integral approxima-

tions to be in error causing errors that amplify. Filtering can help

alleviate this problem. The interpolation technique filters the data
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Table 2.

Comparison of exact u, v, and w wind .components at grid
points derived from analytical functions and Doppler

synthesis values computed from radial velocities.
given Doppler values are means (standard deviations) over
60 x 60 km grid (1 km grid spacing).

The

u(o,) v(o,) w(o, )

Height (m s ']) (ms ']) (m s '])
(km,AGL) Exact Computed Exact Computed Exact Computed
17.4 9.6 9.7(0.14) -91.5 -91.6(0.04) 0.0 0.0(0.00)
14.4 45.3 45.2(0.13) -62.3 -62.3(0.03) 0.0 -0.0(0.01)
10.4 55.3 55.2(0.11) -13.8 -13.7(0.02) 0.0 -0.0(0.01)
6.4 33.3 33.1(0.08) 16.2 16.3(0.02) 0.0 -0.0(0.01)
2.4 6.9 6.9(0.05) 15.5 15.5(0.02) 0.0 -0.0(0.01)
0.4 0.5 0.5(0.03) 7.0 7.0(0.02) 0.0 0.0(0.02)
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Table 3. Computed vertical velocities at different heights integrating
from the bottom up (f*) and from the top down ([¥). Input
is analytical radial velocities. The correct vertical velocity
is zero everywhere. Shown are triple-Doppler synthesis, means
(standard deviations), using incorrect (5.0 m s']) boundary
conditions. Values are averages over each horizontal level.

Height (km,AGL) [+ [+
17.4 38.0(0.13) 5.0(0.00)
14.4 25.1(0.08) 3.0(0.01)
10.4 14.6(0.05) 1.6(0.07)
6.4 9.1(0.03) 1.0(0.01)
2.4 6.1(0.01) 0.6(0.01)
0.4 5.2(0.01) 0.5(0.02)
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Fig. 16. False updrafts caused by localized errors in radial velocity
field. The arrowheads indicate the direction of integration.
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somewhat. Since, however, the relationship between the data and the grid
varies, the exact nature of the filtering is difficult to predict. It was
found to be convenient to apply a separate three dimensional Shuman filter

(see Appendix B).

IT.F.2 Actual Data

The data chosen is from a supercell type storm (Marwitz, 1972;
Browning, 1977) that occurred on 29 May 1976 in central Oklahoma. It
produced a funnel cloud and 4-5 cm hail. The NSSL Norman and Cimarron
Doppler radars along with the CHILL radar were used as data sources. A
description of the particulars of the storm day and the characteristics of
the NSSL Dopplers can be found in Chapter IV. Due to the vagaries of data
collection, the Towest data level is at 1.0 km and highest at 11 km even
though the storm extended to about 14-15 km as revealed by NSSL's WSR-57
radar. It is instructuve to use a case with some missing data since,
while this is not the norm, it is not an uncommon occurrence. Such a data
set points out the strengths and weaknesses of the different analysis
techniques. For illustrative purposes, we will consider the vertical
profile of one updraft core. At the analysis time (2032 CST) this core is
associated with a cell that possesses a hook echo and is producing large
hail.

The results of the calculations are shown in Fig. 17 for integrating
upward (A) and downward (B). In both cases, the data are unfiltered,

1 at 0

uncorrected by Eq. (15), and the bdundary conditions are 0.0 m s~
and 11 km, respectively. Note that even though curve B's magnitude is
probably not correct due to the arbitrary boundary condition, its shape is

more realistic than curve A's which appears to be increasing without
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Fig. 17. Vertical profiles of an updraft core synthesized from triple-
Doppler data. Line A shows results from integrating upward and line B for
downward integration. The primed curves are the same as the unprimed
except the horizontal velocities were filtered before solving for w.
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bound. One pass with the three dimensional filter decreases the magnitude
of both curves, but does not change their shape (A',B').

Undoubtedly, some of the error mechanisms described in the previous
sections are active in these data. The downward integration (curve B)
provides a better first guess to use for correction to a final form.

The adjustment described by Eq. (15) can be applied easily. The computed
vertical velocity at 0.0 km [wg in Eq. (15)] is derived using the same
divergence at the surface as that of the last data level (1.0 km in this
case). Even if this value is significantly in error, it will cause only a
small error in the absolute value of Ng.

The main obstacle to obtaining a final corrected updraft profile is
establishing the upper boundary condition. Fortunately, the data extend
above the level of maximum divergence. The choice of upper boundary
condition is, therefore, not as critical as it otherwise would be.

Figure 18 shows the same updraft as curve B of Fig. 17 with various
boundary conditions and incorporating Eq. (15). It is gratifying to see
that even substantial differences in the boundary vaiues result in only
small updraft differences at and below 7 km. This is especially fortunate
for this study since most hail growth occurs near this level.

The actual data used here particularly demonstrate the advantages
of downward integration. Data is missing in both the lowest and highest
levels. Using downward integration the only effect of the missing Tow
level divergence is to cause a slight error in the computed vertical
velocity at the surface. This small error will then be spread throughout
the vertical depth via the density weighting described in Eq. (15). For
upward integration, however, any large error in the low level divergence
is amplified substantially.
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Fig. 18. Updraft core of Fig. 17 (curve B) with three different top
boundary conditions. The profiles have aiso been adjusted using the
constraint w=0 at Z=0.
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Missing data at the highest levels present a boundary condition
problem for downward integration. Fortunately, however, even large errors
become small with decreasing altitude. Using upward integration the data
can be corrected by Eq. (15) only if boundary values are assigned at the
top. In this eventuality, it would be better to use these values to

initialize the downward integration.
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CHAPTER III

HAIL GROWTH MODEL: GENERAL DESCRIPTION

III.A Introduction

The two steps in the numerical model are
1. Hailstone advection
2. Growth based on the microphysical model
To calculate the growth, there are two modelling techniques which can be
employed--continuous (Fletcher, 1966) and stochastic (Danielson et al.,
1972). The continuous.mode1 assumes all "collectible" water and ice are
distributed evenly throughout a given volume. The more complex stochastic
~model progresses a step further in realism in that it takes into account
the entire hydrometeor spectrumand its evolution, allowing for those chance
collisions between like-sized particles that can accelerate precipitation
growth. The simpler and more computer efficient continuous collection
process is chosen since the stochastic model-predicted hailstone spectrum
evolution are beyond the scope of this work. Also, the chance collisions
of similarly sized particles is practically non-existent in the process of
hailstones (past the embryo stage) collecting smaller cloud hydrometeors.
The next two sections describe the assumptions pertaining to storm
and microphysical parameters. Following this, advection and growth

processes are described in more detail.
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III.B Storm Parameters

The model requires three storm parameters be specified in three-
dimensional space. These are the wind, thermal, and moisture fields. The
wind field is obtained from triple Doppler data using analysis techniques
described in Chapter II. The wind vectors and, hence, all trajectories
are calculated relative to storm motion (275°/15.7 m s']). The wind field
is assumed to be steady throughout the hail growth periods. For most
growth times (10-20 min) this is probab]y a good assumption. Details of
the storm wind field are given in Chapter IV.

Observational evidence of thermal and moisture structure inside
deep convection is limited. Using radiosonde data from Oklahoma storms,
Davies-Jones (1974) showed the thermal structures of strong updraft cores
are adiabatic in nature. Sailplane data in Colorado indicate vigorous
updrafts contain adiabatic cores (both thermal and water) that become
mixed with environmental air near the updraft's periphery (Heymsfield
et al., 1973). In addition, T-28 penetrations of Colorado hailstorms
during the National Hail Research Experiment showed a moderate correlation
(correlation coefficient of 0.67) between updraft velocity and cloud water
content (Musil et al., 1977). The basic question is whether the cloud
water is significantly depleted before it reaches the prime hail growth
areas. We consider three ways for this to occur--mixing, conversion to
millimeter sized precipitation (hence sedimentation), and depletion by
hailstone and/or graupel particles. Since the thermal structure is
adiabatic, mixing is probably not significant in the updraft's core, nor
is sedimentation 1likely to be a factor. Cloud base is approximately 2 km

and the prime growth region is below 8 km. C(loud water that begins at
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cloud base will have only 5 min to grow assuming a 20 m s']

updraft. It

is unlikely that large precipitation particles could form in such a short

time (Twomey, 1966; Ryan, 1974). In fact, the weak echo region itself is

evidence of a slow conversion process from cloud to precipitation particles.

It will be assumed, therefore, that no depletion due to production of

large liquid precipitation particles occurs in the strong updraft cores.
Information on graupel and hail spectra aloft is sparse. This

makes it difficuit to estimate possible cloud liquid water depletion

through collection by ice particles. List et al. (1968) used a one-

dimensional model to show depletion could be significant 3 km above the

freezing level if the number of 0.5 cm hailstones is greater than 10 m'3

and the updraft is less than 25 m s

As noted by Browning (1977), since
the rate of depletion at a given ]evél is inversely proportional to the
updraft speed, depletion in storms with strong updrafts may not be .
significant. He further supports this point by noting the low precipi-
tation efficiencies reported for supercell type storms. For this model,
we assume depletion is not significant in the updraft core.

The adiabatic updraft cores are defined as areas interior to
ellipses fitted to the +20 m s’] contours of the major updrafts. Adiabatic
values are determined from a simple one-dimensional model coupled with an
environmental sounding. Secondary ellipses are also fitted to the +10 m s']
updraft contours. The temperature excess and water content are assumed to
decrease linearily from adiabatic to 0.2 of adiabatic at and exterior to
the secondary ellipses. Figure 19 shows horizontal sections of the cloud

water and temperature in relation to the major updrafts at 4, 6, and 8 km.

- The adiabatic values are given in the upper right hand corners of each
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8 km wa =113 8 km Tg=-33

6 km wy = 8.7 6 km Tg=-16
Ty = -8
+ j | }
4 km wa=5.2 gkg™ 4 km Tg= 0°C
Taz 3°C

Fig. 19. Horizontal sections (4, 6, and 8 km) showing relationship _
between computed storm updrafts, cloud water mixing ratio (left, g kg ])
and temperatures (right, °C). Shaded areas indicate updrafts greater than
20 m s™!, Interior light areas are updrafts greater than 40 m s-1.

Mixing ratios and temperatures are contoured in steps of 2 g kg'] and

4°C, respectively. Wp - adiabatic water mixing ratio; Tg - environmental
temperature; Tp - adiabatic core temperature. (The reader may wish to
compare this figure to the storm reflectivity and velocity structure -
shown in Fig. 26.)

57




section. The reader may wish to compare the figures to the overall storm

structure described in Chapter IV.

IIT.C Microphysical Parameters

Both initial embryos and hailstones are assumed to grow with
densities of 0.9 g cm'3. For hailstones as a whole, this is in agreement
with most measurements (Macklin, 1977). Graupel can grow at densities
somewhat less than 0.9 g cm™> (Braham, 1963; Pflaum, 1978) and hence, have
lower terminal velocities. While accounting for this Tower density is
important for the study of graupel, it is likely much less important for
growth of the hailstone itself.

Along these same lines is the question of "spongy growth." Some
researchers have proposed that accreted, but unfrozen water may be incor-
porated in the hailstone in various cavities. The liquid water can then
either be frozen at a later time or remain liquid (Orville, 1977).
Hailstones with high liquid water contents are not supported by observa-
tions in Oklahoma (Browning et al., 1968). It is, therefore, assumed
accreted but unfrozen water is shed immediately.

For this model all hailstones are assumed to be spherical. English
(1973) showed that allowing for hailstone oblateness usually results in
enhanced growth, therefore, in this respect the sizes may be under-
estimated. To simulate the freezing process, the water mass is converted
linearly from all water at -10°C to all ice at ~-25°C. Again, direct
evidence of this water/ice quegtion is somewhat scarce. Studies have

shown that much liquid water still exists at -10 to -15°C in deep

convective systems (Sand, 1976; Sarter and Cannon, 1977).

58




IIT.D Hailstone Advection

Hajlstone displacements are found using the Doppler derived wind

field and:

d

i (17)
d

Fial (18)
dz _

'a'E'—W-VT (]9)

VT is calculated by equating the gravitational and drag forces exerted on

a bluff body in an air stream (Batchelor, 1967):

_ 1 2
My 9= 2 Pe Aclply
or assuming a spherical particle
4 p, 9
R L ek (20)

D Pe
A11 terms on the right hand side of Eq. (20) are known quantities.
Figure 20 (after Matson and Huggins, 1979) shows measured drag

coefficients for actual hailstones and smooth spheres as a function of

Reynolds number (Re).

Over the range of Re for most naturally occurring

hailstones (10° to 10°)

remains at a fairly constant value of about 0.45.

, CD for smooth spheres (solid line in Fig. 20)

This is somewhat lower

than that measured from actual hailstones with deviations being most

significant at lower values of Re. Almost all ice particles in this model

have Reynolds numbers greater than 104 (about 5 mm in diameter and above

6 km in height). A constant value of 0.55 for CD was, therefore, chosen

for all hailstones. This is in the range of values for spherical hail

found by Macklin and Ludlam, 1961 (Fig. 20).
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Fig. 20. Drag coefficients for hailstones and smooth spheres (after
Matson and Huggins, 1979). The numbers below Macklin and Ludlum show
the axial ratios of the particles used in their work.
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At higher values of Re (>105) smooth spheres experience a sharp
drop in CD. This occurs in the transition between a laminar and turbulent
boundary layer at the hailstone's surface. There is some evidence that
hailstones with 4 to 6 cm diameters may enter this critical flow regime
depending on their surface roughness (Young and Browning, 1967; Bailey and
Macklin, 1967). No allowance is made for this sharp drop in CD since few
hailstones reach Reynolds numbers near this critical value and required

information on surface roughness is not available.

III.E Hailstone Growth

The mass budget of a hailstone is given by

dt dt t.
where
dM 2
W m°
T - d whe Yy (21)
dMi TrDZ
ot - 7 " BTV (22)

It is assumed that all the collected water and ice mass are composed of
small hydrometeors that have negligible terminal velocities with respect
to the hailstones. The cloud and ice water contents are determined from
the cloud and ice water mixing ratios (see III.B and III.C).

The collection efficiency is the product of the probability of a
collision (collision efficiency) and the probability of the collected
hydrometeor remaining with the collector (coalescence efficiency). For
hailstone-supercooled water interactions, the latter term is generally

assumed to be 1.0 (e.g., English, 1973). Laboratory experiments have
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shown that the collision efficiency decreases with increasing collector
size and decreasing collected droplet size (Macklin and Bailey, 1966;

Fig. 21). In order to evaluate the hailstone-supercooled water collection
efficiency, some knowledge of the water droplet spectra is necessary. To
date, Tittle in situ information is available. Measurements from Colorado
storms indicate a substantial amount of liquid water exists in droplets
<30y in diameter (Heymsfield et al., 1978a; Heymsfield et al., 1979;
Heymsfield, 1979). Similar results from Oklahoma storms are not available.
The actual droplet spectrum depends on several factors (e.g., cloud con-
densation nuclei, growth time) that are generally unknown. Due to the
uncertain knowledge of the collected droplet sizes, a unity collision
efficiency is assumed for simplicity. This is somewhat justified since
few model hailstones-exceed 3 cm in diameter and the collision efficiencies
at and below this diameter are fairly high for most droplets.

For hailstone-ice hydrometeor collection efficiency, the same
collision efficiency (1.0) is used as for water droplets. The “"sticking"
or coalescence efficiency, however, is dependent on the temperature of the
collector (Latham and Saunders, 1970; Rogers, 1974; Passarelli, 1978).

This is because an ice particle is likely to bond to another ice particle
only if there is a thin layer of water between them. Almost all ice has a
thin Tayer of water on its surface. The warmer the surface temperature,
the thicker this layer, and the more likely it is that another ice particle
will adhere to it. In general, these and other researchers have found the
coalescence efficiency varies from 1.0 at 0°C to 0.0 somewhere between

-15 to -30°C. For this study, the overall collection efficiency varies

Tinearly from 1.0 at 0°C to 0.0 at -25°C.
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COLLISION EFFICIENCY

o.o 1 1 1 1
0 2 4 6 8 10

DIAMETER (cm)

Fig. 21. Collision efficiencies of hailstones and cloud droplets as a
function of their diameters (after Macklin and Bailey, 1966).

63




A hailstone's growth characteristics are critically dependent upon

its heat budget. This is given by (Macklin, 1963; List, 1963; English,

1973).
dQ dQ dQ. dQ
c e,s 1 W _
at e Ta ta O &)
where
dQC ) ,
" 2mDa K(Ta-TS) (24)
dqQ
€,S _
25 - 21 a L d;(0-0,) (25)

L is eijther the latent heat of vaporization or sublimation;

dQ. dM

i_ i (T.-T.)
@ Ca Gy @S (26)
dQ, M,
g = 7 LFebe * pr(Ta'Ts)] (27)

The accreted water and collected ice masses are assumed to be at the
ambient temperature. The constants in (24-27) are allowed to vary with
temperature and/or pressure as appropriate. The ventilation coefficients
for conduction and evaporation/sublimation processes are the Nusselt (Nu)
and Sherwood (Sh) numbers, respectively. For conditions of hailstone

growth, however, it has been shown that (Mason, 1971):

a=Nu=Sh=~0.58 Re‘/z

A hailstone's growth history is determined by the following steps:

1. The hailstone is advected using Egs. 17-19.
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f

j
: 21rDaLK’l'a - Lsdi(ps'pa)] + T C i

2. Ambient thermal and moisture parameters are derived from their

predetermined three dimensional structure. Pressure is obtained
via the hydrostatic approximation. Appropriate constants needed

to solve Eq. (23) are calculated using this information.

3. Dry growth is assumed (Ff = 1.0) and T, computed from Eq. (23).

dM. de
Ta + T [Lf +C. T ]

ai iy R ()
2mDaK + - Coi * HEE Cou

where de/dt and dMi/dt are calculated from (21,22). Note this
is an iterative process since pg on the right hand side of
Eq. (28) is dependent on TS. The first guess for the iteration
is the old temperature. The calculations are stopped when the
temperature difference between successive iterations is less
than 0.05°C. If Ts is less than 0°C, then the growth calcula-
tions for that time step are terminated. The new hailstone mass

is simply the old mass plus de and dMi. If TS is greater than

0°C, proceed to Step 4.

4. Wet growth is assumed (Ts = 0°C) and Fe is computed from Eq. (23).

i, dM
1 W
_-2mDalK(T,-T¢) - Ldilog-e,)] = gy Coi(TTo) - g Cpy(T57T) (29)
at -f

where, again, de/dt and dMi/dt are from (21,22). In this case
the newly added mass is
deF

f~l-dM1.
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The time step used is 10 sec. Tests show that decreasing this interval
does not result in significant changes in the growth process. This agrees
with English (1973). These steps are repeated until the hailstone exits
any of the model's boundaries. When the hailstone falls below the melting
level, advection is continued, but all growth is terminated. Melting is
not considered since this study is focused in the growth phase only.
Melting calculations also require knowledge of the thermal structure in
the downdraft, and, since this storm did not pass over any surface instru-
ments such information is not available. Temperature retrieval methods
(Hane and Scott, 1978; Gal-Chen, 1978) show promise of acquiring thermal
structure from Doppler measurements, but they are still in the developmental
stage and have not produced results from actual data.

An example of the model is shown in Fig. 22. The large difference
in the first two hailstone temperatures is due to initial temperature
assigned to the hailstone. For simplicity initial Ts for all hailstones
at a given level is defined to be the average of the environmental and
adiabatic core temperatures. Note that the hailstone undergoes a tran-
sition from dry to wet growth at 270 sec. This occurs because the hail-
stone is entering the storm's major updraft as is evidenced by the higher
temperatures and 1iquid water.

As with all numerical models, this one is only as good as its
assumptions. Weaknesses of the model include the steady state assumption,
lack of knowledge of microphysical parameters and the distribution of the
thermal and moisture fields. The main model strength is its three-
dimensionality, including the actually measured Doppler wind field. The

critical factor is the specification of parameters with sufficient
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Fig. 22. Example of hail growth model output. Keys to the labels used
on the following page are shown below.

LABEL DEFINITION

TIME Elapsed time (sec)

DIAM Hailstone diameter (cm)

MASS Total hailstone mass (g)

LOCATION Cartesian coordinates of hailstone with respect to
X Y Z grid (km; note Z is height above ground level)

GROWTH MODE
AMUW

F-FROZ
TEMP-A
TEMP-S
RW

RI

AWM

AIM
TAWM
TAIM

Hailstone growth mode: DRY, WET, or MLT (no growth)

Running total of water mass accreted, but not frozen
(95 shed water)

Fraction of accreted water frozen in one time step
Ambient temperature (°C)
Hailstone surface temperature (°C)

Cloud Tiquid water content (g cm'3)
Cloud ice water content (g cm'3) .

Cloud 1iquid water mass intercepted in one time
step (g)

Cloud ice mass collected during one time step (gm)
Running total of accreted water (g)

Running total of collected ice (g)
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accuracy so that their interactions in producing large hail may be studied.
It is not believed (nor necessary) that the computed trajectories are

related one-to-one to actual hailstones at the surface.
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CHAPTER IV

STORM CHARACTERISTICS

IV.A General Features and Environmental Conditions

The supercell storm that is the subject of this investigation
occurred in central Oklahoma on the evening of 29 May 1976. It produced 4
to 5 cm hail and a funnel cloud. Synoptically, at the surface, a low
pressure center was located in northwestern Kansas at 0600 (all times are
CST) on the morning of the storm. During the next 24 hours, this Tow
slowly deepened and settled into the Texas panhandle. By 1800 the cold
front associated with the low stretched from southwest to northeast across
the northwest corner of Oklahoma. A north-south dryline existed in the
Texas panhandle and moved slowly eastward during the day until it reached
the Texas-Oklahoma border (Weaver, 1979). Storms appeared to form on this
dryline with the approach of a moderately strong short wave (500 mb height
falls of 30 m over 12 hours).

The local storm environment was revealed by a sounding launched at
1730 from the NSSL Elmore City rawinsonde site located approximately 60 km
due south of NSSL. Figure 23 shows the temperature and dewpoint profile
with height on a Stuve diagram. The 1ifting condensation level (Petterssen,
1956) is at 830 mb or about 1.5 km. The instability was high with a
1ifted index of -8 (Galway, 1956). The hodograph in Fig. 24 shows sharp
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Fig. 24. Hodograph of wind data from radiosonde of Fig. 23. Velocities
- are in m s=1. Vector shows storm motion (275°/15.7 m s-1).
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veering of the wind in the lowest few kilometers with fairly high winds
aloft. This structure is typical of that usually found in supercell storm
environments (Chisholm and Renick, 1972; Barnes, 1978; Barnes and Nelson,
1978).

The storm first became recognizable as an entity near 1900.
Figure 25 shows the radar reflectivity (0° tilt) of the WSR-57 incoherent
radar at 15 min intervals from 1915 to 2100. The storm grew rapidly
between 1915 and 2015 at which time it formed a hook echo which persisted
until almost 2100. At this time, the cell began to weaken slowly as
another cell to its south started to grow. The storm continued to
propagate to the east and still possessed a large 55 dBZ core as late as

2130.

IV.B Refﬁectivity and Velocity Structure

Data analysis has been performed at 2032 over a 30x30x11 km box
centered on the hook echo. The storm is near its most intense stage at
this time. Figure 26 shows horizontal planes of reflectivity and velocity
structure spaced at 1 km intervals in the vertical. The left hand grids
display reflectivity at 5 dbZ intervals along with the vertical velocities.

1 are shaded with interior unshaded areas 240 m s'].

1

Updrafts 220 m s~

are cross-hatched with interior white areas <-20 m s'].

Downdrafts <-10m s~
The reflectivity contours (unlabeled) are repeated on the right hand grid
along with the storm's relative horizontal velocity vectors. The reader
may note anomalous vectors on the storm's periphery at some levels. These
are caused by bad radial velocity estimates due to low returned signal

that were inadvertently missed in the editing process (see Appendix A,

section 2). The reflectivity field is from the Norman Doppler radar.
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1930 CST

Fig. 25. Radar reflectivity (0° tilt) from NSSL WSR-57 radar. Gray
shade calibrations in dBz are: dim 8-14; bright 20-28; cancel (dark)
29-39; dim 40-50; bright 51-61. The arrow on the 1915 picture shows
the beginnings of the storm of interest. The "hook" is indicated by
the arrows in the 2015-2045 pictures. The location of the Norman (NOR),
Cimarron (CMF), and CHILL (CHL) radars are shown on the 2032 picture.
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—’// ) 29
a0 -
_ i
a0/3 120 . 2 km

1 km

120 1

1.0

Fig. 26. Reflectivity and velocity structure (relative to storm motion)
of 29 May 1976 hailstorm at 2032. Data are displayed in horizontal sections
at 1 km vertical intervals. Height of each section (km) is given in Tower
right hand corner. Tick marks are spaced 10 km apart. North is towards
the top of the page and a fiducial mark (*) is given at each level. The
left hand grids show reflectivities (1ight lines at 5 dBz intervals) and
vertical velocity. For the vertical velocities, shaded areas are updrafts
>20 m s=1 with interior unshaded areas >40 m s-1. Downdrafts <-10 m s-
are cross-hatched with interior white areas <-20m s 1. The reflectivity
contours (unlabeled) are repeated on the right hand grid along with hori-
zontal velocity vectors. The vector lengths_are proportional to wind
speed. One km in length is equal to 10 m s-1 (the vectors are spaced at

1 km intervals). For reference the lower left hand corner of the grid box
is located 10 km west and 75 km south of the Norman Doppler radar. The
reader may wish to refer to the 2032 time of Fig. 25 to see the relation-
ship between the storm and all three Doppler radars.
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Comparison of Norman Doppler values to both the WSR-57 and Cimarron
Doppler radars, show the Norman reflectivities are 5 to 10 dBz too Tow.
Since the reflectivities are used only qualitatively, the Norman reflec-
tivities have been retained because they have the best spatial resolution.
The horizontal wind field was derived directly from Eq. (3) and the vertical
velocities were calculated by integrating from the top down using
technique 4 described in III.E.2.

The reflectivity field is very characteristic of a supercell storm
with a hook echo in the lower levels (Fig. 26) and a large overhang
region aloft (Figs. 14 and 26). A weak echo region (WER) can be seen at
5-8 km in Fig. 26, appearing.as an inverted "v" shaped notch just south
of the high reflectivity core. The raw Doppler data (not smoothed by
interpolation and not shown) shows this region is bounded (BWER) between 5
and 7 km. At and below 4 km the WER has filled in with higher reflectivity
which may indicate the updraft has just begun to weaken.

The horizontal velocity vectors at 1 km indicate a moderately
strong circulation associated with the reflectivity hook echo. Calculated
divergence and vorticity in this region (not shown) are about equal with
2 571

maximum values of 1.0 to 1.5 10 A convergence line extends south-

westward from the circulation forming the storm's gust front. In the
middle levels, the dominant feature is the convergence area (*1.5 10'2 s'])
just to the west of the high reflectivity core (see especially the 7 km
level). This gives rise to the storm's main downdraft. At and above 9 km

the flow is characterized by a long and strong (>1.5 1072 s']) divergence

line. This strong outfiow is responsible for the storm's large overhang.




Four major updrafts are revealed by the Doppler analysis. Three
are aligned SW-NE as can best be seen on the 7 or 8 km horizontal vertical
velocity sections of Fig. 26. For discussion, the cores are identified on
the 7 km section as A, B, and C progressing from SW to NE. Core D is the
small updraft maximum to the southeast of core B.

The center draft (core B) 1is the largest and strongest with

maximum vertical velocity of 51 m 5”1

at a height of 7 km. It is asso-
ciated with the BWER and appears to have its roots in the convergence area
centered on the Tow level circulation. The companion downdraft (hence
forming the classical couplet) is located just west of the updraft. The
downdraft reaches a maximum speed of 25 m s'] at a height of 5 km.

Core C's Tow level updraft roots likewise appear to be in the
region of the hook echo. This updraft, however, is weak and has no well
defined maximum. The greatest vertical veiocities are a nearly constant
27 m s'l between 6 and 9 km. There is also a weak downdraft to core C's
northwest.

Core A has formed on the gust front boundary to the southwest of
the convergence area associated with cores B and C. At the low Tevels it
has two distinct updraft maxima, but above 7 km these have merged into |
one. While smaller and somewhat weaker than core B (maximum speed of
42 m s'] at 9 km), this core appears to be actively growing. By 2045, it
has formed its own high reflectivity core at the surface (Fig. 25). It
continues to grow as core.B declines, but it never dominates the complex.
Core A has two downdrafts near it. The one to the southwest is fairly

weak. A weak downdraft would be expected with a cell that is still mainly

in the cumulus growth stage (Byers and Braham, 1949). The downdraft to
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the east of core A, however, is fairly intense. It forms aloft in response
to convergence at about 7-9 km and diverges somewhere near the gust front
at the surface.

Like core A, core D appears to stem from the convergence area on
the storm’'s gust front. Analysis of the unsmoothed reflectivity data
reveals a maximum associated with this updraft. This is interesting in
that it shows the southern boundary of the high reflectivity forming the
hook echo is convective in nature. The updraft reaches its maximum

1

velocity (~35 m s~ '; note only one grid point was 230 m s']) between 5 and

6 km. Its magnitude decreased rapidly above 7 km.

IV.C Summary

In general, the horizontal flow and reflectivity are typical of
that previously observed in other supercell type storms. There ts 1little
past data, however, on vertical velocity structure. Two studies (Heyms-
field, 1978; Brandes, 1978) address in some detail vertical velocity in a
supercell storm. Both were dual Doppler analyses and obtained the vertical
component of motion by integrating the continuity equation upwards. Their
analyses were restricted to levels at and below & km. These studies
showed not only one strong updraft and a weaker downdraft, but also other
substructures. The maximum updraft values in both cases were around
40 m s'] at their top analyses levels (~6 km). It is likely these solu-
tions are suffering from the error amplification described in Chapter II.
They do, however, agree with maximum values found in this study at the
6 km level. Conceptual models usually show only one strong and broad

updraft with an accompanying downdraft. For this storm, the dominant
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vertical draft structures (core B and its downdraft) do exhibit these
classical characteristics. There are, however, other updrafts.

It is difficult to interpret the nature and/or importance of
updraft cells A, C, and D without several complete three-dimensional views
spaced at close time intervals. Some speculation on the roles of these
three updrafts, however, is appropriate. Core C appears to stem from the
same low level convergence region as the main updraft (core B). These two
cells may be pulsations on a general updraft region (Nelson and Braham,
1975). If this is the case, then data with good temporal resolution and
an analysis that allows time variations would be necessary to ascertain
the effects, if any, of such pulsations. Inspection of the reflectivity
data shows that, for most hail growth times (10-20 min), the basic storm
structure in this area changes little. ‘The hail growth model (see
Chapter V) also reveals that core C has little effect on hail production.

Cores A and D are probably more important to hail growth. They
both form on the gust front in an area where either "feeder" (flanking
line) or "daughter" cells would normally grow (Browning, 1977). Core D
has the instantaneous appearance of a feeder cloud. It is small, in close
proximity to the main updraft, and imbedded in flow that would cause it to
merge with the main updraft. It is not known if this merger occurs.

Cell A is larger in extent and eventually forms its own high reflectivity
core (Fig. 25, 2045 and 2100). This core, however, does not merge with the
main cell as a feeder cloud normally would, nor does it grow to dominate
the complex as a daughter cloud. Its evolution may be altered from what
normally may have occurred due to the demise of the entire storm complex

after about 2100. In any event, at our analysis time (2032) cells A and D
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are configured very much like feeder and/or daughter cells and will be
considered as such for the discussion of the hail growth processes.

Figure 27 is a three-dimensional composite of important storm
features. At the surface, the gust front has advanced well ahead of the
main updraft's position aloft (core B). This may account for the decay of
this portion of the storm over the next half hour. Core D appears to be
growing in the area of enhanced convergence along this portion of the gust
front. The 7 km section shows that, at least aloft, updraft B still
dominates the complex. A weak echo region is evident in the 40 dbZ
contour near core B's center. Interestingly, while the absolute updraft
maximum is near the weak echo region, updraft B is quite extensive. The

importance of this large updraft area will be elaborated on in Chapter V.
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Fig. 27. Three-dimensional perspective view of important features of

29 May 1976 Storm at 2032. The vertical scale has been expanded by a
factor of three. The viewer is looking directly towards the North. Data
are shown at three levels (1, 7 and 10 km). Light lines are reflectivity
labeled at 10 dBZ intervals. Shaded re?ions outlined with heavy black
lines are updrafts greater than 20 m s-!. Unshaded areas interior to
these are updrafts greater than 40 m s-1. _Shaded areas with dashed out-
lines are downdrafts greater than -20 m s=1. Low Tevel gust front is
shown at 1 km by heavy black line with barbs. Indicated updraft cores and
fiducial marks are the same as those in Fig. 26.
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CHAPTER V
HAIL GROWTH MODEL: RESULTS

V.A Introduction

Basic model features were described in Chapter III. The analysis
technique used begins embryo growth at 2 km intervals in the horizontal
and at 1 km intervals in the vertical throughout a subgrid of the volume
displayed in Fig. 26. In the horizontal, the subgrid is a 22x22 km area
centered on the 30x30 km analysis region (see Fig. 28). In the vertical,
the subgrid 1ies betwéen 4 and 10 km (inclusive). This subgrid was chosen
partially because of computer storage limitations and partially because it
includes the major storm updraft regions. Initial embryo diameters. are
2, 6, and 10 mm which encompass the usually observed embryo sizes (Knight
and Knight, 1970). Total number of stones grown were 1008 for each of the
three initial embryo diameters.

In the subsequent subsections several topics are discussed
pertaining to the model results. First the model output is checked for
realism. It is of little value if i1t can not reproduce the salient hail
characteristics of the storm. The following two sections describe genera}
hail growth characteristics and specific trajectories. This leads to
speculation on embryo sources and important factors for favorable hail

growth.
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Fig. 28. Position of model hailstones at 1 km AGL as they exit the model
domain ("fallout" positions). The dots represent hailstones with diameters
>1.0 cm for Dg's of 2 and 6 mm, and diameters 21.5 cm for Dy's of 10 mm.
The reflectivity field (dBz) is also shown. The interior 22x22 km box
shows the horizontal extent of embryo starting locations (vertical extent
was 4 to 10 km). Tick marks are at 10 km intervals.
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V.B Model Realism

Unfortunately, the storm was not in a location where detailed hail
fallout information could be obtaiﬁed from the NSSL volunteer observer
network (Nelson and Young, 1979). NOAA Storm Data (U.S. Department of
Commerce, 1976) did report maximum hailstone diameters of 4 to 5 cm, but
provided no information on areal extent. Maximum diameter hail produced
by the model was 5.8 cm. Considering that melting is not included in the
model, this is in good agreement with the NOAA report.

Another factor to be checked is whether the large hail falls out in
the storm's high reflectivity core. Figure 28 shows, at the lTowest anal-
ysis level (1.0 km AGL), the storm reflectivity field and horizontal
location of each hailstone phat grows to a diameter 21.0 cm for initial
embryos of 2 and 6 mm, and diameters 21.5 cm for 10 mm embryos.3 ATl
trajectories are computed with winds relative to storm motion; therefore,
even though the hailstones do not fall out at the same time, their loca-
tions are correct relative to the reflectivity field. The interior
22x22 km box shows the horizontal extent of the starting embryo locations
for each height. Considering the large horizontal and vertical extents of
these starting locations, the concentration of hailstones is quite
remarkable. 1In general, they fall along the Horman radar's 45 dBZ core
axis. (The reader should remember that this Ze value is about 10 dBZ too

Tow.) The stones that fall to the reflectivity core's southwest mostly

31n the analysis of the hail model, only model hailstones that grow
"significantly" will be discussed. For initial embryos of 2 or 6 mm,
significant growth is arbitrarily defined as having occurred if the
hailstones reach diameters 21.0 cm. For embryos with initial diameters
of 10 mm, this 1imit is 1.5 cm.
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originate near updraft core A. They arrive at the surface about 10 min
after the model start time (2032). Note on Fig. 25 this area of the storm
has formed a high reflectivity core by 2045.

Nelson and Young (1979) found that supercell storms in Oklahoma
produce hailswaths with mean widths of 18.1 km (standard deviation,
7.6 km). Using the measured storm motion (275°/157 m s']) and assuming
steady state conditions, the model predicts the storm would produce a
swath 18 km in width (Fig. 29) in excellent agreement with Nelson and

Young.

V.C Embryo Source Regions and General Hail Growth

Characteristics

It is not necessarily to be expected that hail embryos of different
sizes are distributed uniformly throughout the storm volume as has been
assumed in this model. This technique, however, does identify potential
hail producing areas and reveals general growth characteristics. Using
reasoning based on knowledge of storm structures, this analysis leads to
speculation on natural embryo sources. It also points out locations where
artificially induced embryos can be injected to compete for available
1iquid water whether natural embryos are present or not.

A summary of the mean growth characteristics are given in Table 4.
The 1isted data apply only to hailstones that reach diameters >1.0 cm for
Do's of 2 and 6 mm, anq >1.5 cm for D, of 10 mm. The number of hailstones
that grow to these sizes is really quite small considering there were
initially 1,008 in each size category. This implies only a small volume of the

storm can produce large hail. Interestingly, the spread in the mean final
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Fig. 29. Hailswath (heayy black lines) predicted by model using storm
motion of 275°/15.7 m s~!, Reflectivities are repeated from Fig. 28.
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Table 4. Mean growth characteristics for hailstones with final diameters
21.0 cm for Do's of 2 and 6 mm, and for final diameters 21.5 cm
for Do of 10 mm. The numbers shown in parentheses are standard

deviations.

% of Stones Mean % of Mean % of Mass
Do Mean Diameter Mean Growth  that Experience Time in Accumulated in
(mm)  Number (cm) Time (min) Wet Growth Wet Growth Wet Growth
114 1.3(0.45) 13.3(5.1) 60.5 17.7(13.0) 26.8(21.6)
o 189 1.3(0.56) 8.6(3.8) 76.2 35.5(18.9) 45.7(23.6)

10 134 1.9(0.59) 7.3(3.2) 84.3 41.5(23.7) 52.3(27.4)




diameters is much less than the spread of Do' In fact, the mean diameters
for Do's of 2 and 6 mm are both 1.3 cm. Expectedly, the mean growth times
(interval between the model's start time and the fall of the hailstone
below the melting level) show an inverse relationship with Do' Overall,
these times are fairly short which lends credence to the assumption of
stationarity of the Doppler derived wind field over the hail growth periods.
A key factor in hail production is the occurrence of wet growth due
to its significance to modification attempts. During wet growth, ice
crystals are collected as readily as liquid water. In mixed phase growth
zones, therefore, enough liquid water must be converted to ice to prevent
wet growth. If the wet growth cannot be prevented, then the total amount
of water mass available for hail growth remains constant. In addition,
since the cloud ice has already undergone a phase change, there is no
latent heat associated with its collection, and the growth may actually
proceed at an accelerated rate. This process will be elaborated on later.
Table 4 1ists the percentage of hailstones that experience "significant"”
wet growth. "Significant" is defined as wet growth of duration >30 sec
that occurs other than in the last 30 seconds just prior to the hailstone
falling through the 0° level (almost all hailstones undergo wet growth
during this time period). As can be seen, the percentage increases with
increasing Do’ but is high in all cases. The actual time spent in wet
growth regimes is relatively low (mean percentages of 17.7, 35.5, and
41.5), but the mean percentage of mass acquired by the hailstones during
these times is significant (26.8, 45.7, and 52.3%). Certainly,wet growth

plays a significant part in hail growth in this storm.
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Contours of final hailstone diameter as a function of initial
embryo diameter (Do) and location are given in Fig. 30. For example, the
1.5 cm contour on the middle panel of the 5 km section of Fig. 30 surrounds
the beginning locations of all hailstones that grow to a diameter >1.5 cm.
For orientation, radar reflectivity and updraft areas are also indicated.
The top, middle, and bottom panels are for Do's of 2, 6, and 10 mm,
respectively. Heights of each level and the environmental and adiabatic
core temperatures are shown at the top of each sequence. In addition,
Table 5 summarizes the number of grid locations (hence areas) that produce
hail of a given size as a function of initial height and Do'

For D0 = 6 mm the initial growth area that produces hail 1.0 cm
maximizes in the 6 to 7 km range (Table 5 and Fig. 30). This area ljes to
the southeast of the three major updraft cores in a corridor (hereafter
called embryo corridor) that is aligned from southwest to northeast. HNote
this is upwind of the updraft cores with respect to the prime growth

height around 6 to 7 km (Ta

-8 to -15°C). The embryo corridor's width
gradually grows and then narrows with height. Embryos that are too near
the updraft's center are usually carried aloft where growth is limited by
Tow liquid water content. Embryos too far to the southeast cannot be
supported by the weak updrafts. They, therefore, sink to lower levels
where the water content is too low, the temperatures too warm, and the
updrafts too weak to allow much growth.

This pattern also prevails for the other two Do's although, as a
general rule the smaller Do’ the further away its initial position must be
from the updraft core in order to produce large hail. It should be noted

that except for a few cases to be discussed later, the largest hail always
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4 km Tg=-0.2°C Tq=+2.9°C

Fig. 30. Contoured values of final
hailstone diameters (cm, dashed heavy
lines) as a function of initial embryo
size and location. That is, the con-
tours enclose regions from which
embryos emanate and eventually grow to
diameters indicated by the contour
magnitude. The thin lines are reflec-
tivity (dBz). Shaded areas denote
updrafts >20 m s-1 with interior
unshaded_areas representing updrafts
>40 m s-1. For the top, middle and
bottom panels Dy=2, 6, and 10 mm,
respectively. Cross-section heights,
environmental and adiabatic core
temperatures (Tg, Ty) are shown at
the top of each sequence.
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starts several kilometers from the major updraft cores. One interesting
point for Do = 2 mm is the lack of a preferred initial growth level above
5 km (see Table 5). This implies a very deep layer over which small
embryos can begin their growth to become large hail.

In general, for a given point the larger Do the larger the final
hailstone. There are, however, exceptions. For example, at 6 km the
largest hail produced by.core A (southwesternmost updraft) are from Do's
of 2 and 10 mm. This illustrates the complex feedback mechanisms in the
hail growth process.

There are interesting substructures imbedded in the embryo corridor.
In general, the largest hail at each level is produced in the dominant
updraft (core B), even though fairly large hail (~2.5 cm) also grows in
core A. (Note that almost all hailstones advect towards the northwest as
they grow). Core C does produce some hail >1.0 cm, but it is not a
prolific hail producer.

Anomalously large hail is formed in small areas close to the main
updraft as illustrated in Fig. 30 at 8 km where 4.8, 4.8, and 5.8 cm hail
are formed from Do's of 2, 6, and 10 mm. These localized maxima (hereafter
called the giant hail area, GHA) also occur at 9 and 10 km for Do's of 6
and 10 mm. These hailstones grow to extremely large sizes while their
immediate neighbors do not because of an ideal balance between several
factors. Details of the growth of these as well as other hailstones are

given in the next section.
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Table 5. Number of model grid positions that produce hail of a given

size as a function of initial height and diameter (DO).

D0 = 2 mm
Final Hailstone Diameter (cm)
Height (km) 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 Total %
4 2 2 1.8
5 9 3 12 10.5
6 13 3 2 18 15.8
7 12 6 1 1 20 17.5
8 8 9 2 1 20 17.5
9 13 8 21 18.4
10 13 6 2 21 18.4
Total 70 35 7 1 1 114
% 61.4 30.7 6.1 0.9 0.9
DO = 6 mm
4 1 1 0.5
5 23 2 25 13.2
6 24 17 1 42 22.2
7 24 10 6 1 11 21.7
8 15 8 5 1 1 1 31 16.4
9 12 7 4 1 1 25 13.2
10 10 11 2 1 24 12.7
Total 109 55 16 2 2 3 189
% 57.7 29.1 9.5 1.1 1.1 1.6



20l

Table 5 (Cont'd)

D0 = 10 mm
Height (km) 1. 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 Total %
4 - 0 0.0
5 - 6 6 4,5
6 - 19 9 28 20.9
7 - 11 14 5 30 22.4
8 - 9 5 8 1 1 24 17.9
9 - 10 9 6 1 26 19.4
10 - 10 7 2 1 20 14.9
Total - 65 44 21 2 2 134
% 48.5 32.8 15.7 1.5 1.5




V.D  Selected Growth Trajectories

The complexity of the interactions between the hailstones and the
storm's thermal, moisture, and wind fields make each hailstone's growth
trajectory unique. A few examples, however, demonstrate how the growth
patterns shown in Fig. 30 evolved.

Figure 31 gives a three-dimensional perspective view4 of three
hailstone trajectories that grow from initial embryo diameters of 6 mm.
The initial positions of these three stones, one at each side and one in
the center of the embryo corridor, areshown by the dots at 7 km in Fig. 30.
In Fig. 31, the initial position of the stone and its subsequent positions
at two minute intervals are circled. The circles are drawn in perspective
so that they become larger as the trajectory approaches the viewer and
smaller as it recedes. The position of a stone as it enters a reference
plane is indicated by a cross. Horizontal plan views of the same trajec-
tories are given in Fig. 32 along with the radar reflectivity and vertical
velocity fields at 7 km. Selected growth parameters are given in Fig. 33.

Trajectory 1 shows the path of the hailstone whose initial position
is closest to the center of the main updraft. After 2 min, the hailstone

1 with a diameter of 0.8 cm and at a

is just entering updraft >20 m s~
height of 6 km (Figs. 32 and 33). As shown in Fig. 33, the growth rate

increases steadily for the first 4 minutes as the hailstone encounters the
adiabatic water content and begins to decline thereafter. The decrease in.
the growth rate is explained by the corresponding decline in the amount of

Tiquid water available as the environmental temperature drops below -15°C.

4
A1l three-dimensional graphics in this dissertation were produced by
programs written by Vincent Wood of NSSL.
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Fig. 31. Three-dimensional perspective view of hailstone trajectories.
Initial locations are marked by ciosed circles in the 7 km level of
Fig. 30 (Dg=6 mm). Open circles show the hailstone positions at 2 min
intervals. Note these circies appear larger or smaller as the trajectory
moves towards or away from the observer. Crosses show where the trajec-
tories cross the indicated planes. The vertical scale has been expanded
by a factor of two. The observer is looking towards the NNW (343°).
Growth parameters of these hailstones are shown in Fig. 33.

A

20

Fig. 32. Plan view of three hail
trajectories shown in Fig. 31.

| Heights of the hailstones are
shown at two minute intervals
along the trajectories. For
reference the 7 km reflectivity
and vertical velocity fields are
superimposed (see Fig. 26). Tick
20| marks are at 10 km intervals.
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terminates when the hailstone falls below the 0°C levei.
(3) are for hailstone trajectories 1, 2, and 3 shown in
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Time history of hailstone height and growth_parameters.
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After 4 min of growth, the hailstone has reached the center of the updraft
and continues to rise rapidly in it even though the hailstone diameter is
now 1.3 cm. After 5 min the hailstone has risen to 8 km where the
environmental temperature is colder than -25°C and all growth has stopped
due to the lack of liquid water.

In contrast to the trajectory described above, the growth history
of hailstone 3 is Timited by opposite factors, as shown in Figs. 31, 32,
and 33. It encounters the 1iquid water rich updraft following about
4 minutes of growth, but at this time it has descended to 5 km where the
environmental temperature (~-2°C) is too warm to allow much of the accreted
water to freeze.

Several factors favorably affect the growth of hailstone 2
(Figs. 31, 32, 33). From 0 to 3 min it is carried aloft and experiences
some growth in core D. By the time it reaches the main updraft, it is
still above 6 km and is 1.8 cm in diameter. The residence time of this
hailstone in the main updraft (4-7 min) is at a fairly constant height and
in a temperature regime (-10 to -20°C) that favors growth. This results
because it is growing rapidly enough that its higher terminal velocity
somewhat counteracts the progressively stronger updrafts it experiences.
This balance is extremely important and without it the hailstone will not
grow to a large size. In addition, the liquid water it encounters is
sufficient to cause wet growth over a long time period and, thus, it is
able to growth by collecting ice as well.

Figures 34-37 give the trajectory, growth parameters, and model
output of a hailstone from the giant hail area (GHA) described in V.C.

The initial location of this stone is shown at 8 km of Fig. 30 (D0 = 6 mm).

107




LI e —

3.0~

;. =5 —
14 *f’

B /?fi i ‘ 4§;§>\

! 1 ) 3 [\ )\ (W 3. N N \
- Q =3 3 =) B8 A0 e hSY S S 2N
X DISTRNCE FROM NORMAN L YWY

Fig. 34. Three-dimensional trajectory of a hailstone in the giant hail
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Fig. 35. Plan view of hail trajectory shown in Fig. 34. See Fig. 32 for
further explanation.
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Fig. 36. Time history of height and growth parameters of hailstone shown
in Fig. 34 and 35. See Fig. 33 for further explanation.
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37. Hail growth model output for hailstone in Figs. 34 and 35.
See Fig. 22 for further explanation.

110




In this location, the horizontal flow is fairly weak and the hailstone
remains in a small region on the eastern edge of the updraft for 6 min
(Fig. 35). During this time it grows at a moderate rate to over 2 cm in
diameter. It then rises above 7.5 km and is caught in flow that carries
it across the updraft where its maximum growth occurs (6-10 min). Because
the hailstone is quite large it grows in the wet mode even though the
environmental temperature is less than -15°C (Fig. 37), and collects
almost as much ice as supercooled liquid water. In fact, because no
latent heat is associated with the collection of ice crystals, the hail-
stone grows larger than it would have had all the water mass been liquid.
That is, for a given set of environmental conditions there is a maximum
amount of liquid water that can be frozen due to the hailstone's heat
budget. "If all the cloud water per unit volume that cannot be frozen is
converted to ice, before collection then all water mass, whether liquid or
solid, will be collected. This is true as long as there is enough liquid
water to allow the hailstone to grow in a wet mode. A major role of ice
collection in hail production has not been established, but laboratory
experiments indicate that it can not be dismissed (Ashworth and Knight,
1978). An important part of the growth of the giant hailstone discussed
above and a few other hailstones from the model may be attributed to the
collection of ice crystals. For glaciation modification efforts, this
implies a possible hail growth enhancement if insufficient liquid water is
frozen to prevent wet growth. It should be noted this argument ignores
any dynamical effects on the storm when the latent heat is released as

this excess liquid water freezes.
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V.E Possible Embryo Sources

The model indicates two regions through which large hail embryos
could pass--the GHA and embryo corridor. The GHA does not produce a large
enough hail area at the surface to account for swath widths typically
observed in these storms. Consequently, it is logical to assume that the
embryos of some significant'hail (>1.0 cm) reaching the surface must at
some time pass through the embryo corridor.

Figures 38 and 39 are vertical sections of the wind and hail data
shown in Figs. 26 and 30, respectively. Both are constructed along the
line shown in the 8 km section of Fig. 30 (Do = 6 mm). This vertical
plane was chosen because it intersects the GHA, embryo corridor, and
updraft cores B and D. In addition, above 5 km the flow perpendicular to
this section is small; therefore, hydrometeors in this plane tend to
remain there. .

One mechanism by which embryos find their way into the embryo
corridor is by transport from above. Figure 38 indicates a flow structure
whereby small hydrometeors could grow as they are carried aloft and then
advected to the east or southeast in the outflow and into the critical
regions. Once the particles are carried to very cold temperatures and
away from the updraft, most growth would stop. Significant growth would
not begin again until the hydrometeors re-enter the updraft through
sedimentation and advection. This hypothesis provides the often observed
discontinuity in growth characteristics between embryos and hail (Knight
and Knight, 1970). 1In general, this injection mechanism agrees with those
proposed by several authors (e.g., Browning, 1963; Nelson and Braham,

1975; Browning and Foote, 1976; and Bensch, 1976). There is, however, a
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Fig. 38. Vertical section of reflectivity and vertical velocity (top,
ms~1) and reflectivity and wind vectors (bottom). This vertical section
is shown on the 8 km horizonta} plane in Fig. 30. For the wind vectors a
1 km length represents 10 m s=! in speed. The reflectivity field is
contoured at 5 dBz intervals and labeled in the top section only.
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Fig. 39. Vertical sections of data shown in Fig. 30. Dashed lines are
final hail sizes in cm; light lines are reflectivity contoured every

5 dBz. These sections are the same as in Fig. 38. The "E" marks the
embryo corridor,
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significant difference from the Browning and Foote model described in I.B.2.
They postulate that embryos form in a small region near the stagnation
point between environmental flow and storm updraft. This model suggests
the particles which become embryos could form over a much larger volume in
the upper Tlevel outflow/overhang because a wide range of hydrometeor

growth rates (hence Vt) and storm flow can produce correctly sized embryos
in locations critical to the production of large hail.

Another similar mechanism for embryo injection is the transfer of
hydrometeors from the flanking line cells to the dominant core.

Figures 40 and 41 show an example of this process. The particle (D0 = 2 )
begins at the 10 km Tevel in the outflow of updraft core A. From here it
falls and drifts to the northeast until it is caught in core D. By the
time it exits core D, it has grown to about 4-5 mm in diameter. Further
growth is similar to trajectory 1 of Fig. 31. This particular particle

has a long growth time (>30 min); therefore, its growth history may not be
valid since this violates the stationarity assumption of the wind field.

In a multicellular Colorado hailstorm, Heymsfield et al. (1980)
found embryo transfer between cells, rather than from the upper level
outflow, to be the more important embryo source. Their storm possessed a
much smaller outflow than the supercell storm presented here. The very large
outflow in this case appears to be as likely an embryo source as the feeder
clouds. The uppér level outflow is also more likely to provide a contin-
uous supply of embryos in agreement with the continuous hail production
characteristics of supercell storms.

Both the upper level outflow and cell transfer embryo injection

hypotheses imply the embryos are mainly graupel. This is at odds with the
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Fig. 40. Three dimensional trajectory of embryo that originates in
outflow of core A. Growth parameters are given in Fig. 41. The

observer is looking towards the north (6°). See Fig. 31 for further

explanation.
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findings of Knight and Knight (1978) that the majority of embryos in
Oklahoma are frozen drops. Their data is not stratified as to storm
structure, but the case for mostly frozen drop embryos in Qklahoma is
quite strong. Figure 38 suggests two ways that frozen drop embryos might
be formed. The first is that graupel embryos from the outflow might sink
below the melting level (4-5 km) before being carried aloft again.
Another possibility is that a few giant particles might be grown in the
relatively weak updrafts of core D and then carried aloft to freeze.
Indeed, it is possible that both graupel and frozen drop embryos are
produced and then carried to the common growth area. This scenario is in
agreement with the embryo studies of Rosinski et al. (1979).

The GHA is an interesting phenamenon. Its existence depends on an
ideal balance between the initial embryo size, hailstone growth rate, and
three-dimensional wind field. The key growth characteristic is the collec-
tion of substantial ice mass in a mixed phase growth region.v While it is
not unreasonable to believe such a region could exist, its lifetime and
Tocation would probably be transient. There is also the question of where
the proper sized embryos originate. It is difficult to demonstrate the
GHA's existence on indirect evidence and indéed it may be strictly an
artifact of this model. The point most in its favor is that it produces
hail fairly close to the maximum size observed at the surface. The GHA

and ice mass collection certainly warrant further study.
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CHAPTER VI
SUMMARY AND DISCUSSION

Hail production in a supercell-type storm is studied in depth using
a numerical hail growth model, environmental sounding data, and wind
fields from a triple Doppler synthesis. The study concentrates on iden-
tifying embryo source regions and analyzing the interaction between the

growing hailstone and the storm's thermal, moisture and wind fields.

VI.A Doppler Analysis Techniques

Triple Doppler data available for this storm are of rather poor
quality. The angle between the three radar beams is far from optimum and
data is missing from the Towest and highest storm Tevels. This is of
little consequence for obtaining the horizontal velocities, but is of
prime importance in deriving the vertical velocity (w). A detailed
analysis is made of the errors associated with solving the continuity
equation to obtain w. Possible errors due to numerical approximations
dictate filtering the data in three dimensions to remove scales less than
about four times the data spacing. Since the exact nature of the filtering
properties of interpolating schemes is usually unknown, a separate three-
dimensional filter should be applied. The filtering process, of course,
places a 1imit on the smallest velocity scales that can be resolved

successfully. For this particular case, this limit is about 4 km.
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Further investigation showed that the direction of integration is
important. The constraint of mass continuity causes small errors in
vertical velocity to grow to large errors as they are integrated upward.
When the direction of integration is downward, vertical velocity errors
become increasingly less important. Errors in vertical velocity can come
from several sources--noisy or incorrect radial velocities, incorrect
boundary conditions, numerical approximation errors. The important point
is that for like vertical velocity inaccuracies downward integration
suppresses the errors while upward integration amplifies them. In some
cases this amplification can completely mask the signal. Even though
integration downward suppresses errors, they can still accumulate to
unacceptable values. Following Q'Brien (1970), a formulation was derived
to correct the vertical velocities using the constraint that w goes to
zero at the earth's surface. A major advantage of this adjustment is that
it does not require continuous data through the entire storm depth, only
that data exist near the earth's surface. In the area of echo overhangs
no adjustment is possible. Integrating downward however, the number of
integration steps and, hence, the accumulation of errors, should be small.
Using upward integration, any solution at all would be most difficult.

The main problem with downward integration lies in establishing the
top boundary condition. Four techniques have been described in II.E.2 but
others are certainly possible. Although there are definite advantages to
using thése solution techniques an exception occurs when the researcher is
interested only in the Towest few kilometers. In such a case, integration
upward is preferred since the boundary condition would be good and any

accumulated errors would be minimal. If, however, w at middle and higher
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levels is desired, downward integration would provide more accurate

results especially if the data are of low quality or incomplete.

VI.B Storm Structure

The storm's reflectivity and horizontal wind fields are very
similar to other supercell storms reported previously in the literature.
The lower levels exhibit a circulation about a vertical axis with its
concomitant hook echo. In the midlevels, a weak echo region is present
and aloft an extensive overhang is associated with strong divergence. The
vertical draft structure, however, is fairly complex and differs in some
respects from previous conceptual models. The classical updraft/downdraft

Vat 7 kmand =25 m s~

couplet is present with maximum values of +51 m s~
at 5 km, respectively. There are, however, other major updrafts. To the
northeast of the dominant core is a relatively weak updraft with no well
defined maximum. The role of this draft is not known. One possibility is
that it is a remnant of a pulsation on the general updraft region. The
other two updrafts (cores A and D), while smaller than the main updraft,

are quite vigorous--+42 and +35 m s

, respectively. Both of these cells
formed on a gust front that initially extended eastward and then turned
southwestward from the primary circulation marked by the hook echo. It is
assumed that these are what have been termed “flanking line cells."

Figure 42 shows a revised conceptual supercell storm model based on

the results of this study. The reader may wish to contrast this with the

Browning-Foote model shown in Fig. 3c. In regards to storm structure, two

features are emphasized in the new model. First is the quite large extent

of the dominant updraft at midlevels. Note that it extends much beyond
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Fig. 42. Revised conceptual superceil hailstorm model. Light lines are
reflectivity (dBz), shaded areas updraft 220 m s™! with interior unshaded
240 m s~1. Heavy lines show embryo and hailstorm trajectories. Solid

line with barbs at the 1 km shows the gust front position. See text for
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the weak echo region. The second feature is the addition of a flanking
Tine cell that has formed on the low level gust front. The importance of

these features to hail growth is discussed below.

VI.C Hail Production

The question of how this storm produces large hail is addressed
using a continuous collection growth model. The hail model's wind field
is taken from the Doppler synthesis and is assumed to be stationary during
the growth process. For most hailstones, this is probably valid since
average growth times are typically less than 10 min. An attempt is made
to simulate the three-dimensional variations of the thermal and moisture
fields. This is accomplished based on an environmental sounding and the
few in situ observations on updraft characteristics reported in the
literature. Embryos of three different sizes (D0 =2, 6, and 10 mm) are
distributed at 2 km intervals over a 22x22 km grid centered on the storm
between 4 and 10 km. In actuality, embryos are probably not dfstributed
uniformly across the storm. This approach does identify the area through
which embryos must pass in order to produce large hail. This region,
termed the embryo corridor, should not be emphasized since it has no real
microphysical significance. That is, the embryo corridor denotes only one
point in a continuous growth process. Knowing this location, however,
allows speculation on embryo growth and sources. A likely mechanism is
simply by particles advecting from above. Figure 42 shows hypothetical
embryo and hail growth trajectories superimposed on the conceptual storm
model. The embryo shown by E;Ez'grows in the updraft until it reaches the

upper level outflow and is carried away from the updraft where most growth

123




stops. From here the particle may either descend directly into the embryo
corridor or perhaps fall below the freezing level, before being caught in
the updraft and rising again.

The flanking line cells may also provide a source of embryos. For
example, one model embryo in the upper level outflow of a flanking line
cell did find its way into the embryo corridor (position E, on Fig. 42).
Another particle (not previously shown) took a lower trajectory and grew

to 2.2 cm in diameter along a trajectory similar to 2H3 on Fig. 42. The
transfer of embryos between cells is supported by Heymsfield et al.
(1980) who found similar processes in a Colorado multicellular storm.

As described in Chapter I, Browning and Foote suggest embryos of
large hail begin their growth in a fairly small area near the stagnation
point between environmental flow and the storm. In the present model, it
is not possible to narrow the embryo source region to a particular area.
To begin with, the embryo corridor area is fairly large. Embryos of the
correct size can enter the corridor via an almost infinite number of
growth rates in combination with the storm's flow structure. Add to this
the possibility of embryos originating in flanking line cells, and the
sources of embryos and their growth histories are 1likely quite varied.
This view is supported by Rosinski et al. (1979) who reported that actual
embryos from a given storm appeared to originate in different locales.

The embfyos grow into hail by advecting into the main updraft.
Significant growth does not begin until they encounter the cloud water
rich updraft which may explain the observed growth discontinuity between

the embryo and hailstone. A hailstone grows to its maximum size if it

remains at a level where the temperatures are very cold, and there is a
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significant amount of Tiquid water. As the hailstone enters the updraft,
it experiences two conflicting factors. Its newly added mass causes the
particle to sink, while the increasingly stronger updraft has the opposite
effect. The greatest growth in the updraft occurs where the gradient of
increased terminal velocity (i.e., mass) is nearly balanced by the gradient
of stronger updraft. This region is shown in Fig. 42 by _;ﬁ;'and also
ﬁ;ﬁ;. Any stone in the very strongest updraft cannot increase its terminal
velocity quickly enough to avoid rising to regions with colder temperatures
and less 1iduid water. A hailstone in relatively weak updraft sinks to
warmer temperatures because of its increased terminal velocity. This
description agrees with the results of a one-dimensional detailed micro-
physical model by Danielsen et al. (1972). They found that the largest

hailstones grow in 15 to 30 m 57!

ubdrafts. Browning and Foote (1976)

also allude to this affect in their conceptual model. Their explanation
disagrees with this case in one important aspect. They hypothesize the
hailstones traverse the updraft by turning away from the "embryo curtain"
and advecting across the weak echo region (Fig. 3). In the storm reported
here, the Doppler wind and reflectivity fields show the embryo curtain is
aligned perpendicular to the updraft's major axis. The growth trajectories

also show that the largest hail grows in this region. It seems likely

that the embryo curtain actually demarcates the region of maximum hail

growth. It seems appropriate, therefore, to rename this area as the "hail
curtain." The hail curtain has important implications for modification
attempts that will be mentioned later. Because of the possibility of
large hail, this region should be penetrated with extreme caution by

in situ sensors such as the T-28 armored aircraft (Sand and Schleusener,

s

1974).
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The model also reveals one way in which a hailstone could grow very
rapidly at fairly cold temperatures (<-15°C). The critical factor is that
the hailstone must be large enough to grow in the wet mode in a mixed
phase region even with relatively little liquid cloud water. If this
occurs, the hailstone can actually grow at a faster rate than if the
environmental water were all liquid. This is because when the hailstone
surface is wet, any ice encountered will likely stick to the hailstone.
Since there is no latent heat of fusion to be dissipated, more mass can be
added than if the hailstone were collecting only supercooled liquid water.
This situation occurrs in this model with a few hailstones caught in 1light
horizontal flow on the southeastern updraft edge. The hailstones remain
there for about 6 min while they grow to about 2 cm in diameter. They
finally traverse across the updraft and grow in the wet mode despite the
decreasing liquid and increasing ice water contents. The growth rate
during the short traverse across the updraft is quite remarkable. The
critical balance necessary for this type of growth occurs only in very
restrictive model locations and may be an artifact. It is not unreasonable,
however, to believe such ice crystal collection could occur. The possible

enhanced growth potential makes this subject worthy of further study.

VI.D Implications for Modification

The model results provide insight into modification strategies for
this storm type. In the following discussions it is assumed the modifica-
tion goal will be to reduce the maximum hail size. Such side effects as
decreased precipitation, more and smaller hailstones, and increased latent

heat are not addressed.
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Three hail suppression methods are currently in the forefront of
modification techniques--glaciation, beneficial competition, and trajectory
lowering. Glaciation involves freezing the supercooled water so that
little is available for hail growth. The glaciation concept is generally
regarded as unfeasible in storms with strong updrafts because of the high
seeding rates required to freeze the liquid water. For example, Young
(1977) calculated that an Agl seeding rate of between 0.1 and 1.0 kg min']
km~2 would be required to glaciate 50% of cloud water between cloud base
and the -15°C level. If the prime growth area is defined by the width of
the hail curtain and the updraft, the horizontal area would be about
5x5 km, yielding a seeding rate of between 2.5 and 25 kg min']. Assuming
a 30 min lifetime this requires 75 to 750 kg of seeding material.

The basis of beneficial competition is the production of additional
embryos to compete with natural ones for the available 1iquid water.
Targeting the seeding material to produce the artifical embryos is critical.
This study shows that identifying these formation regions may prove to be
quite difficult. If there is one locale from which large hail embryos
emerge, it is not obvious from the presented data. Overall this approach
looks quite difficult.

Trajectory lowering is essentially a form of competition. It
differs in that the artifically induced and natural embryos are not
colocated. Rather, the artificial embryos are targeted to grow in a Tower
trajectory so they deplete the Tiquid water before it reaches the prime
growth region (Young, 1977). It is suggested that none of the artificial
embryos will grow into large hail since they spend little or no time in

the prime growth region. The critical problem is to find an area below
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the prime growth level where artificial embryos can grow to an optimally
moderate size. In addition, artificial embryo trajectories should not be
too far below the prime growth region. If they are, the greatest percentage
of 1iquid water in the prime growth zone could come from condensation

rather than advection from the lower levels. The 5 km level of Fig. 30
suggests a suitable area may exist in this supercell storm. If a sufficient
number of embryos 2 to 6 mm in diameter can be produced southeast of

core D, they could significantly decrease the liquid water available in

the 6 to 8 km range. Figures 43 and 44 demonstrate the basis for this
process. They show the growth history of two 6 mm embryos--one beginning

at 5 km and the other directly above it at 7 km. Note that the two tra-
jectories are basically péral]e], but the lower hai]stoné only grows to

1.6 cm while the higher one exceeds 3 cm. Can appropriately sized embryos
in sufficient quantity be created at the critical locations? Questions

such as this can only be answered by detailed microphysical models and
experimentation. This work shows, however, that the possibility does exist

for successful suppression through trajectory lowering.
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Fig. 43. Three-dimensional haiistone trajectories. Trajectory 2 begins its growth 2 km directly
above trajectory 1. Growth parameters are shown in Fig. 44. The observer is looking towards the
south-southwest (225°). See Fig. 31 for further details.
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explanation.

(1) Trajectory 1; (2) Trajectory 2. See Fig. 33 for further
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APPENDIX A
MULTIPLE DOPPLER PROGRAMMING SYSTEM

The triple Doppler synthesis techniques described in Chapter II
represent only one step in the complex process of multiple Doppler data
analysis. The following briefly describes procedures used in analysis of
data in this study. This discussion closely follows that of Brown et al.,
1980. The reader is referred to this reference for a more complete
treatment.

Figure A.1 (after Brown et al., 1980) shows the various steps

necessary to process multiple Doppler data. These are:

1. Consolidation

2. Editing

3. Interpolation to a Grid

4. Synthesis

5. Kinematic Analysis

6. Display
Programs to perform editing and triple Doppler synthesis were contributed

by this author.

A.1 Consolidation

The first step is to read the data from the input tapes. At this

stage all data formats are standardized. Spatial limits are set to
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retain only data necessary to perform the desired analyses. This procedure

saves time in the following processing steps.

A.2 Editing

This is one of the most critical steps in the synthesis procedure.
Data errors are most easily recognized at this stage. Editing is an all
encompassing procedure that involves checking and/or correcting various
aspects of the data. Most required modifications can be accomplished at
the same time. Specifically, the following are checked.

1. Equipment Problems - This includes dropped bits on the digital

recording, incorrect dates, times, elevations, azimuths, etc.
Under normal circumstances, the tapes should be free of such
problems before being released to the user. Problems do creep
through, however, and the user must check for them.

2. Noisy Data - Incorrect mean velocity estimates usually occur
because of low signals. The obvious solution is to allow only
data with high signal-to-noise (SNR) ratios into the analysis.
A high SNR cut eliminates most bad data but it also deletes many
good velocity estimates. A Tow cut retains most good estimates
but allows many bad points into the analysis. If the user is
not interested in portions of the storm with low signal, then
the SNR should be set quite high. If analysis in such areas as
weak echo regions is desired, then the cut should be low. In
the latter case, the user must inspect the data carefully and
eliminate points that appear to be in error. This requires a

great amount of time and subjectivity. In almost all cases some
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bad data will escape detection. This results in anomalous

velocities often on the echo's periphery.

3. Velocity Aliasing - Each radar is characterized by a maximum

unambiguous velocity (zva). If the measured velocity exceeds
£V, it will "fold" and appear as a velocity in error by 2va.
For example, v, for the Norman Doppler is +35 m 1A

#40m s velocity will appear as -30 m 57! (40 - 2 x 35 m s']).
Routines exist to automatically detect and unfold these aliased
velocities. The most commonly used method is a shear check
between radial data points. This is based on the assumption
that naturally occurring radial shears will always be less than
those causéd by velocity folding. This technique sometimes
fails because of noisy data or, more rarely, extremely large

natural shears. Because of these failures, however, the user

must inspect the entire Doppler velocity field.

A.3 Interpolation to a Grid

For this study the analysis domain is typically 60x60x20 km or
smaller. True north is aligned through the grid center. The "horizontal"
planes are actually curved concentric arcs at constant heights above the
ground. The three dimensional locations of each grid and data point are
known in relationship to a fixed origin (usually one of the radars). Data
are interpolated to the grid using a Cressman weighting function (Brown,
1976) with a variable radius of influence proportional to the data spacing.
Typically 10 to 20 data points are used in computing a grid point value.

Since a tilt sequence is completed over a finite time period (~5 min), the
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data are adjusted before interpolation to a common reference time by a
time-to-space correction using storm motion as the displacement vector.
These spatial corrections are typically less than 1 km. For further
analysis these quasi-horizontal planes are assumed to be flat, rectilinear
grids. This results in distortions of less than 10 m. Such distortions
are much smaller than uncertainties in data positioning due to finite beam

widths, antenna alignment, etc.

A.4 Synthesis
The synthesis techniques used are described in Chapter II.

A.5 Kinematic Analysis/Display

Using the computed u,v,w, and w fields, the kinematic and display
programs compute such quantities as divergence, vorticity, wind vectors,
etc., and display them on any horizontal or vertical section. Examples of

these can be seen in Chapter IV.
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APPENDIX B

THREE DIMENSIONAL SHUMAN FILTER

B.1 Introduction

It is beneficial to filter data not only to suppress numerical
problems due to noisy data (see Chapter II), but sometimes also for
aesthetic reasons. Because of its widespread use, the Shuman Filter
(Shuman, 1957) was chosen for extension to three dimensions. Even though
the filter is being developed for use on multi-Doppler data, it has general
applicability to any scalar quantity. The main caveat is that since so
much data is required to filter a point (27 points), missing data and

boundary problems can be acute.

B.2 Derivation of Three Dimensional Shuman Filter

This derivation follows that of Shuman (1957) and Shapiro (1970).
The "unit cell” necessary to filter the scalar “f" at point i,j,k is shown
in Fig. B1. The subscripts represent the three orthogonal directions as
indicated on the middlie plane of Fig. Bl.

"The two dimensional filter is given by (Shuman, Shapiro, op. cit.)
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Fig. B1. Unit cell needed to filter the scalar f located at point i, j, k.
The subscripts refer to the three orthogonal directions indicated on the
middle plane.
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where S is an arbitrary parameter that determines the response of the

filter (RZ) and

2

vef f f f 45

1,3,k = Tiengak Y Ficn,gae T Tiugene T Taank MLk Q)We

The three dimensional filter is derived by substituting f'k for f in

Eq. (1) where
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B.3 Response Function

The response function is the ratio of the amplitude of a filtered
to an unfiltered wave. Following the derivation of the above references,

the three dimensional response function (R3) can be shown to be

R3 = {l-S[l-cos(zXAx)]} {1-S[1-cos(2yAy)]} {]-S[l—cos(lez)]}

where Ly o L., %, are the i,j,k wave numbers (%E-where L is the wavelength);

AXs AYs AZ zre the grid spacing in the i,j,k directions. Table B1 shows
R3 as a function of L(L=Lx=Ly=Lz) for $=0.5, S=-0.5, and for the two used
in tandem (T). One pass with the tandem filter reduces 4Ax waves to 42%
of their original amplitude while maintaining 90% of the waves as small as
76x. The response for multiple passes with the tandem filter (Tn) are

also shown in Table B1. For most circumstances, only one tandem pass is

used for the Doppler analysis.

B.4 Boundary Problems

Since for the Doppler analysis the filter is applied at most just a
few times, the propagation of boundary effects as described by Shapiro
(1970) are not a problem. Due, however, to the great number of points
required in the unit cell, a point may often not be filtered because of
missing data. If the data is available, one could revert back to the nine
point two dimensional filter (Eq. (1)). For radar data this procedure
will work well on the bottom boundary. Due, however, to the uneveness of
the lateral and top boundaries, there will again be problems with missing
data. It was decijded that the easiest and most successful approach is to

revert back to three orthogonal one dimensional tandem filters (S=0.5,
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Table B1. Response function for 27 point three dimensional filter. For
S = 0.5, S =-0.5, for the two used in tandem (T), and for
multiple tandem passes (T, n=2,3,4). L - wavelength and L =
L,=L,=L_; x - grid spacing and Ax = Ay = Az.

L $=0.5  $=-0.5 T 12 = T
2ax 0.00 §.00 0.00 0.00 0.00  0.00
3x  0.02 5.36 0.08  0.01  0.00  0.00
4x  0.13 3.38 0.42 0.18  0.08  0.03
5Ax  0.28 2.44 0.68  0.47  0.32  0.22
60x  0.42 1.95 0.82  0.68  0.56  0.46
7Ax  0.53 1.68 0.0 0.8  0.72  0.65

10ax  0.74 1.3] 0.97  0.95  0.92  0.90
15ax 0.8 1.14 0.9  0.99  0.98  0.98
200x  0.93 - 1.08 .00 1.00 0.99  0.99
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$=-0.5; see Shuman, 1957), if the 27 point filter can not be used. Under
most circumstances this technique will allow filtering in at least two
directions around the periphery of the storm, and in some cases will allow
three dimensional filtering since only 7 points are needed. Overall care
must be used in interpreting filtered data around a storm's periphery.

For radar data, however, since the lateral boundaries often have low
signal-to-noise rating, these areas are often suspect whether they have

been filtered or not.
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