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Expert and novice subjects generated hypotheses in an automobile troubleshoot inference task. Data collected included subjects' verbal protocols during the inference tasks and subjects' estimates of the probabilities of their generated sets of hypotheses. Analyses indicated that both expert and novice subjects had difficulty generating complete sets of hypotheses and were overconfident in their subjective estimates of the probabilities of the generated hypotheses.
Hypothesis generation in an automobile malfunction inference task

Hypothesis generation can be a critical component of decision making in problems for which hypotheses concerning possible states of the world are not obvious. Such problems constitute an important class; they are common in the realms of scientific investigations, mechanical and electronic trouble-shooting, medicine and societal decision making. In these problems, poor hypothesis generation may lead to poor hypothesis evaluation and thus degrade the entire decision-making process. The purpose of the research described here was to examine specifically hypothesis generation and assessment in the context of automotive trouble-shooting.

Hypotheses may be thought of as generated via two distinct processes. They could be retrieved directly from memory or they could be constructed from retrieved information. However, retrieval from LTM has been shown to be "reconstructive" in a variety of situations (Crowder, 1976). Therefore, all hypothesis retrieval operations may be regarded as constructive to some extent, so that the "constructive/nonconstructive" distinction may be difficult to make in practice. The focus of this inquiry will be on the results of retrieval operations rather than any in-depth examination of the constructive/nonconstructive dichotomy.

Hypothesis generation and hypothesis assessment are not independent processes; they can interact throughout the problem-solving process. A retrieved hypothesis must be considered somewhat plausible initially if it is to be
entertained. If for some reason all hypotheses are rendered implausible, a decision maker is likely to resume retrieval activities.

Recent events in the nuclear power industry serve to act as an example of how hypothesis generation, hypothesis assessment and decision making can interact. In making decisions concerning the operation of nuclear power plants, it is important that decision makers generate all hypotheses concerning safety device failures; the alternative is an overestimate of the probability that the nuclear plant will operate safely. As an illustration, Slovic, Fischhoff and Lichtenstein (in press) stated that prior to the incident at the nuclear power plant on Three Mile Island, operators had closed all three auxiliary feedwater pumps in violation of Nuclear Regulatory Commission rules, thereby making the emergency cooling system inoperative. It is likely that the decision to permit the operation of the Three Mile Island power plant was based in part on an analysis that did not anticipate this incident.

Despite the crucial importance of hypothesis generation in many contexts, it has received little attention until recently. An early exception was Hanson (1961), who noted that the importance of the hypothesis generation process was alluded to by Aristotle (Prior Analytics II, 25.) Hanson approached hypothesis generation on philosophical grounds, arguing that the process by which a hypothesis is generated as a plausible alternative worth entertaining is logically distinct from the process by which hypotheses are evaluated. Thus, hypothesis generation was regarded as worthy of study in its own right. Hanson examined the process by investigating the historical accounts of hypothesis generation by exceptional scientists, notably Kepler. Hanson's description of hypothesis generation was as a three-step process. The first
step was the decision maker becoming aware of an anomaly in the data; the anomaly was the stimulus for hypothesis generation. Secondly, a hypothesis was generated and lastly, it was incorporated into an organized system of concepts. In terms of the previous discussion, it is detection of an anomaly in the data which renders implausible the hypotheses under consideration.

Churchman and Buchanan (1969) represented hypothesis generation, which they termed an "inductive process," as a two-component system. In their model, "H" is a hypothesis, "D" is the data to be explained and "E" is the problem context. The two components are: 1) Find an H which satisfies the schema: D because H and E. 2) Determine if H satisfies a specified sense of degree of satisfactoriness.

In investigating hypothesis generation in mass spectrometry problems, Churchman and Buchanan expanded these two into eight steps, which were incorporated in a computer program. Briefly, the steps were: 1) collecting the data, 2) interpreting the data, 3) selecting the general class of plausible hypotheses, 4) limiting the number of hypotheses through testing, 5) generating specific plausible hypotheses, 6) making predictions, 7) evaluating the satisfactoriness of the hypotheses that have been generated and 8) recycling if no satisfactory hypotheses were generated.

Churchman and Buchanan's term "satisfactoriness" can be identified with evaluation of hypothesis plausibility; their seventh step is analogous to Hanson's first step. Churchman and Buchanan's orientation in examining hypothesis generation was primarily philosophical; one of the major con-
clusions of their paper was that inductive systems (i.e. hypothesis generation processes) in the empirical sciences are not even approximately rational.

Although their primary concern was scientific inference, Gerwin's (1974) and Gerwin and Newsted's (1977) discussion of hypothesis generation is relevant in a broader context. Gerwin (1974) pointed out that Hanson's (1961) view of hypothesis generation is closely related to the views of Simon (see Simon's 1978 article for a review of his work.) One of Simon's interests has been to explain, model and predict the verbal behavior of subjects instructed to talk aloud while solving problems. Simon has been a proponent of the view that psychological research should examine the specific behavior of individuals rather than aggregates. In a 1975 article, Simon asserted that "diversity of behavior may be hidden under a blanket label...we must avoid blending together in a statistical stew quite diverse problem solving behaviors whose real significance is lost in the averaging process," (p. 288).

The emphasis of Simon and his associate's work has not been hypothesis generation per se, but this process has been touched on in their investigations of the global problem-solving process. Other researchers employing protocol analysis techniques in investigations of problem-solving behavior have frequently addressed hypothesis generation, at least tangentially. The technique of examining verbal protocols has been used to investigate a wide variety of problem-solving activities, for example: computer programming (Brooks, 1977), medical diagnosis (Wortman, 1966, 1970, 1971; Wortman and Kleinmutz, 1973), apartment renting (Payne, 1976; Payne,
Braunstein and Carrol, 1978) and chemical engineering thermodynamics (Bhaskar and Simon, 1977).

The use of verbal protocol data in psychological research has recently come under attack. Doubts of critics were summarized by Nisbett and Wilson (1977). Nisbett and Wilson pointed out that in many circumstances, subjects may be unaware of significant cognitive events and simultaneously very confident that their verbalizations are quite complete. Also, subjects may report what they conjecture has gone through their mind rather than actual mental events.

Ericsson and Simon (1978) presented an exhaustive rejoinder to the criticisms of Nisbett and Wilson, and others. They examined the specific conditions under which verbal protocols would and would not represent useful data. Their conclusion was that verbal protocol data are most reliable and interpretable when subjects are given generalized instructions to verbalize and when the experimenter's additional probing is minimal. Also, it is important that subjects verbalize while performing the task, rather than at some later time. Although this debate has probably not been resolved to everyone's satisfaction, the position adopted here is that verbal protocols do represent useful data when the conditions specified by Ericsson and Simon are satisfied. That is, protocol analysis methodology represents a potentially valuable approach to examining human behavior, but the time has not yet come to abandon more traditional methodology.

In his discussions of real-world problem-solving behaviors, Simon (1979) noted the importance of examining "semantically rich" domains; i.e., problem domains which require area-specific knowledge in addition to general problem-solving
skills. An example is trouble-shooting; see Rouse for a review (1978a) and a model (1978b) of the trouble-shooting task. Rouse's (1978b) model showed promise in predicting subjects' problem-solving behavior. The model was based on fuzzy set theory, a collection of concepts which may have further application in modeling the hypothesis-generation process (see Zadeh, 1965, for an introduction to fuzzy set theory.) Rouse also investigated the performance of subjects and the utility of a computer aid. Further discussion of computer aids in trouble-shooting tasks can be found in Sacerdoti (1975) and in Hart's (1975) description of a computerized consultant to aid mechanics.

Trouble-shooting tasks were examined in an insightful series of studies by Fischhoff, Slovic and Lichtenstein (1978). They reported that both expert and novice subjects in an automotive trouble-shooting task were quite insensitive to the removal of relevant pathways to possible causes of malfunctions and were overconfident in judging the exhaustiveness of "pruned branches" of fault trees. Their investigations supported an availability hypothesis (Tversky and Kahneman, 1973) as the significant contributor to this overconfidence bias. In a somewhat related context, overconfidence has been reviewed and studied by Slovic and Fischhoff (1977), Fischhoff, Slovic and Lichtenstein (1977) and Lichtenstein, Fischhoff and Phillips (1977).

Fischhoff et al. (1977) reported that the overconfidence bias was quite robust to changes in response mode and that subjects were very willing to back up their biased opinions with cash. They suggested two possible explanations for the observed overconfidence: 1) insufficient acknowledgment of uncertainty in
dependent measure of subjective probability estimates. Verbal protocols would be analyzed in an effort to identify the cognitive mechanisms responsible for behavior observed in previous studies of hypothesis generation behavior. Specifically, in tasks where subjects were asked to infer the major of an unknown undergraduate student from a sample of classes taken by the student, Gettys, Mehle, Baca, Fisher and Manning (1979) reported that subjects generated very impoverished sets of hypotheses.

The study also involved specific instructions for subjects to evaluate the plausibility of their sets of generated hypotheses. This instruction is tantamount to obtaining a subjective estimate of the exhaustiveness of the set of generated hypotheses. As previously noted, the typical result in such assessments is for a large and robust overconfidence bias. It was felt that verbal protocol data would be potentially very useful in identifying the mechanisms responsible for this bias and in determining whether there are differences in this bias between expert and novice subjects. Experts' greater store of semantic knowledge might lessen the bias. Alternately, novices might be aware of their lesser store of knowledge and be relatively less biased.

The present study differs from the Fishhoff et al. (1978) studies of automotive trouble-shooting on a significant dimension. In the Fishhoff et al. studies, subjects were provided with hypotheses; subjects in the current study generated their own hypotheses. One possible effect of having subjects generate their own hypotheses might be to increase the overconfidence bias, since subjects' hypothesis sets would be more likely to contain personal favorites.
the early stages of inference and 2) insufficient awareness of the re-
constructive nature of memory. A robust overconfidence bias was observed in a 
study of hypothesis-generation by Mehle, Gettys, Manning, Baca and Fisher
(1979), who also concluded that the bias may be due in part to the operation 
of an availability heuristic.

In the first of a series of studies investigating the psychological processes 
underlying hypothesis generation, Gettys and Fisher (1979) advanced a model of 
hypothesis generation, proposing that an executive process initiates, directs 
and terminates highly specific, recursive memory searches for possible 
hypotheses. They postulated that the stimulus for initiation of hypothesis 
generation would be low plausibility of the current hypothesis set. From the 
psychological viewpoint, it would seem that the processes most important to 
hypothesis generation as a distinct component of problem solving are: 1) 
retrieval of potential hypotheses from memory, 2) evaluation of candidate 
hypotheses to determine whether they should be entertained and 3) evaluation 
of the collection of hypotheses under consideration to determine if retrieval 
should be terminated or resumed. Of related interest was Fisher, Gettys, 
Manning, Mehle and Baca's (1979) discussion of memory retrieval involving more 
than a single datum. Memory retrieval employing multiple data has also been 
studied in a different setting by Shanteau and McClelland (1975).

A primary motivation for the current study was to investigate hypothesis 
generation in a semantically rich problem-solving domain. The task chosen was 
avtomotive trouble-shooting, motivated in part by a desire to examine the 
behavior of both novice and expert decision makers. The decision was also 
made to obtain verbal protocol data in addition to the more traditional.
Method

Subjects
Seven of the twelve subjects participating in this study were male introductory psychology students enrolled as undergraduates at the University of Oklahoma. One of these students had worked as a mechanic in a commercial garage and therefore was classified as an "expert". The remaining six students were classified as "novices". Another five expert subjects were employees of the University Motor Pool; these five subjects were paid a $10 honorarium for their participation in the study. Thus six subjects were classified as novices and six were experts.

Apparatus
Instructions and problems were presented to subjects on a Compucolor 8001, a microcomputer having color graphics capability, manufactured by the Intelligent Systems Corporation, Norcross, GA. Subjects' verbal protocols were recorded on a portable cassette tape recorder for later transcription. Subjects' probability estimates were made with a light-pen attachment on the computer's CRT.

Procedure
Subjects received an extensive introduction to the experimental session. Written instructions presented on the CRT were augmented by the experimenter, who was present during the entire session. The following instructions were among those presented on the CRT:

"In this study, you will be concerned with things you normally consider when you first approach a problem. The general situation is:
"Imagine that you receive a telephone call from your spouse when you are at work. The general scene is that your spouse mentions having some car trouble. The computer will elaborate the general scene with descriptions of several specific scenes. Please consider each specific scene to be a new and independent situation.

"Your job will be to describe a list of possible explanations of the car trouble which would explain the situation."

Subjects were instructed to "think aloud" during the experimental session. Verbal protocols were tape recorded with the subjects' knowledge. The descriptions of the five specific problems were inspired in part by reference to an automotive trouble-shooting guide in Milton (1971). The text of the specific stimuli presented to subjects on the five trials is contained in Table 1.

For each problem, subjects typed in possible hypotheses on the computer's keyboard while thinking out loud. Subjects were instructed to enter all plausible hypotheses that they would be likely to entertain. When subjects were done generating hypotheses for a problem, they estimated the probability that the true cause of the car's problem was among those they had generated. This estimate was obtained by having subjects use a light pen to adjust the colored portion of a line on the computer's CRT. The line had calibration
reference marks at 0, 25, 50, 75 and 100 percent of its length. Subjects were instructed to estimate the probability that the true or actual cause of the car's problem was included in their list of generated hypotheses.
Protocol Data

Subjects' vocalizations were transcribed verbatim from the tape recordings, broken out into thought units (protocols) and consecutively numbered for each subject, preceded by a subject letter code. Thus "A1" would be the reference code for the first protocol produced by the first subject and "B5" would be the code for the fifth protocol produced by the second subject. A protocol is operationally defined as a "meaningful thought unit," as judged by the experimenter (see Ericsson and Simon, 1978.)

On initial examination, the most striking feature of the protocol data was the sparseness of verbalizations by subjects, notably experts. Although verbalizations were broken down into protocols primarily to facilitate analyses, a count of the protocols does provide a rough measure of verbal fluency. For the entire set of five problems, the median number of protocols generated by expert subjects was only 54; the median for novices was 80.5. The mean number of protocols per problem was 33.4 for novice subjects (range: 7 to 194) and 15.6 for experts (range: 2 to 66.) Summary data for the number of protocols is listed in Table 2.

The sparseness of experts' verbalizations, in comparison to novices, was unexpected. Perhaps the reason the experts did not verbalize more is that
they did not understand the task. This possibility is unlikely in light of subjects' verbal reports during debriefing. Virtually all experts apologized for not saying more, stating that they just could not think of anything more to say.

If subjects understood the task requirements, then two conclusions are possible. Either the verbal protocols failed to track subjects' cognitive processes or the protocols accurately reflect the sparseness of the underlying processes in this task. One factor that might contribute to difficulty in verbalizing is expertise. Simon (1978) reported that vocalizations tend to decrease as subjects become more proficient and responses more automatic.

Another possible factor is career-related skills. Protocol studies in the past have tended to employ verbally fluent subjects, such as physicians (Wortman, 1972) or students enrolled in a chemical engineering course (Bhaskar and Simon, 1977). Such subjects' professional success would be partially a function of verbal fluency; success in auto mechanics is less dependent on verbal skills. This possibility is supported by the observation that Subject F generated 244 protocols, more than five times the average of 45 generated by the other five experts. Subject F was the only expert subject that was also a college student. Similarly, but without any apparent reason, one subject stood out from the novice group. Subject D generated 539 protocols versus an average of 92.6 for the other five novices.

Perhaps the most potent contributor to subjects' vocalization difficulties during hypothesis generation was the intrinsic nature of the task. Hypothesis generation is basically a one-step task. Other investigators have generally
studied multi-step tasks, such as the Tower of Hanoi problem, the missionaries and cannibals problem and their isomorphs (Simon, 1975; 1979). In such explicitly multi-step tasks, subjects have numerous opportunities to verbalize as they work through all of the component actions. Perhaps the protocols accurately reflect a relatively simple and unelaborated hypothesis generation process for the typical subject. On the other hand, there may be complex mental events associated with hypothesis generation which simply cannot be "tracked" by verbal protocols.

An examination of the verbal protocols did not reveal any major differences in content among the subjects. Therefore, it was decided to concentrate on the protocol data for subjects D and F. Since these two subjects were the most verbal members of their respective groups, their protocol data should be the most interesting. This approach should not seriously compromise the analysis, since the general motivation is to identify strategies and processes, rather than to establish any as frequent or universal.

Novice subject D characteristically generated hypotheses that were subsequently ruled out as inconsistent with the data. For example, for Problem 4 (see Table 1):

D4: Had a recent tune up,
D5: So there's no problem with the points.
D6: Two years old,
D7: So, there can't be a lot of problem with all the gears.
D14: New car,
D15: So, that leaves out the mechanical.

D34: Starts fine,

D35: So, there's no problem with the electrical works at all.

Also, for Problem 1:

D75: Wheel balance?

D76: No, that's nothing to do with car starting.

The preceding protocols provide direct evidence for the existence of a "consistency checking" process during hypothesis generation, also investigated by Fisher, Gettys, Manning, Mehle and Baca (1979). A process related to consistency checking is evaluating the reliability of the data. Logically, a hypothesis that is inconsistent with an unreliable datum might be worthy of further consideration. This subject specifically recognized that the data might be unreliable. In the following excerpts, Subject D considered the possibility that the battery was the cause of the car not starting, although the car had a recent tune up (Problem 5):

D370: Well, if the battery's dead,

D371: It's an inefficient type guy

D372: Who does it at the station.

D385: This is of course assuming

D386: The mechanic did a fairly decent job.

Ultimately, the subject rejected the battery hypothesis, but reasoned that the generator might be defective.
Subjects' probabilistic responses will be discussed in a following section. However, Subject D's responses revealed that there was some acknowledgement of lack of expertise:

D482: I'm not a mechanical wizard.
D484: Do I look like the Shell Answer Man?

Before making a probability estimate, this subject generally ran over the list of hypotheses and considered their plausibilities one-by-one. Subject D's statements indicated that the hypothesis sets generated were regarded as fairly complete:

D341: I think that is a pretty good possibility.
D342: Those are about them,
D343: I'd say
D344: A pretty high probability.

An apparent pattern in Subject D's protocols was a cycling between reiteration of the data and generation of hypotheses. The hypothesis-generation segments sometimes included a consideration of scenarios and justification of generated hypotheses. The data refreshment phases seemed to serve as intermezzi between bursts of hypothesis-generation activities. The process of considering a scenario, generating a hypothesis and justifying the hypothesis is illustrated in the following excerpts (Problem 4):

D1: It could be that the dumb wife does not know how to work the clutch.
D2: So, I think the clutch is a problem.
D42: I feel fairly confident about the clutch.
D43: I've destroyed it myself several times.

The expert subject also appeared to cycle between data rehearsals and generation bursts which were sometimes accompanied by brief scenarios. For example, on Problem 3 where the complaint was that the car was hard to start (see Table 1):

F48: Let me see.
F49: Flooded,
F50: All the time;
F51: Like most of the girls do.

Also, for this subject, deciding how many hypotheses should be generated posed a real problem:

F87: Gonna fill this thing up
F88: With reasons.
F142: Wonder if that's enough.
F143: I don't want him to get upset.
F144: That ought to be enough.

Although subject F could have been estimating probabilities by attending to the substance of the hypotheses generated, the following protocols suggest that a "counting heuristic" may have been employed instead. That is, "a lot" appeared to be functionally related to "very probable":

F100: That'd have to be.
F101: At least fifty percent,
F102: If anything.
F103: That's a lotta stuff.
F240: That's a lot of stuff.
F242: I'd say that had to be
F243: At least seventy-five percent
F244: With all that stuff there.
Generated Hypotheses

A speculation having some intuitive appeal is that experts should generate more hypotheses than novices. However, an examination of the frequency with which hypotheses were generated revealed that there is little to distinguish the novice from the expert group on this dependent measure, as illustrated in Table 3.

-----------------------------

Insert Table 3 about here

-----------------------------

It should be noted that the "frequency" dependent variable is a measure of quantity rather than quality of hypotheses.

The mean number of hypotheses generated per problem by novice subjects was 3.43 and by expert subjects, 3.36, suggesting that, in lieu of the explicit criteria provided by the experimenter (which was to generate all plausible hypotheses which could be recalled), subjects appeared to adopt the strategy of generating enough hypotheses to fill a "memory span". Although memory span limitations should not have been a factor in the experimental setting, perhaps generating a memory span of hypotheses is the customary strategy of subjects, due to a lifetime of practice.

Deleted from these analyses were responses thought to be inappropriate. For example, one subject suggested that a reason the car refused to start was that it was out of transmission fluid. A hypothesis was judged unacceptable if, in the experimenter's view, it could not have caused the data. By this
criterion, seven hypotheses were judged to be unacceptable, which is an average of .1 unacceptable hypotheses per subject per problem.

Table 3 also contains the results of analyzing hypotheses by pooling responses for each problem, accomplished by examining the union of individual subjects' hypothesis sets; that is, examining the set of distinct hypotheses generated by subjects within a group. The mean number of hypotheses in the pooled set, per problem, was 12.6 for novices, 11.2 for experts and 17.8 combined. Thus, on the average, a hypothesis set for one subject on a problem contained 19.2 percent of the distinct hypotheses generated by all subjects on that problem. That is, if the pooled sets of hypotheses for all subjects represent all possible hypotheses, then a typical subject generated less than one-fifth of the possible hypotheses.

An important consideration in comparing the average individual to the pooled group average to obtain the 19.2 percent statistic is the exhaustiveness of the pooled group hypothesis sets. If the pooled hypothesis sets can be shown to be impoverished, then the 19.2 percent statistic would be an underestimate of the proportion of all acceptable hypotheses generated by the average subject.

In the absence of an omniscient automobile mechanic consultant, a permutation analysis was conducted to evaluate the exhaustiveness of the pooled sets. Pooled hypothesis sets were examined for every possible group composed of two subjects to calculate the mean (expected) number of distinct hypotheses in the pooled set. Similarly, all possible pooled sets were examined for groups of each possible size, up to the limit of the total number of subjects. Separate
analyses were conducted for the novice group, the expert group and for all subjects combined. Results for the novice and expert groups are listed in Table 4. Figure 1 is a plot of summary results, averaged across problems.

The plots of Figure 1 suggest that adding one more hypothesis generator to a group produces roughly the same enrichment of the pooled set of hypotheses whether the additional subject is an expert or a novice. Also plotted in Figure 1 is a curve representing the slope of the "combined" permutation curve, calculated for a group of size \( i \) as the number of hypotheses in the mean pooled set of the group of size \( i \) minus the number of hypotheses in the mean pooled set of the group of size \( i - 1 \). (The number of hypotheses generated by zero individuals was set at zero.) The point of interest of the "slope" curve is the functional value at the abscissa value of 12, the total number of subjects in the study. This value is related to the exhaustiveness of the pooled set of hypotheses. A slope approaching zero at 12 would indicate that incorporating a 13th subject would not enrich the pooled set. However, as the number of subjects approaches 12, the slope appears to level off at about 1, indicating that an additional subject would be expected to enrich the pool by one hypothesis that was not generated by any of the other subjects.

The number of hypotheses data was also analyzed by employing a simple model of hypothesis generation. To simulate the data plotted in Figure 1, it was
supposed that there is a fixed number of hypotheses, \( N \), available to a
group of subjects. Each subject generates a fixed proportion, \( S \), of those
not generated previously (sampling without replacement.) Thus, the average
subject working individually would generate \( SN \) hypotheses. A typical
group of two subjects would generate \( SN + S (N - SN) \)
hypotheses, and so on. This recursive description of the model can be
represented as a linear differential equation. Letting \( X \) symbolize the
number of distinct hypotheses generated by a group, \( Y \) can be defined as
the first derivative of the function relating number of subjects in a group to
the corresponding \( X \) value. Specifically, \( Y \) can be defined for a group
of size \( i \) as the \( X \) value at \( i \) minus the \( X \) value at \( i - 1 \).
Now, \( S \) can be expressed as a function of \( X \), \( Y \) and \( N \):

\[
S = \frac{Y}{N - (X - Y)} \tag{1}
\]

A couple of elementary algebraic operations are needed to transform Eq. 1 into
the following equation:

\[
Y = -\left(\frac{S}{1 - S}\right)X + \left(\frac{S}{1 - S}\right)N \tag{2}
\]

In terms of the parameters of the standard regression equation \( Y = aX + b \),
the parameters of the model are:
This model was fitted to the mean data (averaged across problems and across subjects) for the expert, novice and combined groups. Results are listed in Table 5.

Also listed in Table 5 are the correlations between the actual values of $X$ and the values predicted by applying the definitional recursive representation of the model. That is, for the first $X$ value for the novice group, 3.43, the predicted value would be $S \times N = (0.179)(18.1) = 3.24$. Apart from the rather large magnitudes of the correlations, the significant entry in Table 5 is the $N$ parameter for the combined group, 21.5. By the yardstick of this model, the combined group of 12 subjects failed to generate $(21.5 - 17.8) = 3.7$ hypotheses per problem, on the average.

Another indication of the exhaustiveness of the hypothesis sets can be obtained by direct examination of the hypotheses themselves. Table 6 contains
all hypotheses generated by subjects for Problem 5.

The hypotheses are listed in three categories: those generated by at least one of the novice subjects but by none of the experts, those generated by at least one of the experts but by none of the novices and those generated by at least one novice and one expert subject.

It is difficult but not impossible to generate additional hypotheses for any of the problems. For example, in Problem 5, no subject suggested that the problem could be due to a defective or overlooked after-market anti-theft device in the vehicle. Another possibility is that the starter relay could be defective or the wiring could have been tampered with by a thief in a futile attempt to "hot wire" the car. This consideration and the permutation analysis provide converging evidence in support of the conjecture that pooled hypothesis sets across all 12 subjects are not exhaustive and thus the average subject generated significantly less than one-fifth of all possible hypotheses.

An examination of Table 5 reveals another aspect of the generated hypotheses that was apparent in all problems: the hypotheses generated by the expert subjects seemed to be much more specific than those generated by novices. For example, two experts generated the hypothesis "neutral safety switch" (defective), which is highly specific. This hypothesis was not generated by any of the novices. Hypotheses representative of those generated by novices
but not by experts include "alternator broken" and "voltage regulator" (defective). Both of these hypotheses are non-specific; a car will start readily with either a broken alternator or a defective voltage regulator; either difficulty would lead to a starting problem only indirectly.

One possible explanation for this pattern is that the experts were able to recall a greater number of possibilities and applied an "it must be specific" criterion to reduce the number of hypotheses to a reasonable number, such as a memory span. Conversely, novice subjects, having less knowledge in their semantic long term stores, would sometimes consider hypotheses only indirectly related to the data in order to generate a comparable number of hypotheses.

Another avenue to account for this pattern of results is to consider each group in terms of the two strategies identified by Hart (1975). Hart termed the strategy of tracing cause and effect patterns in detail to generate hypotheses the "engineering approach." In contrast, the technician relies on experience to suggest likely hypotheses, which are then directly analyzed. Hart commented that when all else fails, the technician is likely to also employ the engineer approach, but only as a last resort. Logical considerations suggest that expert subjects would be inclined to employ a technician approach, while novices would be more likely to employ the engineer approach. An examination of the hypotheses generated by subjects suggested that this was the case; hypotheses generated by experts seemed to be directly linked to the described malfunctions, while novices' responses often could be linked only indirectly to the data, via a causal chain. Presumably, the reason that novices would be more inclined to adopt the "engineer" strategy,
tracing out causal links during hypothesis generation, was that their semantic store was not as rich as the typical expert's store. These differing strategies may also help account for the paucity of verbalizations by expert subjects.
Hypothesis Estimates

The mean probability estimate was 69.2 percent for novices (range: 17 to 98) and 67.5 for experts (range: 27 to 100.) A significant problem in evaluating subjects' probabilistic estimates is the unavailability of veridical values, which have proven useful in demonstrating that subjective estimates were typically excessive in similar contexts (e.g. see Kehle, Gettys, Manning, Baca and Fisher, 1979). In an attempt to establish that estimates obtained in this study were excessive, an analysis technique dubbed the "they can't all be right" procedure was devised. This procedure consists of examining the hypotheses generated by subjects and performing permissible operations under the (temporary) assumption that subjects estimates are consistent with the axioms of probability theory.

To illustrate, suppose that one subject generates only two hypotheses (battery, regulator) and estimates the probability of this set as 80 percent. Suppose a second subject generates only one hypothesis (battery) and estimates its probability as 50 percent. Assuming that the hypotheses are mutually exclusive, (a reasonable assumption in this context), a permissible inference is that the probability of the hypothesis "regulator" is 80 - 50, or 30 percent. Working in this manner, it is possible to obtain a collective estimate for the probability of the pooled (over all 12 subjects) set of hypotheses for a problem. These estimates are listed in Table 7 as the "unadjusted estimates".

-------------------
Insert Table 7 about here
-------------------
If this collective estimate is in excess of 100 percent, the conclusion would be that the collection of subjects' estimates are not in agreement with the probability theory axioms. In particular, collective estimates well in excess of 100 percent suggest strongly that a typical subject would be excessive. Such a result would not permit an identification of any particular subject as extreme; rather, it would lead to a characterization of the typical subject as extreme.

One problem with this approach is that, due to the pattern of subjects' responses, the collective estimates are for proper subsets of the pooled sets, that is, no estimates can be made for some elements of the pooled sets. It seems reasonable to assume that there are no intrinsic differences between hypotheses included in the collective estimate and those excluded. (This assumption may be suspect, but it is not really crucial to the conclusion.) To compensate for this difficulty, estimates were adjusted by simply multiplying by the number of hypotheses in the pooled set and dividing by the number of hypotheses used to compute the unadjusted estimate. This adjustment is equivalent to estimating the probability of hypotheses excluded from the collective estimate as the mean of those included in the collective estimate.

These "adjusted" estimates are also listed in Table 7. Both the adjusted and the unadjusted estimates support the conclusion that subjects "could not all have been right". The typical subject was excessive in assessing the probability of generated hypotheses. For example, the mean adjusted estimate of the collective set is 504 percent, which is clearly in excess of 100
percent. It should be noted that this adjusted estimate is also somewhat of an underestimate. The pooled set of all hypotheses generated by subjects is a proper subset of the set of all acceptable hypotheses, for reasons discussed in the previous "Generated Hypotheses" section.
Summary

The main results of the protocol analyses included the findings that subjects explicitly considered hypothesis consistency and data reliability during hypothesis generation. While occasionally acknowledging lack of expertise, subjects generally regarded their hypothesis sets as fairly exhaustive. The patterns of the protocols suggested that hypotheses were generated in bursts, sometimes accompanied by the construction of plausible scenarios.

An analysis of the generated hypotheses demonstrated that subjects generated about 3.4 hypotheses per problem, regardless of whether they were experts or novices. A permutation analysis and content considerations led to the conclusion that hypothesis sets obtained by pooling the responses of all subjects were incomplete. Typical subjects generated less than one-fifth of the acceptable hypotheses for a problem, while regarding their generated sets as fairly exhaustive. Analyses of the probabilistic responses yielded a conclusion that subjects were typically quite excessive in their estimates.

Taken together, the results of these analyses lead to a rather discouraging characterization of the typical hypothesis generator in this study. The typical subject generated quite impoverished sets of hypotheses, yet assessed their hypothesis sets as nearly exhaustive. If low perceived plausibility of the hypothesis set does serve as the stimulus for resumption of hypothesis generation activities (Gettys and Fisher, 1979), then subjects do not generate hypotheses when they should in real-world problem-solving situations. It is clearly not optimal, working with a limited information-processing system, for
subjects to always carry an exhaustive set of hypotheses through the decision-making process, particularly when the number of hypotheses in an exhaustive set is extremely large. However, in applied settings, there exists a large class of decision problems which require the decision maker to generate exhaustive, or nearly exhaustive, hypothesis sets -- for example, in nuclear power and medical decision making. In such problems, generating less than one fifth of the possible hypotheses may be very costly. Encouraging decision makers to, for example, make use of an artificial memory aid to enrich the set of hypotheses considered, holds promise for significantly improving the entire decision process.
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Table 1
Problem Stimuli

<table>
<thead>
<tr>
<th>Number</th>
<th>Problem Stimuli</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>THE CAR IS AMERICAN WITH AN EIGHT CYLINDER ENGINE AND AN AUTOMATIC TRANSMISSION; IT IS TWO YEARS OLD AND IS DUE FOR A TUNE UP. THE PROBLEM IS THAT THE CAR REFUSES TO START. THE ENGINE TURNS OVER AND THERE IS A GAS SMELL.</td>
</tr>
<tr>
<td>2</td>
<td>THE CAR HAS A MANUAL TRANSMISSION AND A SIX CYLINDER ENGINE. IT IS AN IMPORTED MODEL AND IS LESS THAN A YEAR OLD; IT HAS HAD A RECENT TUNE UP. YOUR SPOUSE COMPLAINED THAT ALTHOUGH THE CAR STARTS FINE, IT IS MAKING STRANGE NOISES. ALSO, BOTH THE 'OIL' AND THE 'HOT' WARNING LIGHTS CAME ON WHILE DRIVING BACK FROM A SHOPPING TRIP.</td>
</tr>
<tr>
<td>3</td>
<td>THE CAR IS AMERICAN WITH A FOUR CYLINDER ENGINE AND AN AUTOMATIC TRANSMISSION. THE CAR IS FIVE YEARS OLD AND IS IN NEED OF A TUNE UP. THE CAR TROUBLE MENTIONED BY YOUR SPOUSE WAS THAT THE CAR IS HARD TO START AND THE 'HOT' WARNING LIGHT COMES ON WHEN THE CAR IS DRIVEN FOR ANY LENGTH OF TIME.</td>
</tr>
<tr>
<td>4</td>
<td>THE CAR IS A FOREIGN FOUR-CYLINDER MODEL WITH A MANUAL TRANSMISSION. IT HAS HAD A TUNE-UP RECENTLY AND IS LESS THAN TWO YEARS OLD. THE PROBLEM WITH THIS CAR IS THAT THE ENGINE HAS A TENDENCY TO DIE AT EVERY STOP SIGN AND STOP LIGHT. THE CAR STARTS FINE AND NO WARNING LIGHTS ARE COMING ON.</td>
</tr>
<tr>
<td>5</td>
<td>YOUR CAR IS SEVEN YEARS OLD AND IS AN AMERICAN SIX-CYLINDER MODEL. IT HAS AN AUTOMATIC TRANSMISSION AND HAS HAD A TUNE-UP RECENTLY. YOUR SPOUSE COMPLAINED THAT THE CAR WOULD NOT START -- IT WAS TOTALLY DEAD. THERE WAS NOT EVEN A CLICK WHEN THE KEY WAS TURNED.</td>
</tr>
</tbody>
</table>
Table 2
Protocol Frequencies

| Subject Letter | Total Number of Protocols | Novices | | Experts |
|----------------|---------------------------|---------| |---------|
| A              | 74                        | 4       | | 6       |
| B              | 70                        |         | | H       |
| C              | 87                        |         | | I       |
| D              | 539                       |         | | J       |
| E              | 177                       |         | | K       |
| F              | 55                        |         | | L       |

Mean per Problem: 33.4 15.6

Mean per Subject: 167 78.2

Median per Subject: 80.5 54
### Table 3
Hypothesis Frequencies

<table>
<thead>
<tr>
<th>Problem Number</th>
<th>Novice Subjects</th>
<th>Expert Subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean Number of Hypotheses per Subject</td>
<td>Number in Pooled Set</td>
</tr>
<tr>
<td>1</td>
<td>3.17</td>
<td>14</td>
</tr>
<tr>
<td>2</td>
<td>2.83</td>
<td>11</td>
</tr>
<tr>
<td>3</td>
<td>4.67</td>
<td>19</td>
</tr>
<tr>
<td>4</td>
<td>3.17</td>
<td>9</td>
</tr>
<tr>
<td>5</td>
<td>3.33</td>
<td>10</td>
</tr>
<tr>
<td>Mean</td>
<td>3.43</td>
<td>12.6</td>
</tr>
</tbody>
</table>

### Novice and Expert Subjects (Pooled)

<table>
<thead>
<tr>
<th>Problem Number</th>
<th>Number of Unacceptable Hypotheses</th>
<th>Mean Number of Hypotheses per Subject</th>
<th>Number in Pooled Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3.17</td>
<td>18</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2.83</td>
<td>14</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>4.33</td>
<td>28</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>2.92</td>
<td>15</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>3.75</td>
<td>14</td>
</tr>
<tr>
<td>Mean</td>
<td>1.4</td>
<td>3.40</td>
<td>17.8</td>
</tr>
</tbody>
</table>
Table 4

Permutation Analysis

Mean Number of Hypotheses in Pooled Groups

<table>
<thead>
<tr>
<th>Problem Number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Novices</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number in Pooled Group</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3.2</td>
<td>6.0</td>
<td>8.5</td>
<td>10.7</td>
<td>12.5</td>
<td>14.0</td>
</tr>
<tr>
<td>2</td>
<td>2.8</td>
<td>5.1</td>
<td>6.9</td>
<td>8.5</td>
<td>9.8</td>
<td>11.0</td>
</tr>
<tr>
<td>3</td>
<td>4.7</td>
<td>8.0</td>
<td>11.1</td>
<td>13.9</td>
<td>16.5</td>
<td>19.0</td>
</tr>
<tr>
<td>4</td>
<td>3.2</td>
<td>5.0</td>
<td>6.3</td>
<td>7.3</td>
<td>8.2</td>
<td>9.0</td>
</tr>
<tr>
<td>5</td>
<td>3.3</td>
<td>5.5</td>
<td>7.1</td>
<td>8.2</td>
<td>9.2</td>
<td>10.0</td>
</tr>
<tr>
<td>Experts</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number in Pooled Group</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3.2</td>
<td>5.4</td>
<td>7.0</td>
<td>8.2</td>
<td>9.2</td>
<td>10.0</td>
</tr>
<tr>
<td>2</td>
<td>2.8</td>
<td>4.6</td>
<td>5.8</td>
<td>6.6</td>
<td>7.3</td>
<td>8.0</td>
</tr>
<tr>
<td>3</td>
<td>4.0</td>
<td>7.2</td>
<td>10.1</td>
<td>12.9</td>
<td>15.5</td>
<td>18.0</td>
</tr>
<tr>
<td>4</td>
<td>2.7</td>
<td>4.3</td>
<td>5.8</td>
<td>7.3</td>
<td>8.7</td>
<td>10.0</td>
</tr>
<tr>
<td>5</td>
<td>4.2</td>
<td>6.1</td>
<td>7.6</td>
<td>8.9</td>
<td>10.0</td>
<td>11.0</td>
</tr>
</tbody>
</table>
Table 5

Model Fitting Results

<table>
<thead>
<tr>
<th>Group</th>
<th>Sampling Rate (S)</th>
<th>Number of Hypotheses (N)</th>
<th>Correlation of $X$ to $X$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Novice</td>
<td>.179</td>
<td>18.1</td>
<td>.999</td>
</tr>
<tr>
<td>Expert</td>
<td>.196</td>
<td>15.5</td>
<td>.998</td>
</tr>
<tr>
<td>Combined</td>
<td>.134</td>
<td>21.5</td>
<td>.998</td>
</tr>
</tbody>
</table>
Table 6

Hypotheses Generated on Problem 5

<table>
<thead>
<tr>
<th>Hypotheses Generated By At Least One:</th>
<th>Novice but no Experts</th>
<th>Expert but no Novices</th>
<th>Novice and One Expert</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alternator broken</td>
<td>Neutral safety switch</td>
<td>Battery cables broken</td>
<td></td>
</tr>
<tr>
<td>Mechanical breakage</td>
<td>Ignition switch</td>
<td>Battery terminals</td>
<td></td>
</tr>
<tr>
<td>Voltage regulator</td>
<td>Stolen motor</td>
<td>Starter</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Not in 'P' or 'N'</td>
<td>Ignition</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Slipping belt</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Solenoid</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Battery</td>
<td></td>
</tr>
</tbody>
</table>
Table 7

Collective Estimates of Hypothesis Set Probabilities (Percent)

<table>
<thead>
<tr>
<th>Type of Estimate</th>
<th>Problem Number</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1  2  3  4  5</td>
<td></td>
</tr>
<tr>
<td>Unadjusted</td>
<td>301 250 269 263 199</td>
<td>256</td>
</tr>
<tr>
<td>Adjusted</td>
<td>542 389 628 564 398</td>
<td>504</td>
</tr>
</tbody>
</table>
Figure Caption

Plotted are the results of a permutation analysis, averaged across five problems. The "combined" curve was obtained by pooling all 12 subjects in the study. The "slope" curve is the rate of change of the "combined" curve. If the slope is not effectively zero at 12 subjects, then the pooled set of hypotheses over 12 subjects could be regarded as incomplete.