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#### Abstract

A simplified RC delay model which is expressed explicitly in terms of transistor widths is presented to easily perform circuit analysis and quickly optimize the transistor widths for delay and power without having to do tedious layout or schematic simulation. A novel heuristic gradient descent method is used to effectively solve the optimization problem. Popular parallel prefix adders such as Brent-Kung, Skylansky and Kogge-Stone adders are modeled using the proposed simplified RC delay model and a power-delay performance comparison is done after optimization to show the ability of the model. The optimization results suggest that the Brent-Kung adder is more efficient in terms of both delay and power by having the lowest power-delay product followed by the Skylansky adder and then the Kogge-Stone adder.
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## CHAPTER I

## INTRODUCTION

A major concern in VLSI circuit design is the delay and power dissipation of the circuit. Circuit optimization based on transistor sizing is one very useful method to optimize the circuit for speed and power dissipation to achieve better needed circuit performance. Hence a model which can be expressed explicitly in terms of transistor widths is required to effectively analyze the effects of changing the transistor widths on circuit speed and power to allow flexible tradeoff. Using RC transistor models to model and simulate a CMOS circuit is popular because of its simplicity and small computational burden compared to complex and computationally expensive BSIM models that are used in SPICE [1] simulators. This dissertation primarily presents the implementation of a simplified RC delay model to quickly estimate the CMOS circuit delay and its application in the circuit speed and power optimization by correctly sizing the transistor widths. In many cases there are several possible critical paths for the circuit to be optimized. There is no simple solution for optimum transistor sizes when multiple paths are optimized simultaneously. For better accuracy numerical techniques are needed to solve the optimization problem. It is much easier to use the numerical techniques with our simplified RC delay equations rather than SPICE for the following reasons: the delays are explicit functions of transistor widths making it obvious what happens when any width is changed; the width dependence of the delays is smooth so that simple numerical methods can be used to quickly find the optimum transistor widths; if the optimum widths found do not meet the specification, then there is probably no feasible solution and the specification must be changed.

Since addition forms the basis for many processing operations and adder circuits are of great interest to digital system designers, popular prefix adders such as Brent-Kung[2], Skylansky[3] and KoggeStone[4] adders are modeled using the proposed simplified RC delay model in this dissertation and a power-delay performance comparison was done to show the ability of the method in quickly optimizing the complex circuits like adders.

### 1.1 Background

Now, let's look at some back ground to understand how the MOS transistors work and how the circuit delay and power are calculated.

### 1.1.1 MOSFET Operation and Characteristics

A Complementary Metal Oxide Semiconductor (CMOS) circuit consists of two types of transistors, nMOS transistor and a pMOS transistor. nMOS is called n-channel MOSFET and the majority charge carriers are electrons. pMOS is called p-channel MOSFET and the majority charge carriers are holes. The design and operation of an nMOS transistor is discussed below.

In nMOS, the source and drain are n-type regions and the body is p-type region. With sufficient positive voltage at the gate, holes from the p-type body are driven away from the gate, forming an n-type channel between the p-type body and the oxide. This channel extends between the source and the drain, when a voltage is applied between the drain and the source current is conducted through it. Figure 1.1 shows the cross section of an nMOS transistor without and with a channel formation.

The operation of a MOSFET is categorized into three different regions or modes. They are Cut-off, Ohmic or linear and Saturation. Let us discuss the operation regions of an nMOS transistor.

Cut-off region $\left(\mathrm{V}_{\mathrm{GS}}<\mathrm{V}_{\text {th }}\right)$ : In this region the gate to source bias $\mathrm{V}_{\mathrm{GS}}$ is less than the threshold voltage $\mathrm{V}_{\mathrm{th}}$ and there is no significant conduction between drain and source. Hence the transistor can be considered as turned off in this region and the drain current is equal to zero.


Figure 1.1: Cross section of nMOS transistor (a) without channel (b) with channel Ohmic region $\left(\mathrm{V}_{\mathrm{GS}}>\mathrm{V}_{\mathrm{th}}\right.$ and $\left.\mathrm{V}_{\mathrm{DS}}<\mathrm{V}_{\mathrm{GS}}-\mathrm{V}_{\mathrm{th}}\right)$ : In this region the gate to source bias is greater than the threshold voltage and the drain to source bias is less than the gate voltage $\mathrm{V}_{\mathrm{GS}}-\mathrm{V}_{\mathrm{th}}$. The transistor is turned on and the current conduction takes place between drain and source. In this region as the drain to source voltage increases the drain current $\left(\mathrm{I}_{\mathrm{D}}\right)$ also increases.

Saturation region $\left(\mathrm{V}_{\mathrm{GS}}>\mathrm{V}_{\mathrm{th}}\right.$ and $\left.\mathrm{V}_{\mathrm{DS}}>\mathrm{V}_{\mathrm{GS}}-\mathrm{V}_{\mathrm{th}}\right)$ : In this region the gate to source bias is greater than the threshold voltage and the drain to source bias is greater than the gate voltage $\mathrm{V}_{\mathrm{GS}}-\mathrm{V}_{\mathrm{th}}$. The transistor is turned on and the current conduction takes place between drain and source. In this region as the drain to source bias voltage increase there is almost no significant increase in the value of the drain current.

The current vs voltage (I-V) characteristics of an nMOS transistor are shown in Figure. 1.2.


Figure 1.2: I-V characteristics of nMOS transistor

In pMOS, the source and drain are p-type regions and body is n-type. The working of a pMOS transistor is similar to nMOS but with a negative voltage applied at its gate terminal.

### 1.1.2 Circuit Delay and Power

Delay: The usual definition of the circuit delay is the time difference between the half- $\mathrm{V}_{\mathrm{dd}}$ point of the circuit's input voltage waveform and the half- $\mathrm{V}_{\mathrm{dd}}$ point of the circuit's output voltage waveform.


Figure 1.3: Plot defining circuit delay
From the above figure, delay $=t-t_{1}$. To determine the delay of a circuit accurately the exact waveforms of the input and output are required. The process of determining the exact waveforms of input and output is computationally expensive. Hence Elmore[5] defined the delay at node $e, \mathrm{t}_{\mathrm{d} e}$, as the centroid of the output impulse response $e^{\prime}(t)$ curve which can be found independently of the exact waveforms. It is given by the expression shown in Eq. (1.1). It is also called the first moment of the impulse response. Elmore delay is a good approximation for delay in tree RC networks.

$$
\begin{equation*}
\operatorname{Delay}\left(t_{d e}\right)=\int_{0}^{\infty} t e^{\prime}(t) d t \approx \sum_{k} R_{e k} C_{k} \frac{\Delta V_{k}}{\Delta V_{e}} \tag{1.1}
\end{equation*}
$$

where $\mathrm{R}_{\mathrm{ck}}$ is defined as the resistance of the path to the $\mathrm{V}_{\mathrm{dd}} / \mathrm{Gnd}$ node shared by node $e$ and node $k . \mathrm{C}_{\mathrm{k}}$ is the $\mathrm{k}^{\text {th }}$ node capacitance. $\Delta \mathrm{V}_{\mathrm{k}}$ is the voltage difference between $\mathrm{V}_{\mathrm{dd}} / \mathrm{Gnd}$ node and the initial voltage at the node $k . \Delta \mathrm{V}_{\mathrm{k}}=\mathrm{V}_{\mathrm{k}}(0)$ for falling voltages and $\Delta \mathrm{V}_{\mathrm{k}}=\mathrm{V}_{\mathrm{dd}}-\mathrm{V}_{\mathrm{k}}(0)$ for rising voltages. Similarly $\Delta \mathrm{V}_{\mathrm{e}}$ is the voltage difference between $\mathrm{V}_{\mathrm{dd}} /$ Gnd node and the initial voltage at the node $e . \Delta \mathrm{V}_{\mathrm{e}}=\mathrm{V}_{\mathrm{e}}(0)$ for falling voltages and $\Delta V_{e}=V_{d d}-V_{e}(0)$ for rising voltages. When all of the node voltages start at the same voltage then the last voltage fraction drops out. For example consider the following RC network shown in Figure 1.3 and assume that all of the node voltages start at the same voltage.


Figure 1.3: Example RC Circuit for Elmore Delay
The Elmore delay at node 3 is given as $t_{d 3}=R_{1} C_{1}+\left(R_{1}+R_{2}\right) C_{2}+\left(R_{1}+R_{2}+R_{3}\right) C_{3}$

Power: The usual definition of power dissipation is the amount of heat energy dissipated in unit time. The average power dissipation $\mathrm{P}_{\text {avg }}$ is defined as shown in Eq. (1.2)

$$
\begin{equation*}
P_{a v g}=\frac{1}{T} \int_{0}^{T} I_{V d d}(t) V_{d d} d t \tag{1.2}
\end{equation*}
$$

where $\mathrm{I}_{\mathrm{Vdd}}(\mathrm{t})$ is the power supply current and $\mathrm{V}_{\mathrm{dd}}$ is the supply voltage.
The power dissipative components in CMOS circuits consist of off-state leakage power, dynamic power due to charging and discharging of node capacitances, short-circuit power, switching power due to parasitic capacitances and glitch power due to unequal arrival of signals. Estimating the power dissipation with accurate models is difficult and computationally expensive.

## CHAPTER II

## REVIEW OF LITERATURE

### 2.1 Review of device models

Prior to late 1960s, performance estimation techniques were computationally simple as the number of transistors on a single chip were small and used physical models based upon the approximate modeling of the physical phenomena within a transistor. As the number of transistors increases on a single chip, the complexity of the circuit also increases making the physical models inadequate for quantitative analysis as they are computationally expensive. A circuit simulator, like SPICE [1], handles the complex nonlinear physical models of the transistor and solves the whole circuit as a big matrix to get the node outputs. Usually no more than a few thousand transistors may be simulated in a reasonable amount of computation time. Initial attempts to create transistor models for the large circuit simulation used empirical models to estimate the delay and power. These models are entirely based upon curve fitting, using whatever functions and parameters that best fit the measured data. The use of empirical models limits the type of circuits that can be modeled. The disadvantages of using empirical models are lack of error control in the resulting models and difficulty in relating the performance values back to the circuit elements. To solve this problem, a combination of physical and empirical models is used to analyze the circuit's performance. In the Shockley square law model [6] the drain current $\mathrm{I}_{\mathrm{D}}$ is expressed as shown in Eq. 2.1.

$$
I_{D}=\left(\begin{array}{ccc}
0, & V_{G S} \leq V_{T H} & \text { Cutoff-region }  \tag{2.1}\\
K\left\{\left(V_{G S}-V_{T H}\right) V_{D S}-0.5 V_{D S}{ }^{2}\right\}, & V_{G S}>V_{T H}, V_{D S}<V_{D S \text { sat }} & \text { Ohmic-region } \\
0.5 K\left(V_{G S}-V_{T H}\right)^{2}, & V_{G S}>V_{T H}, V_{D S} \geq V_{D S \text { sat }} & \text { Saturation-region }
\end{array}\right.
$$

Where $\mathrm{V}_{\mathrm{DSsat}}=\mathrm{V}_{\mathrm{GS}}-\mathrm{V}_{\mathrm{TH}}$ is drain saturation voltage and $\mathrm{V}_{\mathrm{TH}}$ is threshold voltage. K is a drivability factor and is given by $\mu\left(\frac{\epsilon_{o x}}{t_{o x}}\right)\left(\frac{W}{L}\right)$, where $\mu$ denotes an effective mobility, $\epsilon_{o x}$ a dielectric constant of a gate oxide, $t_{o x}$ a gate oxide thickness, $W$ a channel width and $L$ channel length. In the alpha power law model [7], which is an extension of Shockley's square law model in the saturation region the drain current in the saturation region is modeled as shown in Eq. 2.2.

$$
\begin{equation*}
I_{D} \alpha\left(V_{G S}-V_{T H}\right)^{\alpha}, \quad V_{G S}>V_{T H}, V_{D S} \geq V_{D S s a t} \quad \text { Saturation-region } \tag{2.2}
\end{equation*}
$$

It includes the velocity saturation effects to predict the circuit behavior in the sub-micrometer regime which the original Shockley square law model does not take into account in case of deep submicron processes. The value of $\alpha$ is calculated directly from the measured data and usually lies between 2 and 1 . For deep submicron processes the value of $\alpha$ is close to 1 . By using this nonlinear device model the circuit simulation is computationally expensive and there is no closed form expression for determining the circuit delay which requires the waveforms for the input and output.

To further simplify the analysis problem and to improve the simulation speed, all non-linear elements were approximated by appropriate linear elements by performing small signal analysis. In the Switched-Resistor model used in the IRSIM circuit simulator [8], the transistor is modeled as a voltage controlled switch connected to a series resistance as shown in Figure 2.1.


Figure 2.1: Switched-Resistor Transistor Model

Hence a MOS circuit can be considered as an RC network and the delay through a circuit path can be computed by using the simple expression given by Elmore in Eq. (1.1). By modeling the transistor as a switched-resistor the delay and power analysis of a circuit can be done with much less computational burden and circuits with several hundreds of thousands of transistors can be simulated in a reasonable amount of time. Though this model is less accurate, as it approximates a non-linear transistor as a linear resistor but is very helpful in doing the circuit analysis with less computational burden and to quickly estimate the delay without needing to determine the input and output waveforms.

Reference [9] discusses a piecewise linear device model which is a modified switched resistor model with better accuracy. In this model the transistor is approximated as an open switch when the transistor is in the cutoff region, as a linear resistor when operating in the ohmic region and as a current source that is a function of input voltage when operating in the saturation region.


Figure 2.2: Piecewise Linear Model

The drain current $I_{D}$ using this model is given by Eq. 2.3.

$$
I_{D}=\left(\begin{array}{ccc}
0, & V_{G S}<V_{T H} & \text { Cutoff }- \text { region }  \tag{2.3}\\
a \cdot G \cdot V_{D S}, & V_{G S}>V_{T H}, V_{D S}<V_{D S s a t} & \text { Ohmic }- \text { region } \\
G_{m} \cdot\left(V_{G S}-V_{T H}\right), & V_{G S}>V_{T H}, V_{D S}>V_{D S s a t} & \text { Saturation - region }
\end{array}\right.
$$

This model also includes the input slope, effects due to short circuit current and velocity saturation. It also uses a linearized BSIM3 capacitance model. As the above includes all the major physical phenomena that are important in submicron and deep submicron regimes it is more accurate than the above discussed models but using this model is still computationally expensive and it also cannot produce a closed form expression to determine the circuit delay and hence requires input and output waveforms.

Hence using RC device models will be more useful for fast circuit analysis and efficient circuit optimization as the circuit delay can be defined as a closed form expression without needing the exact input and output waveforms.

### 2.2 Review of the Method of Logical Effort

Estimating the circuit delay early in the design process is very useful and can save a lot of time in designing a circuit meeting the required design specifications. As discussed earlier in section 2.1, using complex device models would make the delay estimation very difficult as there is no closed form solution for estimating the delay easily and quickly hence requiring the circuit layout simulation to be done to achieve the input and output waveforms to be able to estimate the delay. With this approach the time to successfully design a specific circuit would take very long to meet the required design specifications. The method of logical effort [10] is an easy way to estimate delay in CMOS circuits without requiring to do a tedious layout simulation and also allows early modifications to the circuit design to achieve the greatest speed or to meet any delay constraints by comparing delay estimates of different logic structures.

The delay incurred by a logic gate is comprised of two components, a fixed part called the parasitic delay $p$ and a part that is proportional to the load on the gate's output, called the effort delay or stage effort $f$. The total delay $d$ measured in units of $\tau$, is the sum of the effort and parasitic delays and is given by Eq. 2.4

$$
\begin{equation*}
d=f+p \tag{2.4}
\end{equation*}
$$

where $\tau$ is the delay of an inverter driving an identical inverter with no parasitics. The effort delay is given as $f=g h$ where $g$ is the logical effort and $h$ is the electrical effort given by $C_{o u} / C_{i n}$. Hence the delay through a single logic gate is

$$
\begin{equation*}
d=g h+p \tag{2.5}
\end{equation*}
$$

Logical effort is defined so that an inverter has a logical effort of 1 . The logical effort of any other logic gate tells how much worse it is at producing output current than is an inverter, given that each of its inputs may present only the same input capacitance as the inverter. The table 2.1 below shows the logical effort values for different logic gates with different inputs.

|  | Number of inputs |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Gate Type | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{n}$ |  |
| Inverter | 1 |  |  |  |  |  |  |
| NAND |  | $4 / 3$ | $5 / 3$ | $6 / 3$ | $7 / 3$ | $(\mathrm{n}+2) / 3$ |  |
| NOR |  | $5 / 3$ | $7 / 3$ | $9 / 3$ | $11 / 3$ | $(2 \mathrm{n}+1) / 3$ |  |
| Multiplexer |  | 2 | 2 | 2 | 2 | 2 |  |

Table 2.1: Logical effort for inputs of static CMOS gates, assuming $\gamma=2$ [6]
where $\gamma$ is the ratio of an inverter's pull-up transistor width to pull-down transistor width.

The parasitic delay of a logic gate is fixed and is given as multiples of the parasitic delay of an inverter denoted as $p_{\text {inv }}$ and is typically 1.0 delay units. The table 2.2 shows crude estimates of
parasitic delay for a few logic gates. Though these not very accurate but is convenient for hand analysis.

| Gate Type | Parasitic Delay |
| :---: | :---: |
| Inverter | $\mathrm{p}_{\text {inv }}$ |
| n -input NAND | $\mathrm{np}_{\text {inv }}$ |
| n -input NOR | $\mathrm{np}_{\text {inv }}$ |
| n -way multiplexer | $2 \mathrm{np}_{\text {inv }}$ |

Table 2.2: Parasitic delay estimates of different logic gates

Let's look at how the delay of the logic gate can be estimated using the method of logical effort. For example consider a fanout-of-4 (FO4) inverter as shown in figure 2.3


Figure 2.3: FO4 - An inverter driving four identical inverters

Because each inverter is identical, $C_{\text {out }}=4 C_{\text {in }}$, so $h=4$. Since the logical effort $g$ of an inverter is 1 , the effort delay $f=g h=1 \mathrm{x} 4=4$. The parasitic delay for an inverter is $p=p_{\text {inv }}=1$. Hence the delay of an inverter is given by $d=f+p=4+1=5.0$ delay units.

The method of logical effort can be extended to multistage logical networks and it also can help reveal the best number of stages in a multistage network to obtain the least overall delay. The path logical effort $G$ is given by $G=\Pi g_{i}$ and the path electrical effort $H$ is given by $H=C_{\text {oul }} / C_{\text {in }}$ where $\mathrm{C}_{\text {in }}$ and $\mathrm{C}_{\text {out }}$ refer to the input and output capacitances of the path. In the case of estimating the path delay, the branching effort $b$ at the output of a logic gate needs to be taken into consideration to account for the fanout within a network. Hence the path branching effort $B$ is
given as $B=\Pi b_{i}$. Now the path effort delay $F$ can be defined as $F=G B H$ and the path parasitic delay $P$ is defined as $P=\sum p_{i}$. Having known all the terms, the path delay is given as

$$
\begin{equation*}
D=F+P \tag{2.6}
\end{equation*}
$$

In case of an N -stage logic network, the path delay is found to be the least when each stage in the path bears the same stage effort. i.e $f_{\text {opt }}=g_{i} h_{i}=F^{1 / N}$. Hence the minimum delay achievable along an N -stage logic network path is

$$
\begin{equation*}
D_{o p t}=N F^{l / N}+P \tag{2.7}
\end{equation*}
$$

Let's look at how the path delay in a multistage network can be estimated using the method of logical effort. For example consider the circuit as shown in figure 2.4


Figure 2.4: Logic network consisting of three two-input NAND gates

From the above discussion on multistage logic networks, to computer the path delay from A to B for the above circuit shown in figure 2.4
$G=\Pi g_{i}=(4 / 3)^{3} ; H=8 C / C=8 ; B=\Pi b_{i}=1 ; F=G B H=18.96 ; P=\sum p_{i}=3\left(2 p_{\text {inv }}\right)=6$

Hence least path delay is $D_{o p t}=N F^{1 / N}+P=3(18.96)^{1 / 3}+6=14.0$ delay units. Now let's look at how the transistors to be sized along the path to achieve this least delay. Since $f_{\text {opt }}=18.96^{1 / 3}=$ $8 / 3$, now $g_{3} h_{3}=8 / 3 ; h 3=8 / 3 g_{3} ; 8 C / z=8 / 3 g_{3} ; z=8 C\left(g_{3}\right)(8 / 3) ; z=8 C(4 / 3)(8 / 3)=4 C$. Similarly, $y=z(4 / 3)(8 / 3)=2 C$.

Though the method of logical effort is simple and effective in quickly estimating the circuit delay, it allows only fixed p transistor width to the n transistor width ratios $\gamma$ when determining the
transistor sizes while a more efficient design is possible when the p and n transistor widths can be chosen irrespective of the other. Also, when using the method of logical effort, there is no easy way to include the interconnect wire capacitance in estimating the circuit delay and hence makes it a less accurate method.

In this dissertation we present a simplified RC delay model that can easily take into account the interconnect wire capacitance in estimating the path delays and also allows the choice of p and n transistor widths irrespective of the other to be able to design a more efficient circuit.

### 2.3 Review of the gradient descent based optimization

Optimization is useful in achieving the minimum or maximum of an objective function (OF) by determining optimum values for the decision variables. In most cases it is required to minimize the function. When the OF is continuous w.r.t its decision variables, gradient based methods are very useful as the method tells clearly which direction to go in order to find a better OF value faster. In case of gradient descent method, one should take steps proportional to the negative of the gradient of the function at the current point to obtain a minimum OF value. Gradient descent method is useful in finding the local minimum of the function but does not guarantee that the solution found is a global optimum except when the OF is a convex function. When the OF is not continuous, the gradient of the function cannot be determined at all the values of the decision variables and hence direct search methods like particle swarm, leapfrogging can be used to optimize the function without requiring to evaluate the gradient of the function. Since the objective function in our analysis is continuous, gradient descent method can be used for optimization.

Let's look into the details of how the gradient descent method is implemented in general. Let $F(x)$ be a multivariable objective function that is differentiable in the neighborhood of any given point
$x_{n}$ in the decision variable space then the new point $x_{n+1}$ satisfying $F\left(x_{n}\right)>=F\left(x_{n+1}\right)$ in the direction of negative gradient of $F(x)$ for a small value of $\delta_{n}$ is defined as

$$
\begin{equation*}
x_{n+1}=x_{n}-\delta_{n}\left(F^{\prime}\left(x_{n}\right)\right) \tag{2.8}
\end{equation*}
$$

It takes several iterations to obtain the best possible minimum value for $F(x)$, and the value of $\delta_{n}$ can change in each iteration. The best value of $\delta_{n}$ can be chosen via a line search which is again an iterative process using the gradient descent method to obtain the optimum value for $\delta_{n}=\delta_{n}{ }^{*}$ that minimizes $F\left(x_{n}\right)$ in the negative direction of gradient of $F\left(x_{n}\right)$. Hence the Eq. 2.8 is now defined as

$$
\begin{equation*}
x_{n+1}=x_{n}-\delta_{n}{ }^{*}\left(F^{\prime}\left(x_{n}\right)\right) \tag{2.9}
\end{equation*}
$$

The Eq. 2.9 is the Cauchy method [11] popularly known as the steepest descent method. The convergence of the algorithm is decided using a small value $\varepsilon$ usually in the order of $10^{-5}$ such that $F^{\prime}\left(x_{n}\right)<=\varepsilon$ and/or $\Delta x=x_{n+1}-x_{n}<=\varepsilon$. Most often a fixed small value of $\delta_{n}=\delta$ is assumed in each iteration to reduce the convergence time. Though this method is simple and has the optimal property of finding the best minimum OF value it performs poorly in terms of convergence and may not converge in a reasonable amount of time when the OF is bumpy and has v-shaped minima, which is the case when minimizing the circuit delay in our analysis.

Reference [12] presented formulae to calculate the step-size $\delta_{n}$ in each iteration instead of doing a line search that helped in much faster convergence of the conventional steepest descent algorithm.

$$
\begin{equation*}
\delta_{n}=\frac{s_{n-1}^{T} y_{n-1}}{\left\|y_{n-1}\right\|_{2}^{2}} \tag{2.10}
\end{equation*}
$$

or

$$
\begin{equation*}
\delta_{n}=\frac{\left\|s_{n-1}\right\|_{2}^{2}}{s_{n-1}^{T} y_{n-1}} \tag{2.11}
\end{equation*}
$$

where $s_{n-1}=x_{n}-x_{n-1}$ and $y_{n-1}=F^{\prime}\left(x_{n}\right)-F^{\prime}\left(x_{n-1}\right)$. Though this method is better than Cauchy method, it still takes significant amount of time to converge when the OF surface is bumpy and has $v$-shaped minima. Hence there is a need for a better and faster way of implementing the gradient descent algorithm to achieve faster convergence when the OF surface is bumpy and has v -shaped minima with satisfactory results compared to the above discussed methods.

### 2.4 Review of optimization techniques based on transistor sizing

Literature suggests that there are several techniques that are used in improving circuit performance. One such technique is circuit optimization. Again circuit optimization can be done using various methods such as transistor sizing, transistor reordering, transistor tapering etc. However, transistor sizing is considered to be the simplest and most effective method in CMOS circuit optimization. Previous research shows many such attempts were made to optimize the circuit for speed and power using transistor sizing. Some have used RC transistor models to approximate the circuit delay/power, while some have used non-RC models to approximate the circuit delay/power. Let's review some of them below.

One of the early tools used for circuit speed optimization based on transistor sizing is discussed in [13] and is called SLOP (Switch Level Optimization) which uses an RC tree approximation for the circuit to estimate the circuit path delay. The total delay of path i including the transistor is given by the sum of all the delay contributions from each transistor in that path.

$$
\begin{equation*}
\mathrm{d}_{\mathrm{i}}=\mathrm{t}_{1}+\mathrm{t}_{2}+\ldots \ldots . .+\mathrm{t}_{\mathrm{j}}+\ldots \ldots .+\mathrm{t}_{\mathrm{n}} \tag{2.8}
\end{equation*}
$$

To minimize diw.r.t the transistor width $\mathrm{W}_{\mathrm{j}}$, evaluate $\frac{\partial d_{i}}{\partial W_{j}}=0$ and solve for $\mathrm{W}_{\mathrm{j}^{*}}$ which is the minimum delay contribution width of transistor $j$ in path i . The critical path delay $\mathrm{d}_{\mathrm{c}}=\left(\mathrm{d}_{\mathrm{i}}\right)_{\max }$ determines the speed of the circuit. The optimization is done in three main stages:
a) Initialization - to record the initial delays of $d_{i}$ and find the critical delay by the first simulation
b) Global test - to establish delay, gain and device matrices. Delay matrix is established by each time changing one transistor width with one step, simulating and recording delays of each path. The gain matrix is established by calculating the partial derivatives of $\mathrm{d}_{\mathrm{i}}$ with respect to the transistor width $\mathrm{W}_{\mathrm{j}}$. The device matrix is established by recording device number with non-zero gain.
c) Critical path test - to only test devices in the critical delay column.

Optimization done by this method is complicated and time consuming as it requires to change only one transistor width at a time and determine the delays of each path. Proper path balancing may not be achieved with this method hence there will be a problem of glitching.
[14] also uses an RC model to estimate the delay but the transistor sizing is done to minimize the area subject to a delay constraint. In this the optimization problem is considered as a convex programming problem. Convex optimization is considered to be efficient because any local minimum solution will also be the global minimum solution. In this case the minimization is done on one path at a time but there will be a need to minimize multiple path delays at a time in most of the cases which is when the optimization problem becomes non-convex and there will be no simple solution for the optimization problem.
[15] uses a different approach in using the RC model for the circuit area/power optimization. It tries to place large size transistors and route to meet the delay specification of the circuit and then the interconnect wire length is extracted. The circuit is optimized for area/power subject to the delay constraint and as a result the transistor sizes decrease creating spaces in the layout and the interconnect wires can be re-routed utilizing these spaces in such a way to reduce the overall wire
length which in turn reduces the wire capacitance. In this the optimization is achieved majorly by minimizing the interconnect wire length.
[16] also uses an RC model and the transistor sizing is done for optimizing the power-delay product rather than only delay or power of a CMOS circuit. The delay calculations are done using Elmore's RC delay model. A loading coefficient $\alpha=C_{L} / C_{d}$ is considered as the decision variable for the power-delay product (PDP) objective function optimization. CL is the load capacitance at a node and Cd is the circuit internal capacitance at that node. The PDP is expressed in terms of $\alpha$ and the optimum $\alpha_{\text {opt }}$ can be determined from solving the expression $\frac{\partial P D P}{\partial \alpha}=0$. As the model is not explicitly expressed in terms of transistor widths it is difficult to analyze the effects of changing the transistor widths on the power delay product.
[17] also uses RC Elmore delay model. In this both the transistor widths and lengths are used as decision variables for the optimization problem. The optimization problem was solved as a multiobjective optimization. The transistor widths and lengths were modified to match all the circuit path delays with the critical path delay to achieve path balancing to avoid glitching and at the same time minimize circuit power consumption. In achieving optimum results the transistor lengths have to be increased, which results in both increased gate capacitances and area. To reduce this negative influence of the increased transistor lengths, two alternate ways were proposed: twin transistors and merged transistors. In order to equalize all the path delays w.r.t the critical path, every path requires individual optimization. In this the delay is not essentially minimized but is made equal to the critical path delay for all the circuit paths to achieve path balancing.
[18],[19],[20],[21] uses complex and non-linear models to minimize delay and power. Though these models are accurate compared to simple RC models, circuit optimization for speed and
power using these models is difficult and is not very efficient because of the complexity of the models.
[22],[23] discusses different techniques like transistor reordering and transistor tapering to optimize the circuit for delay and power, however we prefer to stick with transistor sizing techniques as it is the simple and effective to optimize the circuit for speed and power.

### 2.5 Review of parallel prefix adders and their performance

Binary addition is one of the most often used arithmetic operations on microprocessors. A large variety of algorithms and implementations have been proposed for binary addition. When high operation speed is of great importance, parallel-prefix adders such as Brent-Kung[2], Skylansky[3] and Kogge-Stone[4] adders are commonly used. Any decrease in the delay will directly relate to an increase in the adder throughput. The primary requirements for any adder are that it should be fast and efficient in terms of power consumption and chip area. When the adder size is small, the above mentioned parallel prefix adders show similar performance in terms of delay and power but as the adder size gets large ( $\mathrm{N}>16$ bit), the difference in their performance becomes significant due to the difference in their implementation.

The Skylansky adder presents a least depth prefix network at the cost of increased fan-out at certain nodes. The fan-out increases exponentially as the adder size increases. The Kogge-Stone adder has optimal depth and low fan-out but produces massively complex circuit and also accounts for a large number of interconnects when the adder size is big. The Brent-Kung adder has the advantage of minimal number of circuit nodes, which yields in reduced area but this implementation requires maximum depth that causes an increase in the latency when compared to the other structures. The above analysis is mostly true when fixed transistor sizes or minimum sized transistors are used. Hence it is useful to learn the performance of these adders for different adder sizes with optimum transistor widths to allow a better choice between these adders in the
design of high speed microprocessors. Since the process of designing the adders and their optimization is a time taking process, it would be very useful to use a simple device model like RC transistor model and estimate the delay and power without requiring to draw the layout.
[24] presents the design and performance comparison of various high-speed adders using CMOS and Transmission gate technology. This work showed that the adders designed with transmission gate has much less power and delay than those with CMOS gates. But the focus of this dissertation is the design with CMOS gates. This work requires the adder layout/schematic to be done to do the analysis. Moreover, there is no information on optimum transistor widths being used in their study of adder comparison.
[25] presents the design and performance of any parallel prefix adders by using alternating odd and even cells by eliminating unwanted buffers between the cells from two stages in the conventional design. Similar approach will be used in this dissertation to eliminate the unwanted buffers in the adder design. Even this approach requires the adder layout/schematic to be done to do the analysis and does not discuss the optimization of the adders for optimum delay or power.
[26] also presents a performance comparison of various high-speed adders using Xylinx ISE for simulation and synthesis without discussing the optimization of the adders for improved performance.
[27] presents a comparison of adder performance with radix-4 and radix-2 in case of a 32 bit parallel prefix adder. This work shows that the adder implementation with radix-4, Sparse-4 has reduced delay with a minor increase in power than with radix-2 implementation. Also, this method requires the adder analysis using the layout/schematic and does not discuss the use optimum transistor widths in the design.

This dissertation presents the adder analysis without having to do the tedious layout/schematic simulation by using a simplified RC delay model and also presents a performance comparison of
different high-speed adders with optimum transistor widths for different delay and power constraints.

## CHAPTER III

## METHODOLOGY

### 3.1 Simplified RC Delay Model

The simplified RC delay model [28] consists of parasitic delay $t_{d P}$ that arises due the circuit's internal parasitic resistances and capacitances and is estimated using Elmore delay technique, and also consists of effort delay $t_{d F}$ that arises due to the capacitive load on the circuit's output node. Hence the delay $\left(t_{d}\right)$ of any circuit path is given by

$$
\begin{align*}
& t_{d}=t_{d P}+t_{d F}  \tag{3.1}\\
& t_{d F}=R_{\text {out }} C_{\text {load }} \tag{3.2}
\end{align*}
$$

When there is no load on the output node i.e $C_{\text {load }}=0$ then $t_{d}=t_{d P}$ and when there is a load on the output node then $t_{d}=t_{d P}+t_{d F}$. The parasitic delay and output resistance $R_{o u t}$ are determined by the topology of the circuit.

To discuss the implementation of the simplified RC delay model in quickly estimating the circuit or gate delay, consider a 2-input NAND gate as shown in Figure 3.1 as an example circuit. The transistor level diagram is shown on the left and the corresponding stick diagram is shown on the right in Figure 3.1. The circuit has four transistors and two parasitic node capacitances $C_{Y}$ and $C_{l}$. $C_{Y}$ is same as the $C_{\text {out }}$ which is the parasitic capacitance on the output node Y .


Figure 3.1: 2-input NAND gate a) Transistor diagram b) Stick diagram
The parasitic delay and the output resistance of this circuit are determined for different delay paths based on Elmore delay calculations as shown in Table 3.1.

| $A$ | $B$ | $\boldsymbol{Y}$ | $t_{d P}$ | $R_{\text {out }}$ |
| :--- | :--- | :--- | :--- | :--- |
| $\uparrow$ | 1 | $\downarrow$ | $R_{n A} C_{1}+\left(R_{n A}+R_{n B}\right) C_{\text {out }}$ | $R_{n A}+R_{n B}$ |
| $\downarrow$ | 1 | $\uparrow$ | $R_{p A} C_{1}+R_{p A} C_{\text {out }}$ | $R_{p A}$ |
| 1 | $\uparrow$ | $\downarrow$ | $\left(R_{n A}+R_{n B}\right) C_{\text {out }}$ | $R_{n A}+R_{n B}$ |
| 1 | $\downarrow$ | $\uparrow$ | $R_{p B} C_{\text {out }}$ | $R_{p B}$ |

Table 3.1: Parasitic delay expressions for 2-input NAND gate

Where $R_{p A}, R_{n A}, R_{p B}, R_{n B}$ are the channel resistances of the transistors. From the above table the delay paths are determined assuming only one input is changing at a time and other inputs are not switching. In the case of the 2-input NAND gate when one input is switching the other input has to be ' 1 ' to be able to determine the delay of the path from the changing input to the output because if the non-switching input is ' 0 ' there will be no change in the output even when the switching input is falling or rising, hence there is no question of delay in that case.

## Estimation of channel resistance in terms of Unit R:

The major goal of the simplified RC delay model is to see the effect of changing transistor widths without having to do detailed layout and simulation. The channel resistances of individual transistors are inversely proportional to the transistor channel widths and are proportional to the transistor channel lengths and is given by

$$
\begin{equation*}
R_{X}=R_{S} \frac{L_{X}}{W_{X}} \tag{3.3}
\end{equation*}
$$

Where $R_{X}$ is the channel resistance of transistor $\mathrm{X}, R_{s}$ is the transistor sheet resistance which is a process constant, $L_{X}$ is the transistor channel length and $W_{X}$ is the transistor channel width. In our design the transistor channel length is chosen to be the minimum feature size of the process which is $L_{\text {min }}$. Hence the channel resistances for the nFET and pFET transistors are given as shown below. The subscripts ' $n$ ' and ' $p$ ' refers to the $n$-channel and $p$-channel respectively.

$$
\begin{align*}
& R_{n X}=R_{s n} \frac{L_{\min }}{\boldsymbol{W}_{n X}}  \tag{3.4}\\
& R_{p X}=R_{s p} \frac{L_{\min }}{\boldsymbol{W}_{p X}} \tag{3.5}
\end{align*}
$$

To simplify calculations of channel resistance and make them process independent, lets define channel resistance as a multiple of $R$, the channel resistance of a minimum size nFET.

$$
\begin{align*}
& R \equiv R_{s n} \frac{L_{\min }}{W_{\min }}  \tag{3.6}\\
& R_{n X}=R_{S n} \frac{L_{\min }}{W_{n X}}=\frac{W_{\min }}{W_{n X}} R  \tag{3.7}\\
& R_{p X}=R_{s p} \frac{L_{\min }}{W_{p X}}=\frac{W_{\min }}{W_{p X}} 2 R \tag{3.8}
\end{align*}
$$

Note that there is an extra factor of 2 for pFET channel resistance to account for the significant difference between the n-channel and p-channel sheet resistance. For 0.18um technology $R=$ $5 K \Omega$ approximately.

## Estimation of parasitic capacitances in terms of Unit C:

The transistor gate capacitance $C_{i n}$ per unit width $W$ has stayed relatively constant if all the three dimensions of the gate scale by the same factor and is equal to $2 \mathrm{fF} / \mathrm{\mu m}$ approximately. To simplify calculations of parasitic capacitance and make them process independent, lets define Unit Capacitance $C$ given as

$$
\begin{equation*}
C \equiv\left(\frac{C_{i n}}{W}\right) W_{\min } \tag{3.9}
\end{equation*}
$$

For TSMC 0.18 um technology $C=0.89 f F$ approximately.

Hence capacitance at node i in terms of Unit $C$ is given as

$$
\begin{equation*}
C_{i} \equiv \frac{C_{i}}{\left(\frac{\left(\text { cin }^{W}\right)}{W}\right) W_{\text {min }}} C \tag{3.10}
\end{equation*}
$$

The internal parasitic capacitance at a node is separated into propagation channel capacitance ( $C_{\text {prop }}$ ) and diffusion capacitance ( $C_{d i f f}$ ).

The propagation channel capacitance $C_{\text {prop }}$ for the n-channel transistor and in terms of transistor channel width is given as


Figure 3.2: Channel Propagation Capacitance

$$
C_{\text {prop }}=\left\{\begin{array}{c}
\left(\frac{C_{n g d o}}{P}\right) W_{n X}, \text { off }  \tag{3.11}\\
{\left[\frac{1}{2}\left(\frac{C_{g}}{A}\right) L_{\text {min }}+\left(\frac{C_{n g d o}}{P}\right)\right] W_{n X}, \text { on }}
\end{array}\right.
$$

Normalizing to the unit capacitance

$$
C_{\text {prop }}=\left\{\begin{array}{c}
\frac{\left(\frac{C_{n g d o}}{P}\right) W_{n X}}{\left(\frac{C_{i n}}{W}\right) W_{\text {min }}} C, \text { off }  \tag{3.12}\\
\frac{\left[\frac{1}{2}\left(\frac{C_{g}}{A}\right) L_{\text {min }}+\left(\frac{c_{n g d o}}{P}\right)\right] W_{n X}}{\left(\frac{c_{\text {in }}}{W}\right) W_{\text {min }}} C, \text { on }
\end{array}\right.
$$

The numbers for various processes are shown in Table 3.2.

| Co. | line width | $C_{\text {ngdo }} / C_{i n}$ | $C_{\text {pgdo } o} / C_{i n}$ |
| :--- | :--- | :--- | :--- |
| AMIS | $0.6 \mu \mathrm{~m}$ (SUBM) | 0.10 | 0.16 |
| IBM | $0.5 \mu \mathrm{~m}$ (SUBM) | 0.16 | 0.22 |
| AMIS | $0.35 \mu \mathrm{~m}$ (SUBM) | 0.14 | 0.14 |
| IBM | $0.35 \mu \mathrm{~m}$ (SUBM) | 0.25 | 0.20 |
| TSMC | $0.35 \mu \mathrm{~m}$ (SUBM) | 0.15 | 0.23 |
| IBM | 0.25 (DEEP) | 0.27 | 0.29 |
| TSMC | 0.25 (DEEP) | 0.24 | 0.25 |
| IBM | 0.18 (DEEP) | 0.20 | 0.27 |
| TSMC | 0.18 (DEEP) | 0.26 | 0.30 |
| IBM | 0.13 (DEEP) | 0.20 | 0.19 |
|  |  |  |  |

Table 3.2: Capacitance values for various processes

From the above table the average value of $\mathrm{C}_{\text {ngdo }} / \mathrm{C}_{\mathrm{in}}$ for various processes is about 0.25 . Hence

$$
C_{\text {prop }} \approx\left\{\begin{array}{l}
\frac{1}{4} \frac{W_{n X}}{W_{\min }} C, \text { off }  \tag{3.13}\\
\frac{1}{2} \frac{W_{n X}}{W_{\min }} C, \text { on }
\end{array}\right.
$$

The above expression makes the node capacitance different depending on whether the transistors are ON or OFF which greatly complicates analysis without significantly improving accuracy. To simplify the model $C_{\text {prop }}$ is approximated as $C_{\text {prop }}=\frac{1}{2} \frac{W_{n X}}{W_{\min }} C$. Similarly for the p-channel $C_{\text {prop }}=\frac{1}{2} \frac{W_{p X}}{W_{\text {min }}} C$.

The diffusion capacitance ( $C_{\text {diff }}$ ) varies depending on a) if there is a diffusion contact b) if there is no diffusion contact between two transistors c ) if there is a diffusion contact but is shared between two transistors.
a) The diffusion capacitance of transistor A in terms of unit capacitance C when there is a diffusion contact for n -diffusion and p -diffusion is modeled as


Figure 3.3: Diffusion Capacitance with diffusion contact

$$
\begin{align*}
& C_{n d c X}=\frac{1}{2}\left(\frac{K W_{n A}}{W_{\min }}+K_{1}\right) C  \tag{3.14}\\
& C_{p d c X}=\frac{1}{2}\left(\frac{K W_{p A}}{W_{\min }}+K_{1}\right) C \tag{3.15}
\end{align*}
$$

Where K and $\mathrm{K}_{1}$ are process constants.
b) The diffusion capacitance when there is no diffusion contact between two transistor A and B for n -diffusion and p -diffusion is modeled as


Figure 3.4: Diffusion Capacitance with no diffusion contact

$$
\begin{align*}
& C_{n d n c X Y}=\frac{1}{2}\left(\frac{K\left(W_{n A}+W_{n B}\right)}{W_{\min }}+K_{1}\right) C  \tag{3.16}\\
& C_{p d n c X Y}=\frac{1}{2}\left(\frac{K\left(W_{p A}+W_{p B}\right)}{W_{\min }}+K_{1}\right) C \tag{3.17}
\end{align*}
$$

c) The diffusion capacitance when there is a diffusion contact but shared between two transistors A and B for n-diffusion and p-diffusion is modeled as


Figure 3.5: Diffusion Capacitance with shared diffusion contact

$$
\begin{align*}
& C_{n d s c X Y}=\frac{1}{2}\left(\frac{K\left(W_{n A}+W_{n B}\right)}{W_{\min }}+K_{1}\right) C  \tag{3.18}\\
& C_{p d s c X Y}=\frac{1}{2}\left(\frac{K\left(W_{p A}+W_{p B}\right)}{W_{\min }}+K_{1}\right) C \tag{3.19}
\end{align*}
$$

The diffusion capacitance when there is no diffusion contact and when there is a sharing contact between two transistors is modeled similarly as there is no significant difference within the accuracy of the model.

In case of 2-input NAND gate, the parasitic node capacitance $\mathrm{C}_{\text {out }}$ and $\mathrm{C}_{1}$ is calculated as shown below by using the above derived expressions for the $\mathrm{C}_{\text {prop }}$ and $\mathrm{C}_{\text {diff }}$

$$
\begin{align*}
C_{\text {out }} & =\frac{1}{2} \frac{W_{n B}}{W_{\min }} C+\frac{1}{2} \frac{W_{p A}}{W_{\min }} C+\frac{1}{2} \frac{W_{p B}}{W_{\min }} C+\frac{1}{2}\left(\frac{K W_{n B}}{W_{\min }}+K_{1}\right) C+\frac{1}{2}\left(\frac{K\left(W_{p A}+W_{p B}\right)}{W_{\min }}+K_{1}\right) C \\
& =\frac{1}{2}\left(\frac{(1+K)\left(W_{n B}+W_{p A}+W_{p B}\right)}{W_{\min }}+2 K_{1}\right) C \tag{3.20}
\end{align*}
$$

$$
\begin{align*}
C_{1} & =\frac{1}{2} \frac{W_{n A}}{W_{\min }} C+\frac{1}{2} \frac{W_{n B}}{W_{\min }} C+\frac{1}{2}\left(\frac{K\left(W_{n A}+W_{n B}\right)}{W_{\min }}+K_{1}\right) C \\
& =\frac{1}{2}\left(\frac{(1+K)\left(W_{n A}+W_{n B}\right)}{W_{\min }}+K_{1}\right) C \tag{3.21}
\end{align*}
$$

Similarly the channel resistances in case of 2-input NAND gate are given below

$$
\begin{array}{ll}
R_{n A}=\frac{W_{\min }}{W_{n A}} R & R_{n B}=\frac{W_{\min }}{W_{n B}} R \\
R_{p A}=\frac{W_{\min }}{W_{p A}} R & R_{p B}=\frac{W_{\min }}{W_{p B}} 2 R \tag{3.23}
\end{array}
$$

By substituting the channel resistances and the parasitic node capacitances in the parasitic delay equations for the 2 -input NAND gate in table 3.1 the path delays can be expressed explicitly in terms of transistor widths. Hence the model is greatly useful for faster and easy estimation of circuit delay and can be effectively used for circuit speed and power optimization using transistor sizing.

Similarly the input gate capacitance ( $C_{\text {in }}$ ) and the interconnect wire capacitance ( $C_{\text {wire }}$ ) can be modeled as shown below.

$$
\begin{equation*}
C_{i n}=\left(\frac{W_{n X}+W_{p X}}{W_{\min }}\right) C \tag{3.24}
\end{equation*}
$$

Modern deep submicron processes have a capacitance of about 0.2 fF per micrometer of wire length.

$$
\begin{equation*}
C_{\text {wire }}=0.2 \mathrm{fF} / \mu \mathrm{m} . L_{\text {wire }} \tag{3.25}
\end{equation*}
$$

Normalizing to the unit capacitance

$$
\begin{equation*}
C_{\text {wire }}=\frac{0.2 f F / \mu m \cdot L_{\text {wire }}}{\left(\frac{C_{\text {in }}}{W}\right) \cdot W_{\text {min }}} C=\frac{0.2 f F / \mu m \cdot L_{\text {wire }}}{2 f F / \mu m \cdot W_{\text {min }}} C=\frac{1}{10} \frac{L_{\text {wire }}}{W_{\min }} C \tag{3.26}
\end{equation*}
$$

In our analysis the wire resistance is not considered. Designers should add inverter repeaters to make the wire resistance negligible compared to transistor channel resistance. For more detailed discussion on how the expressions for the channel resistances and parasitic capacitances are derived please refer to [28].

This delay model can be easily extended to larger circuits where multiple gates are connected together by including interconnect wire capacitance and the input gate capacitance. For example consider a $2 \times 4$ Decoder circuit (DEC2) with enable signal using 3-input NAND gates and inverters as shown in Figure 3.6.


Figure 3.6: $2 \times 4$ Decoder circuit with enable signal

It is assumed that each of the NAND gates is identical and each of the inverters is identical.
Hence we only have to design one NAND gate and one inverter and use the same design for the others.


Figure 3.7: a) 3-input NAND

b) Inverter

Similar to the 2-input NAND gate we discussed earlier, determine the parasitic path delays to the output from each input for the 3-input NAND gate and the inverter circuit shown in Figure 3.7.

Now the possible path parasitic delays in case of $2 \times 4$ Decoder circuit shown in Figure 3.6 are

$$
\begin{align*}
& t_{d P(A O Y O r) D E C 2}=t_{d P(A Y f) N A N D 3}+R_{\text {out(AYfNAND3 }}\left[C_{\text {wire }}+C_{\text {in }(A Y r) I N V}\right]+t_{d P(A Y r) I N V}  \tag{3.27}\\
& t_{d P(A O Y O f) D E C 2}=t_{d P(A Y r) N A N D 3}+R_{\text {out(AYr)NAND3 }}\left[C_{\text {wire }}+C_{i n(A Y f I N V}\right]+t_{d P(A Y f I N V}  \tag{3.28}\\
& t_{d P(A Y Y O r) D E C 2}=t_{d P(B Y f N A N D 3}+R_{\text {out }(B Y f) N A N D 3}\left[C_{\text {wire }}+C_{\text {in(AYr)INV }}\right]+t_{d P(A Y r) / N V}  \tag{3.29}\\
& t_{d P(A I Y O f) D E C 2}=t_{d P(B Y r) N A N D 3}+R_{\text {out }(B Y r) N A N D 3}\left[C_{\text {wire }}+C_{i n(A Y f I N V}\right]+t_{d P(A Y f f I N V}  \tag{3.30}\\
& t_{d P(E N Y O r) D E C 2}=t_{d P(C Y f) N A N D 3}+R_{\text {out(CYffNAND3 }}\left[C_{\text {wire }}+C_{i n(A Y r) I N V}\right]+t_{d P(A Y r) I N V}  \tag{3.31}\\
& t_{d P(E N Y O f) D E C 2}=t_{d P(C Y r) N A N D 3}+R_{\text {out }(C Y r) N A N D 3}\left[C_{\text {wire }}+C_{i n(A Y Y f I N V}\right]+t_{d P(A Y f I N V} \tag{3.32}
\end{align*}
$$

To get the total path delay, add the corresponding effort delay $R_{\text {out }} \cdot C_{\text {load }}$ to each of the above expressions in Eq. 3.27 to Eq. 3.32.

Since the simplified RC delay model is explicitly expressed in terms of transistor channel widths, it helps in faster estimation of the circuit delay of any CMOS circuit and also helps analyze the effects of changing transistor channel widths on circuit delay easily. Unlike the logical effort model discussed in Chapter 2, this model allows p and n channel widths selection to be independent of each other in designing an effective circuit in terms of delay and power and is also more accurate than the logical effort model as it takes into consideration the interconnect wire capacitance which plays a significant role in determining the circuit delay when the wire lengths are long.

Minimizing just the delay using the above discussed delay model would result in large transistors which will consume more power and may not use the silicon area efficiently. Hence, there should be a constraint on power when minimizing the delay. Before using the power as a constraint to find the optimum transistor sizes, we need a model for the power changes when changing transistor widths [28]. Fortunately almost all power consumption is proportional to the width of the transistor channels. The power dissipative components in CMOS circuits consist of off-state leakage power, dynamic power due to charging and discharging of node capacitances, shortcircuit power, switching power due to parasitic capacitances and glitch power due to unequal arrival of signals. But the major components are the leakage power, dynamic power and the shortcircuit power. Let us look at how these components are modeled as proportional to transistor channel widths.

## Off-state leakage power

When transistors are turned off, there can be a small drain current ( $\mathrm{I}_{\text {Doff }}$ ). Though this current is too small to have a considerable impact on the delay, it can have a significant impact on the power consumption.
$P_{\text {leak }}=V_{d d} I_{D o f f}=V_{d d}\left(\frac{I_{\text {Doff }}}{I_{\text {Don }}}\right) I_{\text {Don }}$

Where $\mathrm{I}_{\text {Don }}$ is the drain current when the transistor is on. If we approximate $\mathrm{I}_{\text {Don }}$ with channel impedance
$I_{D o n}=\frac{V_{d d}}{R_{o n}}=\frac{V_{d d}}{R} \frac{W}{W_{\text {min }}}$

Where R is the unit resistance, W is the channel width, and $\mathrm{W}_{\text {min }}$ is the minimum transistor width. Hence the leakage power is expressed in terms of transistor width as
$P_{l e a k}=V_{d d}\left(\frac{I_{\text {Doff }}}{I_{\text {Don }}}\right) I_{\text {Don }}=\frac{V_{d d}{ }^{2}}{R}\left(\frac{I_{\text {Doff }}}{I_{\text {Don }}}\right) \frac{W}{W_{\text {min }}}$

Dynamic power

The dynamic power consumption for a single logic gate (neglecting $\mathrm{C}_{\text {wire }}$ ) is given as
$P_{d y n \_ \text {gate }}=\left(C_{\text {out }}+C_{\text {load }}\right) V_{d d}^{2} f$

Where $\mathrm{C}_{\text {out }}$ comes from the parasitic delay and $\mathrm{C}_{\text {load }}$ from the effort delay. Since each transistor appears as part of the parasitic delay in one logic gate and the effort delay in another logic gate, it follows that each transistor contributes capacitance both through $\mathrm{C}_{\text {out }}$ and $\mathrm{C}_{\text {load }}$. Therefore, the dynamic power per transistor is approximately modeled as
$P_{d y n_{-} t r a n}=\left[\left[(1+K) \frac{W}{W_{\min }}+K_{1}\right] C+C\right] V_{d d}{ }^{2} f=[(2+K) C] V_{d d}{ }^{2} f \frac{W}{W_{\min }}+K_{1} C V_{d d}{ }^{2} f$

Where C is the unit capacitance, f is the frequency of charging and discharging the node capacitance.

## Short circuit power

Short circuit power is the only power dissipation component that cannot be modeled as proportional to transistor width. Fortunately, it is almost always negligible compared with other power dissipative components. Therefore, we do not need to include that in our optimization calculations.

Since most of the power consumption per transistor is proportional to the transistor channel width, the total power consumption of a CMOS circuit can be approximated as proportional to the sum of all the transistor widths in the circuit.

### 3.3 Optimization Methodology

In order to effectively optimize the circuit for speed and power by determining the optimum transistor channel width sizes, a heuristic approach based on gradient descent method is used. As discussed in Chapter 2, the gradient descent, also known as steepest descent, is a first order optimization algorithm used to find a local minimum by taking steps proportional to the negative of the gradient of the objective function (OF) at the current point in the decision variable (DV) space.

$$
\begin{equation*}
X_{i+1}=X_{i}-\delta[\nabla O F /|\nabla O F|] \tag{3.38}
\end{equation*}
$$

Where $\delta$ is the step size.

In our optimization analysis, each transistor width $\left(\mathrm{W}_{\mathrm{i}}\right)$ is bounded between a minimum $\left(\mathrm{W}_{\text {min }}\right)$ and a maximum ( $\mathrm{W}_{\text {max }}$ ) to avoid very large transistor widths and the decision variable space is normalized so that each transistor width after normalization varies from 0 to 1 .

$$
\begin{equation*}
W_{\text {norm }}=\frac{W_{i}-W_{\min }}{W_{\max }-W_{\min }} \tag{3.39}
\end{equation*}
$$

When minimizing power, the OF is considered as the sum of the transistor widths in the circuit as discussed in the power model.

$$
\begin{equation*}
O F=\sum W_{i} \tag{3.40}
\end{equation*}
$$

When minimizing delay, the OF is the maximum of all possible critical path delays.

$$
\begin{equation*}
O F=\max \{\text { path_delays }\} \tag{3.41}
\end{equation*}
$$

In this case, the minimum of the OF lies at the intersection of two delay paths and looks like a surface as shown in the figure below.


Figure 3.8: OF surface when minimizing delay

Since the minimum of the OF is V-shaped, it is very difficult to find a point at which the gradient is zero or very small to determine the convergence. Hence the convergence of the optimization algorithm is achieved when the step size falls below a small value $\varepsilon$ usually in the order of $10^{-5}$ or when the gradient of the OF w.r.t the decision variables is less than or equal to $\varepsilon$. The heuristic approach used in order to achieve faster and effective convergence is discussed below in steps.

1. Choose an initial step size $\delta=\delta_{\text {int }}$ and start the optimization using gradient descent method
2. While tracking the best OF point in the DV space found in each iteration, if the algorithm did not find a better OF value in $n$ iterations from the current iteration start the optimization from the previously found best point with a reduced value of $\delta$ i.e. $\delta=\delta / 2$
3. To speed up the convergence of the optimization problem, when the value of $\delta$ is less than $\delta_{1}$ but greater than $\delta_{2}$ such that $\delta_{\text {int }}>\delta_{1}>\delta>\delta_{2}$ reduce the number of iterations $n$ to $n_{1}$ required to achieve the better OF value. When the $\delta$ value is less than $\delta_{2}$ such that $\delta_{1}>$ $\delta_{2}>\delta>\varepsilon$ further reduce the number of iterations $n_{1}$ to $n_{2}$ required to achieve a better OF value.

To achieve satisfactory results without effecting the optimization results much, but to significantly reduce the convergence time choose $n_{1}=n / 2, n_{2}=n / 10 . \delta_{1}, \delta_{2}$ can be chosen depending on the value of $\delta_{\text {int }}$. For example, when $n=50$ then $n_{l}=25, n_{2}=5$ and when $\delta_{\text {int }}=0.5$ then $\delta_{1}=0.1, \delta_{2}=0.01$.

The circuit optimization is done to minimize the circuit delay with power constraint and to minimize the circuit power with delay constraint. The optimization algorithm is defined in such a way, when minimizing the delay with power constraint, at the current point in DV space if the power constraint is met then the OF is circuit delay otherwise the OF will be the circuit power. Similarly when minimizing the power with delay constraint, at the current point in DV space if the delay constraint is met then the OF is the circuit power otherwise the OF will be the circuit delay.

This heuristic approach helps to optimize the circuit much faster than the conventional methods discussed in [11] and [12] while converging to a satisfactory solution to obtain the optimum transistor widths for the circuit optimization involving the multiple delay paths and hundreds of transistor widths.

### 3.4 Model Validation

To validate the simplified RC delay model a simple four inverter chain circuit is considered. The model is tested against SPICE and Logical Effort(LE) in the case of the circuit with lightly loaded condition, i.e., with no interconnect wire capacitance, $\mathrm{C}_{\text {wire }}$ and small load capacitance, $\mathrm{C}_{\text {load }}$ and also in case of the circuit with heavily loaded condition, i.e., with large $\mathrm{C}_{\text {wire }}$ and $\mathrm{C}_{\text {load }}$. The analysis is done for 0.18 micrometer process technology. In case of the model for 0.18 micrometer process the values for $K$ and $K_{1}$ in equations (3.14) - (3.19) is equal to one i.e. $K=K_{1}=1$. The model is equivalent to the logical effort method when $K_{1}=0$ and $C_{\text {wire }}$ is ignored.

### 3.4.1 Lightly loaded case

Consider the circuit of four inverter chain as shown in the Figure 3.9 with no interconnect wire capacitance and a small load capacitance on the output node.


Figure 3.9: Four inverter chain with a light load and no $\mathrm{C}_{\text {wire. }} \mathrm{C}=0.89 \mathrm{fF}$ for $0.18 \mu \mathrm{~m}$ process It is assumed that the first inverter gate transistor widths are kept fixed. The p-transistor width is fixed at $1.414 \mathrm{~W}_{\text {min }}$ and the n -transistor width is fixed at $\mathrm{W}_{\text {min }}$. For the remaining inverter gates all the transistor widths are set at $\mathrm{W}_{\text {min }}$ initially, where $\mathrm{W}_{\text {min }}=0.36$ micrometers for a 0.18 micrometer process. The circuit is then optimized with different power constraints using the simplified RC delay model and the results are shown in the plot below.


Figure 3.10: Power-delay plot for lightly loaded case

From the above plot, in case of lightly loaded case the optimum transistor widths found by the model agrees well with SPICE results in the region with tight power constraints but did not agree well when the power constraint is kept loose. Also, it is obvious that the simplified RC delay model predicts delays much more accurately than the logical effort method.

The above four inverter chain can be solved in closed form for minimum delay to determine the optimum transistor sizes as discussed in [28] and the optimum value of transistor size ratio is found to be $Z_{i}=\sqrt{2}$; where $Z_{i}=W_{p i} / W_{n i}$ and $i$ represents the number of the inverter in the
inverter chain. The optimum widths found by the simplified RC delay model for minimum circuit delay in the lightly loaded case also agrees with the closed form solution i.e $Z_{i}=\sqrt{2}$

### 3.4.2 Heavily loaded case

Consider the circuit of four inverter chain as shown in Figure 3.11 with large interconnect wire capacitance and a large load capacitance on the output node.


Figure 3.11 Four inverter chain with a heavy load and large $C_{\text {wire. }}$. $=0.89 \mathrm{fF}$ for $0.18 \mu \mathrm{~m}$ process

Similar to the lightly loaded case it is assumed that the first inverter gate transistor widths are kept fixed, p-transistor width is fixed at $1.414 \mathrm{~W}_{\min }$ and the n -transistor width is fixed at $\mathrm{W}_{\text {min }}$. For the remaining inverter gates all the transistor widths are set at $\mathrm{W}_{\text {min }}$ initially, where $\mathrm{W}_{\min }=0.36$ micrometers for 0.18 micrometer process. The circuit is then optimized with different power constraints using the simplified RC delay model and the results are shown in the plot below.


Figure 3.12 Power-delay plot for heavily loaded case

From the above plot, in case of heavily loaded case the optimum transistor widths found by the model agrees well with SPICE results. Again, it is obvious that the simplified RC delay model predicts delay much accurately than the logical effort method.

The above SPICE results are the values when the optimum transistor widths found from optimizing the inverter chain using the model and the logical effort method are used in SPICE simulation to justify the widths found are actually reducing the SPICE delay.

Also, a comparison of CPU computation time taken to estimate the delay in case of cascaded inverter gates is done and is shown in Table 3.3.

|  | CPU Time (seconds) |  |  |
| :--- | :--- | :--- | :--- |
|  | SPICE | IRSIM | Model |
| INV | 0.022 | 0.001 | $<10^{\wedge}-3$ |
| INV $_{2}$ | 0.022 | 0.001 | $<10^{\wedge}-3$ |
| $\mathrm{INV}_{4}$ | 0.024 | 0.001 | $<10^{\wedge}-3$ |
| $\mathrm{INV}_{8}$ | 0.029 | 0.001 | $<10^{\wedge}-3$ |
| $\mathrm{INV}_{16}$ | 0.102 | 0.001 | $<10^{\wedge}-3$ |
| $\mathrm{INV}_{32}$ | 0.188 | 0.002 | $<10^{\wedge}-3$ |
| $\mathrm{INV}_{64}$ | 0.411 | 0.003 | $<10^{\wedge}-3$ |
| $\mathrm{INV}_{128}$ | 0.953 | 0.005 | $<10^{\wedge}-3$ |
| $\mathrm{INV}_{256}$ | 1.582 | 0.008 | $<10^{\wedge}-3$ |

Table 3.3: CPU time comparison

In the above table the subscript beside the term INV refers to the number of cascaded inverter gates. As you can see from the table 3.3, SPICE takes significant amount of computation time for circuits with just couple of hundreds of transistors, while the IRSIM and the Model did not take much computation time compared to SPICE. Overall the model performed well in quickly estimating the delay of the circuit.

### 3.5 Convexity of the objective function

Reference [29] says a real function $f$ is convex on an interval [ $a, b$ ] if for any two points $x_{1}$ and $x_{2}$ in $[\mathrm{a}, \mathrm{b}]$ and any $\lambda$ where $0<\lambda<1$,

$$
\begin{equation*}
f\left[\lambda x_{1}+(1-\lambda) x_{2}\right] \leq \lambda f\left(x_{1}\right)+(1-\lambda) f\left(x_{2}\right) \tag{3.42}
\end{equation*}
$$

In our optimization using transistor sizing, each transistor width is bounded between a minimum and a maximum i.e. $W_{i} \in\left[W_{\min }, W_{\max }\right]$. The parasitic channel resistance, parasitic channel and diffusion capacitances, wire capacitance terms discussed in Section II are all convex on the interval $\left[W_{\min }, W_{\max }\right]$ as they all obey the above condition for the convex function. It is also observed that the product of the channel resistance and the parasitic capacitance is also convex on the interval $\left[W_{\min }, W_{\max }\right]$. From the properties of the convex functions, if two functions are convex then the sum of two convex functions is also convex. Hence the path delay expressions which are just the sum of the convex functions is also convex over the interval [ $\left.W_{\min }, W_{\max }\right]$.

When minimizing the delay, the objective function is the maximum of the possible critical path delays. Again, from the properties of convex functions, if two functions are convex then the maximum of the two convex functions is also convex. Since each path delay is convex on the interval $\left[W_{\min }, W_{\max }\right]$, the maximum of the path delays is also convex on the interval $\left[W_{\min }, W_{\max }\right]$.

When minimizing the power, the objective function is the sum of the transistor widths which is also convex on the interval $\left[W_{\min }, W_{\max }\right]$ as per the definition of the convex function.

## CHAPTER IV

## PERFORMANCE EVALUATION \& OPTIMIZATION RESULTS

### 4.1 Parallel prefix adders

Addition forms the basis for many processing operations. As a result, adder circuits are of great interest to digital system designers. Many adder architectures serve different speed and area requirements. The focus of this dissertation is to model the popular high speed parallel prefix adders such as Brent-Kung, Skylanksy and Kogge-Stone using the simplified RC delay model and compare their performance w.r.t speed and power by optimizing with different performance constraints.

These adders perform the addition operation based on carry generation and propagation logic.
The expressions to describe whether a group spanning bits i...j, inclusive, generate or propagate a carry are given as shown

$$
\begin{align*}
& G_{i: j}=G_{i: k}+P_{i: k} \cdot G_{k-1: j}  \tag{4.1}\\
& P_{i: j}=P_{i: k} \cdot P_{k-1: j} \tag{4.2}
\end{align*}
$$

With the base case

$$
\begin{align*}
& G_{i: i}=A_{i} \cdot B_{i}  \tag{4.3}\\
& P_{i: i}=P_{i}=A_{i} \oplus B_{i} \tag{4.4}
\end{align*}
$$

For an N bit adder size, the Brent-Kung adder computes the carry generate and propagate prefixes for 2-bit groups. These are used to find prefixes for 4-bit groups, which in turn are used to find prefixes for 8 -bit groups, and so forth. The prefixes then fan back down to compute the carries-in to each bit. The adder requires $2\left(\log _{2} \mathrm{~N}\right)-1$ stages. The fanout is limited to 2 at each stage. The Skylansky adder reduces the delay $\log _{2} \mathrm{~N}$ stages by computing intermediate prefixes along with the large group prefixes. This comes at the expense of fanouts that double at each level. These high fanouts cause poor performance on wide adders unless the gates are appropriately sized. The Kogge-Stone adder achieves both $\log 2 \mathrm{~N}$ stages and fanout of 2 at each stage. This comes at the cost of many long wires that must be routed between stages. The adder also contains more PG cells; while this may not impact the area if the adder layout is on a regular grid, it will increase the power consumption. Despite these costs, the Kogge-Stone adder is widely used in highperformance 32 -bit and 64-bit adders. This dissertation presents power-delay performance comparison for these adders in case of 32 bit, 64 bit and 128 bit adder sizes. For simplicity 16 -bit adder structures are presented as shown in the figures Figure 4.1, Figure 4.2 and Figure 4.3 to discuss the design methodology used for 32-bit, 64 -bit and 128 -bit adders. $\square$-refers to bitwise PG cell, $\square$ - refers to gray cell designed as AOI gate, $\square$ - refers to black cell designed as combination of AOI gate and NAND gate, ᄃ। - refers to gray cell designed as OAI gate, ㄷ refers to black cell designed combination of OAI gate and NOR gate, 8 - refers to an inverter gate, $\quad 8$ - refers to a pair of inverter gates and $\boldsymbol{\Delta}$-refers to sum bit generating gate. [30] discusses the design of bitwise PG cell, gray cell, black cell and sum bit cells in detail. It is important to note that AOI gate takes in un-inverted inputs and generates an inverted output. Similarly the OAI gate takes in inverted inputs and generates an un-inverted output. Hence inverter gates are used as needed to provide the right input signal to the corresponding gates. Also, in order to simplify the adder design and analysis problem it is assumed that gates are identical in size to other gates if the gates are driving a similar load. Since many gates drive similar loads, in each stage of the adder structure there will be groups of identical gates.


[^0]Figure 4.1: 16-bit Brent-Kung adder

$\begin{array}{lllllllllll}\mathrm{C}_{\text {out }} \mathrm{S}_{15} & \mathrm{~S}_{14} \mathrm{~S}_{13} & \mathrm{~S}_{12} & \mathrm{~S}_{11} \mathrm{~S}_{10} & \mathrm{~S}_{9} & \mathrm{~S}_{8} & \mathrm{~S}_{7} & \mathrm{~S}_{6} & \mathrm{~S}_{5} & \mathrm{~S}_{4} & \mathrm{~S}_{3} \\ \mathrm{~S}_{2} & \mathrm{~S}_{1} & \mathrm{~S}_{0}\end{array}$
Figure 4.2: 16-bit Skylansky adder


Figure 4.3: 16-bit Kogge-Stone adder

In the above figures of the adder structures, each identical group is enclosed in curly braces ' $\}$ ' and each logic gate in a stage is represented by the input bit position for quick reference to the identical groups.

The path delay expressions are determined using the simplified RC delay model as discussed earlier for those paths in order to define all the possible critical path delays and also to include all the circuit's non-identical transistor widths in the decision variable space. The wire capacitance as modeled in (3.26) is determined by the length of the interconnect wire. It is assumed that the wire capacitance for small wires is zero and only the wire capacitances of those wires that are significantly long were included as non-zero capacitance in calculating the circuit delay.

### 4.2 Optimization Results

The circuit analysis is done in the case of TSMC 0.18 micrometer process technology i.e. $\mathrm{K}=1$, $\mathrm{R}=5 \mathrm{~K} \Omega, \mathrm{C}=0.89 \mathrm{fF}$ and $\mathrm{C}_{\text {load }}=2 \mathrm{C}$. Using the optimization methodology discussed in Section III, the three adder structures are optimized to determine the optimum transistor widths while meeting the performance constraints and the results are shown in Figure 4.4, Figure 4.5 and Figure 4.6 for 32-bit, 64 -bit and 128 -bit adder sizes respectively. During the optimization, it is assumed that all the transistors widths in the first stage of the adders are kept fixed at the minimum transistor width. The first data point on the left-side of each power-delay curve refers to the minimum delay point found with no power constraint, the last data point on the right-side of each power-delay curve refers to the data point when minimum transistor widths are used for all the circuit transistors and the rest of the data points were determined by minimizing power with different delay constraints. The small solid circle on each curve refers to the minimum power-delay product data point.


Figure 4.4: Power-delay comparison plot for 32-bit adder case

In the case of a 32-bit adder after circuit optimization the Skylansky adder is the fastest of all three adders, followed by Kogge-Stone and then Brent-Kung. However, the Brent-Kung has the minimum power-delay product followed by Skylansky and then Kogge-Stone.


Figure 4.5: Power-delay comparison plot for 64-bit adder case
In the case of a 64-bit adder after circuit optimization the Kogge-Stone adder is the fastest of all three adders, but its power consumption is excessive. It is followed by Skylansky and then BrentKung in terms of speed, whereas Brent-Kung still has the minimum power-delay product followed by Skylansky and then the Kogge-Stone.


Figure 4.6: Power-delay comparison plot for 128-bit adder case
In the case of a 128-bit adder after circuit optimization the Kogge-Stone adder is still the fastest of all three adders, but again with excessive power consumption. Kogge-Stone is now followed by Brent-Kung and then the Skylansky in terms of speed. Whereas Brent-Kung still has the minimum power-delay product followed by Skylansky and then the Kogge-Stone.

From the above three plots it can be observed that Kogge-Stone is the fastest when power consumption is not a problem. The Brent-Kung adder has the minimum power-delay product when optimum transistor widths are used in all the three adder sizes. Appendix A shows more details on the optimum transistor widths found and the histograms of the transistor widths for all the three adders at various constraints.

## CHAPTER V

## CONCLUSION

The proposed simplified RC delay model can quickly estimate the circuit delay for any complex CMOS circuit. It is more accurate and allows more efficient circuit design than the existing logical effort method in that it includes the effects of interconnect wire capacitance in determining the circuit delay and determines p and n transistor widths independently. It is much easier to use the numerical optimization techniques with our simplified RC delay equations rather than SPICE for the following reasons:

1. The delays are explicit functions of transistor widths making it obvious what happened when any width is changed.
2. The width dependence of the delays is smooth so that simple numerical methods can be used to quickly find the optimum transistor widths.

Using the model and a heuristic gradient based optimization technique discussed in Chapter III the three popular parallel prefix adders are optimized and the power-delay performance comparison was done without having to do tedious layout and simulation. The results suggest that the Brent-Kung adder has the smallest power-delay product when optimum transistor widths are used, followed by the Skylansky adder and then the Kogge-Stone adder. While Kogge-Stone is the fastest, it comes at the expense of excessive power consumption.
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## APPENDICES

## APPENDIX A

Histograms for 32-bit adder size for minimum delay case; where $\Delta t=\mathbf{R} * \mathbf{C}$


Histograms for 32-bit adder size with delay constraint of $\operatorname{tmax}=\mathbf{2 5 0 *} \Delta t$, where $\Delta t=\mathbf{R}^{*} \mathbf{C}$


Histograms for 32-bit adder size with delay constraint of tmax $=\mathbf{3 0 0} * \Delta t$, where $\Delta t=\mathbf{R}^{*} \mathbf{C}$


Histograms for 32-bit adder size with delay constraint of $\operatorname{tmax}=\mathbf{3 5 0} * \Delta t$, where $\Delta t=\mathbf{R}^{*} \mathbf{C}$


## Histograms for 32-bit adder size for minimum power-delay product



## APPENDIX B

## Histograms for 64-bit adder size for minimum delay case; $\Delta t=R * \mathbf{C}$


$\underline{\text { Histograms for 64-bit adder size with delay constraint of tmax }=\mathbf{3 0 0} * \Delta t \text {, where } \Delta t=R * C}$

$\underline{\text { Histograms for 64-bit adder size with delay constraint of tmax }=350 * \Delta t \text {, where } \Delta t=R^{*} \mathbf{C}}$

$\underline{\text { Histograms for 64-bit adder size with delay constraint of } \operatorname{tmax}=400^{*} \Delta t \text {, where } \Delta t=R^{*} C}$


## Histograms for 64-bit adder size for minimum power-delay product



## APPENDIX C

## Histograms for 128-bit adder size for minimum delay case; $\Delta \mathbf{t}=\mathbf{R} * \mathbf{C}$



Histograms for 128-bit adder size with delay constraint of $\operatorname{tmax}=400 * \Delta t$, where $\Delta t=R^{*} \mathbf{C}$


Histograms for 128-bit adder size with delay constraint of $\operatorname{tmax}=550 * \Delta t$, where $\Delta t=R * C$


## Histograms for 128-bit adder size for minimum power-delay product
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