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PREFACE

The purpose of the present paper was to investigate the influence discontinuous input voltages have on the response of the various basic filters. Although the literature on the steady-state response of these filters is very numerous. scarcely any information could be obtained concerning the transient response. The attempt was, therefore, made to compute the transient responses of the basic filters taking into account losses in the circuit elements. The results have been obtained by application of the theory of Fourier transm formation and Heaviside's theorem.
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## Chapter I

The Ideal Band-Pass Filter

The subject of this chapter is to compute the transient that will be expected at the output of a so called idealized filter; i.e., a filter which shows neither amplitude nor phase distortion for signals which are composed of frequencies lying inside the pass band of the filter. In spite of the fact that this filter is able to transfer any signal of this nature without distortion (this restriction demands that the signal be periodic) there will be a transient at the switching instant, for the theory of Fourier transformation shows that every switching process inserts a frequency band of infinite broadness. Because the purpose of the filter is to be frequency discriminative one would expect a transient at the output of the filter at the switching instant.

Two possible methods of analysis of the problem are Fourier transformation and Laplace transformation. Of these the theory of Fourier analysis is more convenient. The more general theory of Laplace transformation would have to be specialized in such a way that there would be only a formal difference in the definitions of these transformations.

Fourier transformation

$$
f(j \omega)=\frac{1}{2 \pi} \int_{0}^{\infty} f(t) e^{-j \omega t} d t
$$

Laplace transformation


The Fourier transformation is much more illustrative for, instead of the complex factor $s$ which has no physical significance, the parameter $\omega$ in the Fourier transformation has the significance of a frequency, which is a very familiar concept to engineers and physioists.

The first question that arises now is, what are the properties of an electrical network that shows no distortion at all; i.e., a network that reproduces any input signal with only a change in amplitude even though the signal may be composed of frequencies inside a frequency band extending from zero to infinity (including discontinuities). According to the Fourier transformation theory any input signal of this nature may be written in the follow ing way:

$$
f(t)=\int_{-\infty}^{\infty} f(j \omega) e^{j \omega t} d \omega
$$

The action of the filtering process is mathematically expressed as a multiplication of the frequency response and a term expressing the frequency dependence of the transfer through the filter. Frequency response always includes both amplitude and phase response.

$$
F_{2}(j \omega)=F_{1}(j \omega) A(j \omega) \cdot A(j \omega) \text { may be complex and may be }
$$

written in the form

$$
\begin{aligned}
& A(j \omega)=|A(\omega)| e^{j \varphi(\omega)} \\
\text { or } & A(j \omega)=X(\omega)+j Y(\omega), \\
\text { where } & A^{2}=X^{2}+Y^{2} \quad \text { and } \varphi=\tan ^{-1}\left(\frac{Y}{\bar{X}}\right) .
\end{aligned}
$$

Equation 1.1 changes now into

$$
f_{2}(t)=\int_{-\infty}^{+\infty} F_{1}(j \omega)|(A)| e^{j \varphi(\omega)} e^{j \omega t} d \omega
$$

If the signal is allowed to have a time delay and an amplitude distortion at the output, the form of the output has to be:

$$
\begin{aligned}
& f_{2}(t)=K f_{1}\left(t-t_{0}\right)=K \int_{-\infty}^{+\infty} F_{1}(j \omega) e^{j \omega\left(t-t_{0}\right)} d \omega \\
&=\int_{-\infty}^{+\infty} F_{1}(j \omega) K e^{-j \omega t_{0}} e^{j \omega t} d \omega
\end{aligned}
$$

A comparison of equation 1.2 and 1.3 gives:

$$
A=K \quad \varphi(\omega)=-\omega t_{0}
$$

The amplitude characteristic of the filter has to be a constant, and the phase characteristic has to show a phase delay proportional to frequency, as shown in Figure 1.


Fig. 1. Amplitude and phase characteristic of an ideal network.

Another property of the ideal network is found very easily. If an arbitrary phase angle $\omega_{0}$ is added to the phase characteristic, the influence on the output signal consists only of a change in time delay. This can be proved in the following way:

$$
A(j \omega)=K e^{-j\left(\omega t+\varphi_{0}\right)}=K e^{-j \omega\left(t+\frac{\varphi_{0}}{\omega}\right)}
$$

It is therefore not essential how the phase characteristic is assumed. It
has only to be a straight line and its position in the $\varphi-\omega$ plane can be arbitrary. As a next step the constant-amplitude characteristic shall be narrowed to a frequency band of the broadness $\omega_{2}-\omega_{1}$. There shall be a unit step inserted at the input of this network. The frequency distribution of the unit step is computed in the following way:

$$
\begin{aligned}
S(j \omega) & =\frac{1}{2 \pi} \int_{0}^{\infty} f(t) e^{-j \omega t} d t \quad f(t)=U(t) E \\
& =\frac{1}{2 \pi} \int_{0}^{\infty} E e^{j \omega t} d t=\frac{1}{2 \pi j \omega} E
\end{aligned}
$$

This voltage inserted on the ideal filter gives the frequency distribution of the output:

$$
S(j \omega)=\frac{E K}{2 \pi j \omega} e^{-j \omega t_{0}}
$$

In the exponent appears a negative sign in order to express a time delay. The reverse transformation of this expression is

$$
f(t)=\frac{E K}{2 \pi j} \int_{-\infty}^{+\infty} \frac{e^{-j \omega t} 0 e^{j \omega t}}{\omega} d \omega
$$

In order to consider that the band filter only transfers frequencies from $\omega_{1}$ to $\omega_{2}$ only a part of the whole path of integration has to be taken. Because the integration has to be done from $-\infty$ to $+\infty$ the frequencies $-\omega_{1}$ and $-\omega_{2}$ must also be considered. The path of integration consists therefore of the following two pieces: (Figure 2)


In all integrals of this form it must be noted whether there are poles of the integrand on the path of integration. Although the integrand is zero (for $A(j \omega)=0$ ) at the point $\omega=0$, this point is critical and determines in a way the behaviour of the transferred signal. The path of integration must therefore be interpreted in another way. It shall be split up in the following way.

First path $\quad-\omega_{2}<\omega<\omega_{2}$
Second path $-\omega_{1}<\omega<\omega_{1}$
A subtraction of these paths gives the same path as was found earlier. The transformation integral changes now to the following two integrals:
$f(t)=\frac{E K}{2 \pi j} \int_{-\omega_{2}}^{-\omega_{1}} \frac{e^{j \omega\left(t-t_{0}\right)}}{\omega} d \omega+\frac{E K}{2 \pi j} \int_{\omega_{1}}^{\omega_{2}} \frac{e^{j \omega\left(t-t_{0}\right)}}{\omega} d \omega$
This may be written in the following way:


Both of these integrals are of the same kind:

$$
\int_{-\alpha}^{a} \frac{e^{j \omega\left(t-t_{0}\right)}}{\omega} d \omega
$$

With a transformation of variables this is transformed to

$$
w\left(t-t_{0}\right)=u \quad d w=\frac{d u}{t-t_{0}}
$$

and with

$$
\begin{aligned}
a\left(t-t_{0}\right) & =b \\
& \int_{-b}^{b} \frac{e^{j u}}{u} d u
\end{aligned}
$$

This may be written as

$$
\int_{-b}^{+b} \frac{\cos u}{u} d u+j \int_{-b}^{+b} \frac{\sin u}{u} d u
$$

This integral can be split up and each term treated individually. The first term shows a pole at $u=0$. It is therefore finite only when the point zero is excluded; i.e., when the path of integration changes in the following way: (Fig. 3)


Fig. 3. Path of integration for the first term.
The wey excluding zero shall be assumed to be a semicircle, but it could be another path, as can be proved with the aid of the theory of residues. Because the integrend is an odd function, the two integrations from - b to $-r$ and $r$ to $b$ cancel each other. The integral changes therefore to

$$
\int_{-b}^{\frac{\cos u}{u} d u=\lim _{r=0}^{a b}} \int_{-}^{\frac{\cos u}{u} d u} \quad \begin{aligned}
& u=r e^{j \varphi} \\
& d u=j r e^{j \varphi} d \varphi \\
& \lim _{r=0} \cos r e^{j \varphi}=1
\end{aligned}
$$

Whereby the path of integration consists only of the following curve:


The integral, therefore, transforms into:

$$
\int_{-b}^{+b} \frac{\cos u}{u} d u=j \int_{0}^{\pi} \frac{r e^{j \varphi}}{r e^{j \varphi}} d \varphi=j \int_{0}^{\pi} d \varphi=j \pi
$$

Principally there exists another approach to the problem. The function of complex variables gives the following theorem, called Cauchy's theorem:

Given a function which is analytic on a closed path. The somcalled residues of this function are defined as follows:
$R=\frac{1}{2 \pi j} \oint \frac{f(z) d z}{z-z_{0}}$ where $z_{0}$ is the value of $z$ at a point where $f(z)$ has a pole. The value of this residue may be found as the coefficient of the first negative power of the power series of $f(z)$ developed in the neighborhood of $z=z_{0}$.

The theorem of Cauchy states now that the integral once around the closed contour is equal to the sum of the residues inside this path of integration. The idea of the calculus of residues is to change the path of integration along the real axis to the path shom in the figure below.


For most practical applications it gan be proved that the integral olong the path ACB tends to gero, as the radius of the half circle approaches infinity. This path, therefore, contributes nothing to the total integral. According to Cauchy's theorem the integral from A to B must, therefore, be equal to the sum
of the residues on the left half plane. Unfortunately Cauchy's theorem cannot be applied to this problem, for a prerequisite for the application of Cauchy's theorem is that the function, the residue of which shall be evaluated, be analytic on the boundary. This is not the case for the present problem, because there are two places on the $u$ axis where the integrand shows a discontinuity; namely, at the frequency limits of the ideal filter.

The second term in equation 1.5 is:


This integral has no pole at $u=0$ since $\frac{7 i m}{}=0 \frac{\sin u}{u}=1$. This may be proved with the aid of Bernoulli-Hopital's theorem, which states that

$$
\lim _{x=0} \frac{f(x)}{g(x)}=\operatorname{lin} x=0 \frac{f^{\prime}(x)}{g^{\prime}(x)}
$$

In this case:

$$
\lim _{u=0} \frac{\sin u}{u}=\frac{\lim }{u=0} \frac{\cos u}{1}=1
$$

The integrand is an even function and, therefore, the integral may be written:

$$
\int_{-u}^{u} \frac{\sin u}{u} d u=2 \int_{0}^{u} \frac{\sin u}{u} d u
$$

This integral is know as the "sine-integral"

$$
\int_{0}^{x} \frac{\sin x}{x} d x=\operatorname{Si}(x)
$$

All these integrals inserted into equation 1.4 give:

$$
f(t)=\frac{E K}{\pi}\left[S I_{2}\left(t-t_{0}\right)-S i I_{1}\left(t-t_{0}\right)\right]
$$

The slopes of the first term and the second term are

$$
\frac{E \omega_{I}}{\pi} \text { and } \frac{E \omega_{2}}{\pi}
$$

As readily seen, the higher the frequency is, the steeper is the slope of these terms.

The slope of the combination of the two components is, therefore:

$$
\operatorname{tg} \varphi=\frac{E \omega_{1}}{\pi}-\frac{E \omega_{2}}{\pi}=\frac{E}{\pi}\left(\omega_{1}-\omega_{2}\right)=\frac{E}{\pi} \Delta \omega
$$

The slope of the curve at the steepest point is only a function of the band width of the filter and is not dependent on the position of the pass band on the frequency axis. In order to illustrate this more theoretical derivation there will be given some special cases in Chapter 4.

The response of a high-pass filter can be found when $\omega_{2}$ in equation 1.4 approaches infinity. $\operatorname{Si}_{2}\left(t-t_{0}\right)$ then becomes a step function with the amplitude $\frac{\pi}{2}$ for positive $t$ and $-\frac{\pi}{2}$ for negative $t$. The response of the highpass filter is, therefore:

$$
f(t)=\frac{E K}{\pi}\left[\frac{\pi}{2}-\operatorname{SiN}_{I}\left(t-t_{0}\right)\right]
$$

It must be noted that the computed output of the filter never contains a direct-current component, because the chosen path of integration carefully avoided the point $\omega=0$. In most applications only the shape of the transient response is interesting. For other cases the function $\frac{E K}{2} U(t)$ must be added to the output function if the frequency $\omega=0$ is transmited through the filter. In the calculation of the response of the high-pass filter use could be made of the fact that all the frequencies which have been retained by the low-pass filter go through the high-pass filter. The sum of the responses of a high-pass filter and of a lownass filter with the same limit-frequencies mast, therefore, be equal to the undistorted transferred input voltage EKU(t), or in other words:

$$
\begin{aligned}
f_{2}(t)_{H P} & =\operatorname{Kf}(t)-f_{2}(t) I P \\
f_{2}(t)_{H P} & =\operatorname{ER}\left[U(t)-\frac{1}{\pi} \operatorname{si} \omega_{1}\left(t-t_{0}\right)\right] \\
& =\frac{E K}{\pi}\left[\pi-\operatorname{si} \omega_{1}\left(t-t_{0}\right)\right]
\end{aligned}
$$

This result is equel to equation 1.6 with the exception of the direct current EK which was added to it. This way of calculation is valid only for the ideal 2 low-pass and high-pass filters. It may be applied to the ideal band-pass filter and the ideal bond-elimination filter. Because the bandelimination filter thansfers the frequency $\omega=0$, a direct current component $\frac{2 K}{2}$ must be added to the solution obtained with the aid of the contour integration. In Chapter 4 use will be made of the relation between the band-pass filter and the bendelinination filtor. This way of computation is moch simpler and gives imodiately the correct answer including directmarrent components. The only discontinuity thet was consjdered until now was the unit-step func tion. The responge of a networle to a unit-step gives the possibility of celculatiog the mesponae of the same networ? to any other function with a discontinuity; i.e., the sudden application of a sjem on cosinemfunction at the input terminal of the network. The relation betwen these two responses is given in temp of an axpession wich is analogous to the supen position fntegral in the theory of Laplace trangformationc. The derivation for the application of the superpodtion integrel to the Tourier transformtion 1s exaetiy the same as in the theory of Laplace trensformations. The remvit is:

$$
V_{2}(t)=\frac{d}{d t} \int_{0}^{t} V_{1}(t) V_{0}(t-\tau) d \tau
$$

$V_{0}(t)$ is the response of the filter to a etep function at the input temmals. The engineer usualy contents himele with etterpting to make the transient to
a step function as small as possible and assumes that a minimal response to a step function results in a minimal response to any discontinuous function.

## Chapter II

Transients in T and II Sections

1. Basic Theory of Foun-Terminal Networks

The common theory of passive linear four-terminal networks shows that the input voltage and input current are merely linear combinations of output current and output voltage.

$$
\begin{aligned}
& V_{1}=a_{11} V_{2}+a_{12} I_{2} \\
& I_{1}=a_{21} V_{2}+a_{22} I_{2}
\end{aligned}
$$

These so-called chain equations are much more adequate for filter problems, because a connection of two four-terminal networks in cascade results only in a matrix-multiplication of the two chain equations. The $\mathrm{a}_{\text {ik }}$ are functions of the nature of the four-terminal network. They fulfill the relation

$$
\left|\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right|=1
$$

If the foun-terminal network is symmetrical; i.e., it does not change its character at an interchange of input terminals and output terminals, it will be show that $a_{11}=a_{22}$.

As a proof, solve the equations 2.1 for $V_{2}$ and $I_{2}$. Taking into account the fact that both $V_{2}$ and $I_{2}$ have the wrong direction when the four-terminal network is looked at from the output terminals, the result is:

$$
\begin{gathered}
\nabla_{2}=\left|\begin{array}{ll}
\nabla_{1} & a_{12} \\
I_{1} & a_{22}
\end{array}\right|=a_{22} \nabla_{1}-a_{12} I_{1} \\
-I_{2}=-\left|\begin{array}{cc}
a_{11} & V_{1} \\
a_{21} & I_{1}
\end{array}\right|=a_{21} V_{1}-a_{11} I_{1}
\end{gathered}
$$



Fig. 4. Foun-terminal network.

The minus signs appear because the currents are flowing away from the load and into the voltage source. A change in direction of the two currents changes the equations into the form

$$
\begin{aligned}
& V_{2}=a_{22} V_{1}+a_{12} I_{1} \\
& I_{2}=a_{21} V_{1}+a_{11} I_{1}
\end{aligned}
$$

$$
2.3
$$

A comparison of the equations 2.3 with 2.1 shows that the equation $a_{I I}=a_{22}$ must be fulfilled, if the four-terminal network is symmetrical.

## 2. The T-Type Filter

(a) Network equations for the T-section.

A T-section is show in Figure 5.


> Fig. 5. T-section.

The loop equations for this network are given by

$$
\begin{aligned}
& v_{1}=\left(\frac{1}{2} Z_{1}+Z_{2}\right) I_{1}-Z_{2} I_{2} \\
& v_{2}=z_{2} I_{2}-\left(\frac{1}{2} Z_{1}+Z_{2}\right) I_{2}
\end{aligned}
$$

$$
2.4
$$

From the second equation the value $I_{1}$ can be computed

$$
I_{1}=\frac{1}{Z_{2}}\left[V_{2}+\left(\frac{1}{2} Z_{1}+Z_{2}\right) I_{2}\right]
$$

This value inserted into the first of the equations 2.4 gives

$$
\begin{aligned}
& V_{1}=\frac{1}{Z_{2}}\left(\frac{1}{2} Z_{1}+Z_{2}\right) V_{2}+\frac{1}{Z_{2}}\left(\frac{1}{2} Z_{1}+Z_{2}\right)^{2} I_{2}-Z_{2} I_{2} \\
& I_{1}=\frac{1}{Z_{2}} v_{2}+\frac{1}{Z_{2}}\left(\frac{1}{2} Z_{1}+Z_{2}\right) I_{2}
\end{aligned}
$$

From these two equations the network parameters are evaluated in the following way

$$
\begin{array}{ll}
a_{11}=1+\frac{z_{1}}{2 Z_{2}} & a_{12}=\frac{z_{1}^{2}}{4 Z_{2}}+z_{1}+z_{2}-z_{2} \\
a_{21}=\frac{1}{z_{2}} & a_{22}=a_{11}
\end{array}
$$

(b) Wave parameters of a T-section.

As the network parameters show, there are four constants that determine the nature of any foumterminal network. But in addition to these four network parameters there are two additional equations which have to be fulfilled, when the network is symmetrical and passive, namely, the determinant of the coefficients $a_{i k}$ (equation 2.2) muat be equal to 1. Furthermore $a_{11}=a_{22}$.

For the symmetrical and passive four-terminal network there are, therefore, only two parameters required. In the aase of the T-section the impedanoes $Z_{1}$ and $Z_{2}$ may be considered as such parameters. It is a general oustom to chose two parameters that seem to have more practionl velue. They are oolled the wave parameters $g$ and $Z_{0}$. gis called the propagation constant $Z_{o}$ is called the characteristio impedance The propagation constant $g$ is a measure of the relation between input power and output power. The characteristic impedance $Z_{0}$ is 1dentioal. with the genorally used characteristio impedance. The exact derivation for these and tho following relations may be found in teatbooks doeling with theory of networks. ${ }^{\text {I }}$

In the same way as the notwork parameters aik were evaluated in torms of $Z_{\eta}$ and $z_{2}$, thoy may also be ovaluated in terms of $g$ and $Z_{0}$. The thoosy of communication networks gives the following solution:

$$
\begin{aligned}
& V_{1}=\cosh (\mathrm{g}) V_{2}+Z_{0} \sinh (\mathrm{~g}) I_{2} \\
& I_{1}=\sinh (\mathrm{g}) \frac{V_{2}}{Z_{0}}+\cosh (\mathrm{g}) I_{2}
\end{aligned}
$$

These two equations are the most important equations of the theory of foun-terminal networks, because they relate the network parameters, which may be measured at any four-terminal network, with $g$ and $Z_{o}$. This measurement consists of a measurement of input voltage and input current in the case of short circuited output and open circuited output. Equation 2.1 shows for the different cases:
short circuited output: $\mathrm{V}_{2}=0$

$$
a_{12}=\frac{V_{1}}{I_{2}} \quad a_{22}=\frac{I_{1}}{I_{2}}
$$

open circuited output: $I_{2}=0$

$$
a_{11}=\frac{V_{1}}{V_{2}} \quad a_{21}=\frac{I_{1}}{V_{2}}
$$

The network parameters are therefore:

$$
\begin{array}{ll}
a_{11}=\cosh (g) & a_{12}=z_{0} \sinh (g) \\
a_{21}=\frac{\sinh (g)}{z_{0}} & a_{22}=\cosh (g)
\end{array}
$$

And from these equations it is easy to evaluate:

$$
z_{0}=\sqrt{\frac{a_{12}}{a_{21}}}
$$

Since $\operatorname{Cosh}(g)-1=a_{11}-1=2 \operatorname{Sin} h^{2}\left(\frac{g}{2}\right)$

$$
\sinh \left(\frac{\pi}{2}\right)=\sqrt{\frac{\theta_{11}-1}{2}}
$$

The relation $2 \operatorname{Sin} h^{2}\left(\frac{x}{2}\right)=\operatorname{Cosh}(x)-1$ may be proved as follows:

$$
\begin{aligned}
2 \sinh ^{2}\left(\frac{x}{2}\right) & =2\left[\frac{e^{x / 2}-e^{-x / 2}}{2}\right]^{2}=2 \frac{e^{x}-2+e^{-x}}{4} \\
& =\frac{e^{x}+e^{-x}}{2}-1=\cosh (x)-1
\end{aligned}
$$

The equations 2.7 and 2.8 are valuable for any four-terminal network. An application to the T-section gives:

$$
Z_{0}=\sqrt{\frac{a_{12}}{a_{21}}}=\sqrt{Z_{1} Z_{2}} \sqrt{1-\frac{Z_{1}}{4 Z_{2}}}
$$

and

$$
\sinh \left(\frac{g}{2}\right)=\sqrt{\frac{a_{11}-1}{2}}=\sqrt{\frac{Z_{1}}{4 Z_{2}}}
$$

(c) The characteristic impedance of the $T$-section.

Dealing with these so-called basic filters it is usual at the present time to follow the theory developed by Zobel. A very essential prerequisite of this theory is that $Z_{1} Z_{2}$ be real and independent of frequency. In other words $Z_{1}$ and $Z_{2}$ are reciprocal to each other with respect to a ohmic resistance $R$. It is usual to write:

$$
\mathrm{Z}_{1} \mathrm{Z}_{2}=\mathrm{R}^{2}
$$

Returning to the equation 2.9 , it is easily seen that the second term of the product on the right is the only term that is dependent upon frequency. With the abbreviation

$$
-\frac{Z_{1}}{4 Z_{2}}=x^{2}
$$

equations 2.9 and 2.10 change into

$$
\begin{array}{ll}
z_{n}=R \sqrt{1-x^{2}} & 2.9 a \\
\sinh \left(\frac{g}{2}\right)=i x & 2.10 a
\end{array}
$$

The plot of the function $Z_{0} m(x)$ shows the familiar impedance curve. See Figure 6.


Fig. 6. Characteristic impedance of a T-section.

As far as the computation goes until now, no assumption was made with regard to the nature of $Z_{1}$ and $Z_{2}$. The terminology used gives the possibility of bringing all sorts of basic filters (low pass, band pass, hf .ch pass and the related eliminators) into a single scheme. Furthermore, all the formulas have become very simple.
(d) The matching problem for basic filters.

Equation 2.9a shows, that the characteristic impedance of a Tsection is real inside the pass band. Nevertheless, this resistance is dependent upon frequency. It is impossible in practice to temminate filters with such frequency dependent ohmic resistances. Usually the filters are terminated with the value $R=\sqrt{Z_{1} Z_{2}} ;$ i.e., the value of the characteristic impedance when $x=0$. It can be shown that this value corresponds with the value of $Z_{0}$ at the midpoint of the pass band. ${ }^{2}$

## (e) The propagation constant g.

The propagation constant $g$ is given in equation 2.10

$$
\sinh \left(\frac{g}{2}\right)=j x
$$

wherein $g$ may be complex. The left side can be split up into real and imaginary terms: $g=a+j b$

$$
\sinh \left(\frac{g}{2}\right)=\sinh \left(\frac{a+i b}{2}\right)
$$

$$
=\sinh \left(\frac{a}{2}\right) \cosh \left(\frac{j b}{2}\right)-\cosh \left(\frac{3}{2}\right) \sinh \left(\frac{j b}{2}\right)
$$

$$
=\sinh \left(\frac{a}{2}\right) \cos \left(\frac{b}{2}\right)-j \cosh \left(\frac{a}{2}\right) \sin \left(\frac{b}{2}\right)
$$

$$
=j x
$$

Only the magnitude shall be considered. This equation is only possible if

$$
\begin{aligned}
& \sinh \left(\frac{a}{2}\right) \cos \left(\frac{b}{2}\right)=0 \\
& \cosh \left(\frac{a}{2}\right) \sin \left(\frac{b}{2}\right)=x
\end{aligned}
$$

In order to fulfill the first equation the following two cases are possible:
$\sinh \left(\frac{a}{2}\right)=0$. This means a $=0$. But then the second equation changes into:

$$
\operatorname{Sin}\left(\frac{b}{2}\right)=x \quad a=0 \quad \operatorname{Cosh}(0)=7 \quad 2.17
$$

In the same way as in the theory of transmission lines the factor a has the significance of an attenuation factor. From a $=0$ it is evident that this case is
for frequencies inside the pass band. In order that equation 2.11 be possible it is necessary to assume $x<1$.
$\cos \left(\frac{b}{2}\right)=0$. This means, for example, $b=\pi$ but then

$$
\cosh \left(\frac{a}{2}\right)=x \quad x>i
$$

2.12

This case is for frequencies outside the pass band.
A plot of the functions $a=f_{1}(x)$ and $b=f_{2}(x)$ shows the following picture:


Fig. 7. Phase and attenuation factors of a T-section.

Fig. 7 shows that the phase characteristic as well as the amplitude characteristic of the T-section deviates from the ideal case. Chapter I showed that the phase characteristic would be a straight line and the amplitude characteristic a rectangular function for the ideal filter. An approach to compute the output of a four-terminal network as a result of an arbitrary input in terms of these deviations from the ideal ease is discussed very briefly by Guillemin. ${ }^{3}$
(f) Transient response of T-sections.

In this paragraph the transient response of a T-section will be computed. It was the intention of the author to keep the derivation as general as possible; ie., not to make any assumption with regard to the nature of the circuit elements $Z_{1}$ and $Z_{2}$ 。 Proceeding in this way it was possible to reduce the solution of a sixth-degree equation to the solution of a third and a second-degree equation. As in the case of the ideal filter there shall be a unit step voltage applied at the input terminals of the T-section.

The network equations show:

$$
\begin{aligned}
& V_{1}=a_{11} V_{2}-a_{12} I_{2} \\
& I_{1}=a_{21} V_{2}-a_{22} I_{2}
\end{aligned}
$$

and with the relation $I_{2}=\frac{V_{2}}{Z_{0}}$ which is in this case $I_{2}=\frac{V_{2}}{\sqrt{Z_{1} Z_{2}}}$

$$
\begin{aligned}
& V_{1}=a_{11} V_{2}+\frac{V_{2}}{Z_{0}} a_{12} \quad \text { and from this } \\
& V_{2}=\frac{V_{1}}{a_{11}+a_{12 / z_{0}}}
\end{aligned}
$$

Because this relation is a result obtained only by application of the methods used to obtain network equations, it is valid for the transient too, when $p$ is changed into s. With the assumption $V_{1}=\frac{1}{s}$ and using equations 2.5 for the circuit parameters, the outs put voltage becomes:

$$
V_{2}=\frac{V_{1}(s)}{1+z_{1} / 2 z_{2}+z_{1}^{2} / 4 z_{2} z_{0}+z_{1} / z_{0}}
$$

With the relation $Z_{o}=R=\sqrt{Z_{1} Z_{2}}$ the denominator of this fraction is:

$$
D=a_{11}+\frac{a_{12}}{R}=1+\frac{Z_{1}^{2}}{2 R^{3}}\left(\frac{Z_{1}}{2}+\frac{2 R^{2}}{Z_{I}}\right)
$$

A division by 2 gives the following equation:

$$
\frac{1}{8} D=\frac{1}{2}+\frac{z_{1}^{2}}{4 R^{2}}+\frac{z_{1}^{3}}{8 R^{3}}+\frac{z_{1}}{2 R}
$$

As a first step the zero points of this denominator are to be found. With the substitution $\frac{Z_{7}}{2 R}=u$ the roots of the following equation shall be computed:

$$
u^{3}+u^{2}+u+\frac{1}{2}=0
$$

Because the degree of this equation is represented by an odd number there must be at least one real root which may be found with the method of Newton.

First approximation: $u_{1}=-0.5$

$$
\begin{aligned}
& f(u)=u^{3}+u^{2}+u+\frac{1}{2}=-0.125+0.25-0.5+0.5=0.125 \\
& f^{\prime}(u)=3 u^{2}+2 u+1=0.75-1+1=0.75 \\
& \delta=-\frac{f(u)}{f^{\prime}(u)}=-0.15
\end{aligned}
$$

Second approximation: $u_{1}=-0.65$

$$
\begin{aligned}
f(u) & =-0.274625+0.4225-0.65+0.5=-0.002125 \\
f^{\prime}(u) & =1.2675-1.3+1=0.9675 \\
\delta & =0.002
\end{aligned}
$$

Third approximation: $u_{I}=-0.648$

$$
f(u)=-0.00018
$$

As a very accurate result $u_{1}=-0.648$ may be chosen. Through an eliminating process equation 2.14 may now be reduced to a second degree equation:

$$
\begin{aligned}
& \frac{\left(u^{3}+u^{2}+u+\frac{1}{2}\right)}{(u+0.648)}=u^{2}+0.352 u+0.7718 \\
& \frac{-0.648 u^{2}}{0.352 u^{2}}+u \\
& \frac{-0.2282 u}{0.7718+\frac{1}{2}}
\end{aligned}
$$

The remaining equation is therefore:

$$
u^{2}+0.352 u+0.7718=0
$$

The roots of this equation are:

$$
\begin{aligned}
u_{2} & =-0.167+\sqrt{0.030976-0.7718} \\
& =-0.176+j \sqrt{0.740884} \\
u_{2} & =-0.176+j 0.86075
\end{aligned}
$$

and

$$
u_{3}=-0.176-j 0.86075
$$

equation 2.13 now has the form:

$$
\nabla_{2}(t)=\frac{V_{1}(s)}{2 \frac{D}{2}}=\frac{V_{1}(s)}{2\left(u-u_{1}\right)\left(u-u_{2}\right)\left(u-u_{3}\right)}
$$

(g). Transients in conventional filters.

## Low-pass filter:

Figure 8 shows the circuit of a conventional low-pass filter.


Fig. 8. Conventional low-pass filter.

The circuit elements are:

$$
\frac{1}{2} Z_{I}=L p \quad Z_{2}=\frac{1}{p C}
$$

The load R may be computed:

$$
R=\sqrt{Z_{1} Z_{2}}=\sqrt{\frac{2 L}{C}}
$$

The frequency band of a filter is a quality which is related only to the steady-state response of the given network. All the formulas derived from the expressions 2.10 and 2.11 for attenuation and characteristic impedance are valid only for the steady-state response of the filter. The factor $p$ in the expressions for $Z_{1}$ and $Z_{2}$ has, therefore, to be replaced by $j \omega$. The frequency limit of any filter is given. by the relation:

$$
\begin{aligned}
& x^{2}=1 \quad \text { and with } \quad x^{2}=\frac{Z_{1}}{4 Z_{2}} \\
& -\frac{1 L \mathcal{L} C}{2}=1 \quad \text { which means } \\
& \omega \frac{2}{I}=\frac{2}{L C} \quad \text { or } \quad \omega_{1}=\sqrt{\frac{2}{L C}}=\frac{1}{L} \sqrt{\frac{2 L}{C}}=\frac{R}{L}
\end{aligned}
$$

The roots of the denominator of equation 2.13 shall now be computed. From the last section the zero-points of the third-degree equation 2.14 are known. From

$$
\begin{aligned}
& u_{1}=\frac{Z_{1}}{2 R}=\frac{s_{1} L}{R}=-0.65 \\
& u_{2}=\frac{s_{2} L}{R}=-0.176+j 0.86075 \\
& u_{3}=\frac{s_{3} L}{R}=-0.176-j 0.86075
\end{aligned}
$$

the zero-points of the denominator $D$ of equation 2.13 are:

$$
\begin{aligned}
& s_{1}=-0.65 \frac{R}{L}=-0.65 \omega_{1} \\
& s_{2}=-0.176 \frac{R}{L}+j 0.86075 \frac{R}{L}=-0.176 \omega_{1}+j 0.86075 \omega_{1} \\
& s_{3}=-0.176 \frac{R}{L}-j 0.86075 \frac{R}{L}=-0.176 \omega_{1}-j 0.86075 \omega_{1}
\end{aligned}
$$

Equation 2.13, therefore, has the following form:

$$
\nabla_{2}(s)=\frac{A}{s\left(s-s_{1}\right)\left(s-s_{2}\right)\left(s-s_{3}\right)}
$$

$s_{2}$ and $s_{3}$ are conjugates of each other and, therefore, equation 2.15 has the type:

$$
f(s)=\frac{1}{s(s-a)\left[(s+\alpha)^{2}+\beta^{2}\right]}
$$

$\alpha$ is the real part and $\beta$ is the imaginary part of $-s_{2}$. Equation 2.16 shows that the solution for the low-pass filter consists of a domped osoillation and a rising exponential expressed by the prom duct $s(s-a)$ in the denominator. It looks strange that the dissipationless circuit of Fig. 8 should have a damped oscillation as transient response. It must nevertheless be noted that the load $R$ is
coupled to the circuit and, therefore, dissipates the energy of the oscillation. The inverse transformation of equation 2.16 could not be found in the literature and had, therefore, to be computed with the aid of Heaviside's theorem.

$$
\begin{aligned}
F(t)= & \frac{1}{a\left(\alpha^{2}-\beta^{2}\right)}-\frac{1}{a\left[(a-\alpha)^{2}+\beta^{2}\right]} e^{-a t} \\
& +e^{-t} \frac{\left(\alpha^{2}-a \alpha-\beta^{2}\right) \sin (\beta t)-(2 \alpha \beta-a \beta) \cos (\beta t)}{\left(\alpha^{2}+\beta^{2}\right)\left[(a-\alpha)^{2}+\beta^{2}\right]}
\end{aligned}
$$

For the low-pass filter the terms a, $\alpha, \beta$ have the values:

$$
\begin{aligned}
& a=0.648 w_{1} \\
& \alpha=0.176 w_{1} \\
& \beta=0.86075 w_{1}
\end{aligned}
$$

For the final solution this function has to be multiplied by a factor A. This factor shall now be computed:

Equation 2.13 gives:

$$
\begin{aligned}
& \nabla_{2}(t)=\frac{V_{1}(s)}{2 \frac{1}{2} D}=\frac{1}{2 s\left(u^{3}+u^{2}+u+\frac{1}{2}\right)} \frac{1}{2 s\left(u-u_{1}\right)\left(u-u_{2}\right)\left(u-u_{3}\right)} \\
= & \frac{1}{2 s\left(\frac{s}{w_{1}}-u_{1}\right)\left(\frac{s}{w_{1}}-u_{2}\right)\left(\frac{s}{w_{1}}-u_{3}\right)} \frac{w_{1}^{3}}{2 s\left(s-u_{1} w_{1}\right)\left(s-u_{2} w_{1}\right)\left(s-u_{3} w_{1}\right)} \\
= & \frac{w_{1}^{3}}{2 s\left(s-s_{1}\right)\left(s-s_{2}\right)\left(s-s_{3}\right)}
\end{aligned}
$$

The factor A is, therefore:

$$
A=E \frac{1}{2} \omega_{1}^{3}
$$

After a lengthy computation $\mathrm{V}_{2}(t)$ takes the following form:

$$
\begin{gathered}
V_{2}(t)=\mathbb{E}\left[1-0.8 e^{-0.64 \omega_{1} t}-0.6 \cos \left(0.86 \omega_{1} t-\varphi\right)\right. \\
\text { when } \varphi=\tan ^{-1}(2.82)
\end{gathered}
$$

For $t=$ zero, $V_{2}(t)$ must become zero, because the inductances do not allow a discontinuity to appear at the load. This relation holds in equation 2.17 which can be proved by setting $t=0$ :

On the other hand it can be shown that at $t=0$, even the derivam tive with respect to time is zero, which means that the response funom tion has a horizontal tangent at $t=0$. The response of the low-pass on a unit step has, therefore, the following form.


Fig. 9. Response of the low-pass filter to a unit step. Specific examples will be given in a later section.

## High-pess filter:

The circuit of a highopas finter is show in Figure 10.


Fig. 10. Conventional high-pass filter.

For this case the circuit elements are:

$$
\frac{1}{2} \mathrm{Z}_{1}=\frac{1}{\mathrm{pC}} \quad \mathrm{Z}_{2}=\mathrm{pL}
$$

and

$$
R=\sqrt{\frac{2 I}{C}}
$$

In the same way as for the low-pass the limit frequency may be computed:

$$
\begin{aligned}
& x^{2}=1=\frac{1}{2 \omega^{2} L C} \quad \text { and, therefore } \\
& \omega_{1}=\sqrt{\frac{I}{2 L C}}=\frac{1}{R C}
\end{aligned}
$$

With $u=\frac{Z_{y}}{2 R}=\frac{1}{S R C}=\frac{W_{1}}{s} \quad$ the roots of the denominator of equation 2.13 become:

$$
\begin{aligned}
& s_{1}=-1.54 w_{1} \\
& s_{2}=(-0.205+j 0.98) \omega_{1} \\
& s_{3}=(-0.205-j 0.98) w_{1}
\end{aligned}
$$

The denominator of equation 2.14 hes in this case the form:

$$
s\left(u-u_{1}\right)\left(u-u_{2}\right)\left(u-u_{3}\right)=s\left(\frac{1}{s}-u_{1}\right)\left(\frac{1}{s}-u_{2}\right)\left(\frac{1}{s}-u_{3}\right)
$$

When this expression is expanded the result is a function of the form:

$$
D=s\left(\frac{a}{s^{3}}+\frac{b}{s^{2}}+\frac{c}{s}+\cdots\right)
$$

$$
2.20
$$

The method developed in the preceding paragraphs gives the zero points of this denominator. It must be kept in mind that for this case the
polynomial in the parentheses of equation 2.20 cannot be written in the product form $\left(s-s_{1}\right)\left(s-s_{2}\right) \ldots\left(s-s_{n}\right)$, where $s_{1}, s_{2} \ldots s_{n}$ are the roots of the equation

$$
D(s)=0
$$

This would only be true if all the exponents of $s$ in equation 2.20 were positive or equal to zero. There is nevertheless a possibility of reducing equation 2.19 in such a way that the product form may be applied. The following general function may be assumed:

$$
D(s)=c_{-n} s^{-n}+c_{-n-1} s^{-n-1}+\ldots . c_{0}+c_{1} s+c_{2} s^{2}+\ldots . c_{m} s^{m}
$$

This function can be written:

$$
D(s)=\frac{1}{s^{n}}\left(c_{-n}+c_{-n-1} s+c_{-n-2} s^{2} \ldots c_{0} s^{n}+c_{1} s^{n-1} \ldots c_{m^{n}} s^{n-n}\right)
$$

The expression in the parentheses is a function which contains only exponents of s which are equal to or greater than zero and may, therefore, be expressed as a product. Because

$$
\left(c_{-n}+c_{-n-1} s+\cdots\right)=0
$$

has the same roots as equation 2.21 (multiplication on both sides with $\frac{1}{\mathrm{~s}^{n}}$ it is certain that the zero points of both expressions coincide. The following theorem is, therefore, valid Any polynomial of the form:

$$
c_{-n} s^{-n}-c_{-n-1} s^{-n-1}-\ldots c_{0}-c_{1} s \cdots c_{m} s^{m}
$$

may be mitten in the form:

$$
\frac{a_{m}}{s^{n}}\left(s-s_{1}\right)\left(s-s_{2}\right) \ldots\left(s-s_{n}\right) \text { where } s_{1}, s_{2} \ldots \ldots s_{n} \text { are }
$$

the roots of the equation:

$$
c_{-n} s^{-n}+c_{-n-1} s^{-n-1} \ldots c_{0}+c_{1} s \ldots c_{m} s^{m}=0
$$

Equation 2.20 shows that the maximal negative power of the expression inside the parantheses is three. The denominator $D(s)$ has, therefore, the following form: (The factor $c_{n}$ is equal to $\frac{1}{u_{1} u_{2} u_{3}}=1$ )

$$
D(s)=\frac{1}{s^{3}}\left(s-s_{1}\right)\left(s-s_{2}\right)\left(s-s_{3}\right)
$$

$V_{2}(t)$ is, therefore, the inverse transformation of the expression

$$
\nabla_{2}(s)=\frac{s^{2}}{\left(s-s_{1}\right)\left(s-s_{2}\right)\left(s-s_{3}\right)}
$$

where $s_{2}$ and $s_{3}$ are again conjugates of each other. This may be written as:

$$
=\frac{s^{2}}{(s+a)\left[(s+\alpha)^{2}+\beta^{2}\right]}
$$

where $\alpha$ is the real and $\beta$ is the imaginary part of $-s_{2}$, and a is equal to $-\mathrm{s}_{1}$.

$$
\begin{aligned}
& a=1.541 \\
& \alpha=0.2051 \\
& \beta=0.98 \mathrm{I}
\end{aligned}
$$

The inverse transformation of equation 2.22 may be found in the Iiterature ${ }^{4}$ and is:

4 Goldman, op. oit., p. 421, Formula 24.

$$
\begin{aligned}
& V_{2}(t)=\frac{a^{2}}{(a-\alpha)^{2}-\beta^{2}} e^{-a t}+\frac{\alpha^{2}+\beta^{2}-2 a \alpha}{(a-\alpha)^{2}+\beta^{2}} e^{-\alpha t} \cos \beta t \\
&+\frac{(a-\alpha)\left(\alpha^{2}-\beta^{2}\right)-a \beta^{2} \alpha}{\left.\beta(a-\alpha)^{2}+\beta^{2}\right]} e^{-\alpha t} \sin \beta^{t}
\end{aligned}
$$

Inserting the values of $a, \alpha, \beta$ gives:

$$
\begin{aligned}
V_{2}(t)=0.865 e^{-1.54 \omega_{1} t} & +0.138 e^{-0.205 \omega_{1} t} \cos 0.98 \omega_{1} t \\
& -0.612 e^{-0.205 \omega_{1} t} \sin 0.98 \omega_{1} t
\end{aligned}
$$

The response of a high-pass filter shows, therefore, the following form.


Pig. 11. Response of the high-pass filter to a unit step.

## Bandupass filter:



Fig. 12. Conventional bandr-pass filter.

The circuit elements are:

$$
\begin{aligned}
\frac{1}{2} Z_{I} & \left.=L p+\frac{1}{p C}=I \omega_{0} \cdot \frac{p}{\omega_{0}}+\frac{\omega_{0}}{p}\right) \text { with } \omega_{0}^{2}=\frac{I}{L C} \\
Z_{2} & =\frac{R^{2}}{Z_{I}}
\end{aligned}
$$

This is the way the circuit element $Z_{2}$ is usually evaluated. In most practical problems $R$ is assumed to be 600 ohms. The limit frequencies are evaluated according to the formula

$$
x==\frac{L \omega_{0}\left(\frac{w}{\omega_{0}}-\frac{\omega^{0}}{\omega}\right)}{R}= \pm 1
$$

With the abbreviation $\frac{R}{\omega_{0} L}=\nabla$ and taking only positive frequencies into account, this equation may be solved for :

$$
\begin{aligned}
& \omega_{1}=\omega_{0}\left[\sqrt{\left(1-\frac{v^{2}}{4}\right)}+\frac{v}{2}\right] \\
& \omega_{2}=\omega_{0}\left[\sqrt{\left(1-\frac{v^{2}}{4}\right)}-\frac{v}{2}\right]
\end{aligned}
$$

It can easily be show by expansion that $\omega_{1} \omega_{2}=\omega_{0}^{2}$; i.e., $\omega_{0}$ is the geometric mean of $\omega_{1}$ and $\boldsymbol{\omega}_{2}$.

Furthermore from $u=\frac{Z_{1}}{2 R}$ the equation may be derived:

$$
u=p \frac{L}{R}+\frac{I}{p R C}=\frac{w_{0} L}{R}\left(\frac{p}{w_{0}}+\frac{w_{0}}{p}\right) \text { again with } w_{0}^{2}=\frac{1}{L C}
$$

With $p=s$ for the transient response this may be put into the equation:

$$
s^{2}-u v v_{0} s+w_{0}^{2}=0 \text { when } \frac{w_{0} L}{R}=\frac{1}{V}=\frac{1}{R} \sqrt{\frac{L}{C}}
$$

which is very often referred to as $Q$ and is named quality factor. The solution of this equation gives:

$$
\begin{aligned}
& s_{1}=\omega_{0}\left(\frac{u v}{2}-j \sqrt{1-\left(\frac{u v}{2}\right)^{2}}\right. \\
& s_{2}=\omega_{0}\left(\frac{u v}{2}+j \sqrt{1-\left(\frac{u v}{2}\right)^{2}}\right.
\end{aligned}
$$

When the three zeroes of $u$ :

$$
u_{1}=-0.61,8 \quad u_{2}=-0.176-j 0.86 \quad u_{3}=-0.176+j 0.86
$$

are inserted into these equations it is readily seen that there must be 6 zero points of equation 2.14 in the case of the band-pass filter. The relation between $s_{1}, s_{2}$ and $\omega_{1}, \omega_{2}$ are unfortunately not as simple as in the case of the low-pass and the high-pass filters. In other words, the zero points of the denominator are a function of $R$. This is easy to understand, because a darped resonant circuit has not the same frequency as the undarqed circuit with the same capacitance and inductance. Because $R$ is not negligible the change in frequency must be taken into account.

Equation 2.13, therefore, has the following form:

$$
f(s)=\frac{s^{2}}{\left(s-s_{1}\right)\left(s-s_{2}\right)\left(s-s_{3}\right)\left(s-s_{4}\right)\left(s-s_{5}\right)\left(s-s_{6}\right)}
$$

Because always two solutions are the conjugates of each other this may be written:

$$
f(s)=\frac{s^{2}}{\left.\left[\left(s+\alpha_{1}\right)^{2}+\beta_{1}^{2}\right]\left[\left(s+\alpha_{2}\right)^{2}+\beta_{2}^{2}\right]\left[\left(s+\alpha_{3}\right)^{2}-\beta_{3}^{2}\right)\right]}
$$

The inverse transformation of this expression is a function which is composed of three terms according to the three brackets in the demoninator. All of these terms are built in the same way and are of the nature:

$$
\begin{aligned}
& \left\{\frac{\left(\alpha_{x}^{2}-\beta_{x}^{2}\right)\left\{\left[\left(\alpha_{m}-\alpha_{x}^{2}+\left(\beta_{m}^{2}-\beta_{x}^{2}\right)\right]\left[\left(\alpha_{n}-\alpha_{x}\right)^{2}+\left(\beta_{n}^{2}-\beta_{x}^{2}\right)\right]-2 \beta_{x}^{2}\left(\alpha_{m}-\alpha_{x}\right)\left(\alpha_{n}-\alpha_{x}\right)\right\}\right.}{\beta_{x}\left[\left(\alpha_{m}-\alpha_{x}\right)^{2}+\left(\beta_{m}+\beta_{x}\right)^{2}\right]\left[\left(\alpha_{m}-\alpha_{x}\right)^{2}+\left(\beta_{m}-\beta_{x}\right)^{2}\right]\left[\left(\alpha_{n}-\alpha_{x}^{2}+\left(\beta_{n}+\beta_{x}\right)^{2}\right]\left[\left(\alpha_{n}-\alpha_{x}\right)^{2}+\left(\beta_{n}-\beta_{x}\right)^{2}\right]\right.}\right. \\
& \left.\frac{\left(4 \alpha_{x} \beta_{x}^{2}\right)\left\{\left(\alpha_{n}-\alpha_{x}\right)\left[\left(\alpha_{m}-\alpha_{x}\right)^{2}+\left(\beta_{m}^{2}-\beta_{x}^{2}\right)\right]+\left(\alpha_{m}-\alpha_{x}\right)\left[\left(\alpha_{n}-\alpha_{x}\right)^{2}+\left(\beta_{n}^{2}-\beta_{x}^{2}\right)\right]\right\}}{\beta_{x}\left[\left(\alpha_{m}-\alpha_{x}\right)^{2}+\left(\beta_{m}+\beta_{x}\right)^{2}\right]\left[\left(\alpha_{m}-\alpha_{x}\right)^{2}+\left(\beta_{m}-\beta_{x}\right)^{2}\right]\left[\left(\alpha_{n}-\alpha_{x}\right)^{2}+\left(\beta_{n}+\beta_{x}\right)^{2}\right]\left[\left(\alpha_{n}-\alpha_{x}\right)^{2}+\left(\beta_{n}-\beta_{x}\right)^{2}\right]}\right\} \\
& e^{-\alpha x^{t}} \sin \beta_{x} t \\
& 2.25 \\
& -\left\{\frac{\left(2 \alpha_{x} \beta_{x}\right)\left\{\left[\left(\alpha_{m}-\alpha_{x}\right)^{2}+\left(\beta_{m}^{2}-\beta_{x}^{2}\right)\right]\left[\left(\alpha_{n}-\alpha_{x}\right)^{2}+\left(\beta_{n}^{2}-\beta_{x}^{2}\right)\right]-2 \beta_{x}^{2}\left(\alpha_{m}-\alpha_{x}\right)\left(\alpha_{n}-\alpha_{x}\right)\right\}}{\beta_{x}\left[\left(\alpha_{m}-\alpha_{x}\right)^{2}+\left(\beta_{m}+\beta_{x}\right)^{2}\right]\left[\left(\alpha_{m}-\alpha_{x}\right)^{2}+\left(\beta_{m}-\beta_{x}\right)^{2}\right]\left[\left(\alpha_{n}-\alpha_{x}\right)^{2}+\left(\beta_{n}+\beta_{x}\right)^{2}\right]\left[\left(\alpha_{n}-\alpha_{x}\right)^{2}+\left(\beta_{n}-\beta_{x}\right)^{2}\right]}\right. \\
& \left.-\frac{2 \beta_{x}\left(\alpha_{x}^{2}-\beta_{x}^{2}\right)\left\{\left(\alpha_{n}-\alpha_{x}\right)\left[\left(\alpha_{m}-\alpha_{x}\right)^{2}+\left(\beta_{m}^{2}-\beta_{x}^{2}\right)\right]+\left(\alpha_{m}-\alpha_{x}\right)\left[\left(\alpha_{n}-\alpha_{x}\right)^{2}+\left(\beta_{n}^{2}-\beta_{x}^{2}\right)\right\}\right.}{\beta_{x}\left[\left(\alpha_{m}-\alpha\right)^{2}+\left(\beta_{m}+\beta_{x}\right)^{2}\right]\left[\left(\alpha_{m}-\alpha_{x}^{2}+\left(\beta_{m}-\beta_{x}\right)^{2}\right]\left[\left(\alpha_{n}-\alpha_{x}\right)^{2}+\left(\beta_{n}+\beta_{x}\right)^{2}\right]\left[\left(\alpha_{n}-\alpha_{x}\right)^{2}+\left(\beta_{n}-\beta_{x}\right)^{2}\right]\right.}\right\} \\
& 0^{-\alpha t} \cos \beta \pi t .
\end{aligned}
$$

There will be three expressions like this one in the final solution. The first expression may be evaluated by substituting $\alpha_{1}$ for $\alpha_{x}$ and $\alpha_{2}$ and $\alpha_{3}$ for $\alpha_{m}$ and $\alpha_{n}$. For the second expression, substitute $\alpha_{2}$ for $\alpha_{r}$ and $\alpha_{7}$ and $\alpha_{2}$ for $\alpha_{m}$ and $\alpha_{n}$. For the third, substitute $\alpha_{3}$ for $\alpha_{x}$
and $\alpha_{1}$ and $\alpha_{2}$ for $\alpha_{m}$ and $\alpha_{n}$. For all of these expressions, the $\beta$ subscripts must be changed in the same way as the $\alpha$ subscripts are. As soon as there are given numbers inserted into the different terms they reduce to the form ( $a \sin x t-b \cos x t) e^{-y t}$. As stated before, the final solution consists of three damped sinusoidal oscillations which are superposed. An example will be given in the last chapter. Band elimination filter:


> Wig. 13. Band elimination filter.

The procedure for the band-elimination filter is basically the same as for the band-pase filter. The circuit elements are:

$$
\frac{1}{\frac{1}{2} I_{1}}=p \mathrm{pC}-\frac{1}{I_{p}}=\omega_{0} \mathrm{C}\left(\frac{\mathrm{p}}{w_{0}}-\frac{\omega_{0}}{p}\right)
$$

For this u may be computed:

$$
u=\frac{Z_{1}}{2 R}=\frac{1}{R C W_{0}\left(\frac{P}{N_{0}}-\frac{W_{0}}{P}\right)} \text { and with } C W_{0} R=R \sqrt{\frac{C}{I}}=\frac{1}{V}
$$

$$
u=\frac{v}{\frac{p}{\omega_{0}}-\frac{\omega_{0}}{p}}=\frac{v p \omega_{0}}{p^{2}-\omega_{0}^{2}}
$$

With this and $p=s$ for the transient, equation 2.13 has a denominator of the form:
$D(s)=s\left(\frac{v s \omega_{0}}{s^{2}+\omega_{0}^{2}}-i_{1}\right)\left(\frac{v s \omega_{0}}{s^{2}+\omega_{0}^{2}}-u_{2}\right)\left(\frac{v s \omega_{0}}{s^{2}+\omega_{0}^{2}}-u_{3}\right)$

In order to make this denominator a polynomial without negative exponents of $s$ this expression must be multiplied by $\left(s^{2}-\omega_{0}^{2}\right)^{3}$.

Equation 2.13 has, therefore, the form:

$$
\nabla_{2}(s) \frac{A\left(s^{2}-w_{0}^{2}\right)^{3}}{s\left[\left(s+\alpha_{1}\right)^{2}+\beta_{1}^{2}\right]\left[\left(s+\alpha_{2}\right)^{2}+\beta_{2}^{2}\right]\left[\left(s+\alpha_{3}\right)^{2}+\beta_{3}^{2}\right]} \quad 2.26
$$

where

$$
\alpha_{1}=-\frac{v w_{0}}{2 u_{1}} \quad \beta_{1}=\sqrt{\omega_{0}^{2}-\frac{v^{2} \omega_{0}^{2}}{4 v_{1}^{2}}}
$$

This expression is too complicated to be transformed directly. As soon as there are specific numbers for $\omega_{0}$ and $\alpha$ and $\beta$, the trans formation is much easier.

For the sales of completeness the expressions for the limit frequencies shall be given:

$$
\begin{aligned}
& \omega_{1}=\omega_{0}\left(\sqrt{1-\frac{v^{2}}{4}}+\frac{v_{1}}{2}\right) \\
& \omega_{2}=\omega_{0}\left(\sqrt{1-\frac{v^{2}}{4}}-\frac{x^{2}}{2}\right)
\end{aligned}
$$

The formula tum out to be exactly equal to those for tho bandpass filter.
3. The $\pi$-Type Filter

Equations for the $\pi$-section will be developed in the same way as for the T-section.


$$
\text { Fig. 14. } \pi \text {-section. }
$$

(a) Network equations

The node analysis of the circuit of Fig. 14 gives the equations:

$$
\begin{align*}
& V_{1}\left(\frac{1}{2} Y_{1}+Y_{2}\right)-v_{2} Y_{2}=I_{1} \\
& v_{2}\left(\frac{1}{2} Y_{1}+Y_{2}\right)-v_{1} Y_{2}=-I_{1}
\end{align*}
$$

From this the chain equations may be drive:

$$
\begin{aligned}
& V_{1}=\left(I+\frac{Y_{1}}{2 Y_{2}}\right) V_{2}+\frac{1}{Y_{2}} I_{2} \\
& I_{1}=Y_{1}\left(I+\frac{Y_{1}}{4 Y_{2}}\right) V_{2}+\left(I+\frac{Y_{1}}{2 Y_{2}}\right) I_{2}
\end{aligned}
$$

This gives the chain parameters:

$$
\begin{array}{ll}
a_{11}=1+\frac{Y_{1}}{2 Y_{2}} ; & a_{12}=\frac{1}{Y_{2}} \\
a_{21}=Y_{1}\left(1+\frac{Y_{1}}{4 Y_{2}}\right) ; & a_{22}=a_{11}
\end{array}
$$

(b) The wave parameters

With the aid of equation 2.7 and 2.8 the wave parameters may be evaluated:

$$
z_{0}=\frac{\sqrt{\frac{a_{11}}{a_{21}}}}{a_{21}}=\frac{1}{\sqrt{Y_{1} I_{2}} \sqrt{1-\frac{Y_{1}}{4 Y_{2}}}}
$$

and again with $\frac{Y_{1}}{4 Y_{2}}=-x^{2}$ and $Y_{1} Y_{2}=\frac{1}{R^{2}} \quad$ this is equal to

$$
Z_{0}=\frac{R}{\sqrt{1-x^{2}}}
$$



Fig. 15. Characteristic impedance of a $\Pi$-section.

In the same way as for the T-section it can be shown that:

$$
\sin h\left(\frac{g}{2}\right)=\sqrt{\frac{a_{11}-1}{2}}=\sqrt{\frac{Y_{1}}{4 Y_{2}}}=j x
$$

This equation looks exactly the same as equation 2.10a. The plot of the function $g=f(x)$ is, therefore, the same as Fig. 7. The prom pagation constant for both $I$ and $\mathbb{T}$-section are, therefore, idential.
(c) Transient response of $\Pi$-section

The frequency response of the output voltage is calculated in the same way as equation 2.13 was developed. Starting at the equation:

$$
v_{2}=\frac{v_{1}}{a_{11}+\frac{a_{12}}{z_{0}}}
$$

with $Z_{0}^{2}=R^{2}=\frac{1}{Y_{1} Y_{2}}$ it may be show that

$$
V_{2}=\frac{V_{I}(s)}{1+\frac{R^{2} Y_{1}{ }^{2}}{2}+R Y_{1}}
$$

The denominator becomes, therefore:

$$
1+\frac{R^{2} Y_{1}^{2}}{2}+R Y_{1}
$$

Dividing by 2 and with the abbreviation: $u=\frac{R Y_{1}}{2}$ the zero-points of this denominator are found as roots of the equation

$$
\begin{aligned}
& u^{2}+u+\frac{1}{2}=0 \\
& u=-\frac{1}{2} \pm j \frac{1}{2}
\end{aligned}
$$

The solution consists, therefore, of a single damped oscillation. The reason is that the given problem demands that the voltage at the input of the filter shall be a unit step independent of the input current. In other words the current $i_{I}$ through $Z_{I}$ at the input of the $\Pi$-filter shall not influence the input voltage. Under these circumstances this current $i_{1}$ has no influence on the output voltage and the circuit of the $\Pi_{\text {section may be reduced to the following: }}$


Fig. 16. Reduced $\Pi$-section.
This circuit is no longer a four-terminal networl, and a great part of the discriminative quality of the filter has been lost. The $\pi$-section is, therefore, not the best circuit for a voltage source as energy source. With other words, the $\Pi$-section loses a great part of its filtering quality when the energy-source has a small internal resistance.

If the onergy source has a high internal resistance; i.e., is comparabie with a current source, the input current may be assumed to be a unitmstep curfont.

Then the four-torminal network equations are:

$$
\begin{aligned}
& \nabla_{1}=a_{11} \nabla_{2}+a_{12} I_{2} \\
& I_{1}=a_{21} V_{2}+a_{22} I_{2}
\end{aligned}
$$

With the relation $I_{2}=\frac{\tilde{W}_{2}}{R}$ when the load at the output is B:

$$
\begin{aligned}
& I_{1}=a_{21} V_{2}+a_{22} \frac{V_{2}}{R} \\
& V_{2}=\frac{I_{1} R}{a_{22}+a_{21} R}
\end{aligned}
$$

and with $R-\frac{I}{G}$ the denominator of this fraction becomes:

$$
D=I+\frac{Y_{1}^{2}}{2 G^{2}}+\frac{Y_{1}}{G}+\frac{Y_{1}^{3}}{4 G^{3}} \text {. When thia is asain divided }
$$

by 2 and with the abbreviation $\frac{Y_{1}}{2 G}$ u this becomes:

$$
\frac{1}{2} p u^{3}+u^{2}+u+\frac{1}{2}
$$

This is exactly the same equation as equation 2.14 . When the dem nominators of equation 2.13 for the F -section and the $\pi$-section are compared it is readily seen that $t$ ghanged to $Z$ and $R$ to $G$. The nature of the transient response the theseotron and in the $\pi$-section is, therefore, the sante The transient of the $\Pi$-section may be derived from the transient of the Tosection by simply replacing $Z_{I}$ by $Y_{I}$ and $B$ by $G_{0}$

## Chapter III

## The Influence of Loss Resistance

Again the relation $Z_{1} Z_{2}=R^{2}$ shall be fulfilled. In this paragraph will be shown what consequences this condition has on the choice of the circuit elements. The most complicated case is the one in which $Z_{1}$ is represented by a resonant circuit.

$$
\begin{aligned}
& Z_{1}=R_{1}+j\left(\omega I_{1}-\frac{1}{\omega C_{1}}\right) \\
& I_{2}=G_{2}+j\left(\omega C_{2}-\frac{1}{\omega L_{2}}\right)
\end{aligned}
$$

From $Z_{1} Z_{2}=R^{2}$ there may be derived:

$$
R_{1}+j\left(w L_{1}-\frac{1}{\omega C_{1}}=R^{2}\left[G_{2}+j\left(\omega C_{2}-\frac{1}{\omega I_{2}}\right)\right]\right.
$$

A comparison of the real parts on both sides and of the coefficients of $\omega$ and $\frac{l}{\omega}$ gives the following three equations:

$$
R_{1}=R^{2} G_{2} \quad L_{1}=R^{2} C_{2} \quad \frac{I}{C_{1}}=R^{2} \frac{I}{L_{2}}
$$

If the quality factor of $Y_{2}$ is computed it may be show that:

$$
Q_{2}=\frac{\omega_{0} L_{2}}{R_{2}}=\omega_{0} L_{2} G_{2}=\frac{\omega_{0} R^{2} C_{1} R_{1}}{R^{2}}=\omega_{0} C_{1} R
$$

But the expression $\omega_{0} C R$ is know as the quality factor of a series resonance circuit. The consequence of the condition $Z_{1} Z_{2}=R^{2}$ is, therefore, that the quality factors of all circuit elements are the same. It is today common use to design filters according to this, even if there must be inserted artificial loss resistances in the form of lumped ohmic resistances.

From this derivation it may be seen that equation 2.14 is still valid for a filter which includes losses. The only assumption concerning the circuit
elements made when this equation was developed was that $Z_{1} Z_{2}=R^{2}$. This is the second big advantage this form of analysis has over any other. The zero points of equation 2.13 may be found by substituting $Z_{I}(s)$ into the formula for $u$ :

$$
u=\frac{Z_{I}}{2 R} \quad \text { and solving for } \mathrm{s} .
$$

## Low-pass filter:

$$
\begin{aligned}
& Z_{1}=R_{1}-s L \\
& u=\frac{R_{1}}{R}-s \frac{L}{R} \text { solved for } s \text { gives: } \\
& s=u M_{1}-\frac{R_{1}}{L}
\end{aligned}
$$

Equation 2.14 gave 3 solutions for $u$, among which one was real. The influence of the losses is expressed by the last term on the right of equation 3.1. Because this term is always real, there is no influence of the loss upon the frequency of the oscillation. The only influence consists in an increase of the demping factor and a decrease in amplitude of the whole solution. High-pass filter:

$$
\frac{1}{8} Z_{1}=\frac{I}{G+s C}
$$

and from this again

$$
s=\frac{W_{1}}{u}-\frac{G}{C}
$$

and again the influence is only upon the real part.
Band-pass filter;

$$
\frac{1}{2} \mathrm{Z}_{1}=\mathrm{R}_{1}+\mathrm{pL}+\frac{1}{\mathrm{p}}
$$

and

$$
p=-\frac{R_{I}-R u}{2} \pm j \sqrt{\frac{I}{I C}-\left(\frac{R_{1}-R u}{2}\right)^{2}}
$$

In this case there is an influence of $\mathrm{B}_{1}$ upon the frequency of the oscillation. The example in Chapter 4 will show that this influence is negligible.

A similar derivation could be made for the bandelimination filter. All these cases show that there is no essential difference in the transient of a $1 \%$ basic filter whether there is Ioss or not. All the transformation formulas remain the same The difference consists only in a slightly increased damping factor of the oscillations.

```
Chapter IV
Application of the Theory and Conclusions
```

1. The transient response of the low-pass filter
(a). The ideal filter

Chapter I furnished the following final formula for the ideal band-pass filter:

$$
\nabla_{2}(t)=\frac{E X}{\pi}\left[\operatorname{Si}_{2}\left(t-t_{0}\right)-\operatorname{si} w_{1}\left(t-t_{0}\right)\right]
$$

In the case of the low-pass filter the angular frequency $\omega_{I}$ must be set equal to zero and $\omega_{2}$ represents the limit frequency. Equation 4.1 then changes into:

$$
\nabla_{2}(t)=\frac{W X}{\pi} \quad \text { Si } \omega_{2}\left(t-t_{0}\right)
$$

For the transient response the time delay $t_{0}$ is of no interest. Thus the final solution takes the form:

$$
V_{2}(t)=\frac{E X}{\pi} \quad \text { Si } \omega_{2} t
$$

Figure 17 represents the transient of on ideel low-pass filter with the limiting frequency $f_{2}=1000 \mathrm{cps}$; i.e., $\omega_{2}=6280 \mathrm{sec}^{-1}$. The product EX is assumed to be equal to 1 .
(b). The physical low-pass filter without loss

The transient response of a physical low-pass filter without losses shall now be computed according to the theory developed in Chapter II vhich lead to formula 2.18.

The following data for the low-pass filter shall be given:
limit frequency: $f_{1}=1000 \mathrm{cps}$

$$
\text { 1.e., } \quad \omega_{1}=6280 \mathrm{sec}^{-1}
$$

load at output terminals

$$
R=600 \text { ohms }
$$

The circuit elements are determined according to the formula

$$
\begin{aligned}
W_{I} & =\frac{R}{L} \text { and, therefore, } \\
L & =\frac{R}{W_{1}}=\frac{600}{6280}=0.0955 \simeq 0.1 \text { henry }
\end{aligned}
$$

and from $Z_{1} Z_{2}=\frac{L}{C}=R^{2}$

$$
\mathrm{C}=\frac{\mathrm{L}}{\mathrm{R}^{2}}=0.28 \mu \mathrm{~F}
$$

If the value of $\omega_{1}$ is inserted into equation 2.18 the final form of the transient is:

$$
\begin{gathered}
V_{2}(t)=1-0.8 e^{-4070 t}-0.6 e^{-1110 t} \cos (810 t-\varphi) \\
\varphi=70^{\circ} 40^{\prime}=1.23 \text { radians }
\end{gathered}
$$

Figure 18 shows a plot of this function vs. time. It is readily seen that the most essential difference between the ideal filter and the physicnl filter without losses consists of an oscillation at negative time at the output of the ideal filter. It seems to be a paradox that the output of the ideal filter already shows an oscillation before the signal at the input is applied. The reason for this is that the amplitude and phase characteristic of the ideal filter have been assumed to be independent of each other. In other words the ideal filter is not physically realizable. There exists a very definite relation between phase and amplitude characteristic. ${ }^{5}$
(c). The low-pass filter with losses

Chapter III showed that the only difference between a filter without losses and a filter with losses is a change of the real parts of the roots of equation 2.14. The low-pass filter showed the following change in s:

$$
\begin{array}{ll}
\text { physical filter without loss } & s=u \omega_{1} \\
\text { physical filter with loss } & s=u \omega_{1}-\frac{R_{1}}{L}
\end{array}
$$

where $R_{1}$ is the series loss resistance of the inductance. Even at very low and moderately high frequencies it is possible to build inductances with time constant $\frac{L}{R}$ smaller than $\frac{1}{5}$.

The assumed filter shall have the same data as the low-pass filter without losses and $\frac{L}{R}$, which represents the quality factor of the inductance, shall be assumed to be 0.2.

$$
\begin{aligned}
& s_{1}=u_{1} w_{1}-5.0=0.648(6280)-5.0=-4070-5.0 \\
& s_{2}=u_{2} w_{1}-5.0=0.176(6280)-5.0-j 0.86(6280) \\
& s_{3}=u_{3} w_{1}-5.0=0.176(6280)-5.0-j 0.86(6280)
\end{aligned}
$$

The computation shows that the influence on the real part is smaller than one half of a percent.
2. The transient response of the high-pass filter
(a). The ideal high-pass filter

From equation 1.6 there may be derived in the same way as for the low-pass filter the equation:

$$
f(t)=\frac{E X}{\pi}\left(\frac{\pi}{2}-S_{i} w_{1} t\right)
$$

Figure 19 shows a plot of the transient of the ideal high-pass filter. Again the product EX is assumed to be equal to 1 .
(b). The physical high-pass filter without losses

The following data shall be given:

$$
\begin{aligned}
& f_{1}=1000 \mathrm{cps} \\
& w_{1}=6280 \mathrm{sec}^{-1}
\end{aligned}
$$

Again the output terminals shall be connected to a resistance of 600 ohms.

Circuit elements:

$$
\omega_{1}=\frac{1}{\mathrm{RC}}
$$

and, therefore:

$$
C=\frac{1}{\omega_{1} R}=0.274 \mu \mathrm{~F}
$$

and again from $Z_{1} Z_{2}=R^{2}=\frac{L}{C}$

$$
L=R^{2} C=0.36(0.274)=0.099 \text { henry }
$$

Equation 2.24 gives with $w_{1}=6280 \sec ^{-1}:$

$$
\begin{gathered}
V_{2}(t)=0.865 e^{-9700 t}+0.62 e^{-1290 t} \cos (6150 t+\varphi) \\
\varphi=77^{\circ} 20^{1}
\end{gathered}
$$

Figure 20 shows a plot of the transient of a physical high-pass filter without loss.

Again the response of the ideal filter shows an oscillation for negative time. The reason is the same as for the low-pass filter.
(c). The high-pass filter with losses

Chapter III gave the following equation for the roots of equation 2.14:
$s=\frac{W_{1}}{u}-\frac{G_{1}}{C}$ when $G_{1}$ is the shunt loss admittance of the condenser. The term $\frac{C}{G_{I}}$ is the time constant and represents again the


quality factor of the condenser. Condensers have usually quality factors which are well above 0.2. Because $Z_{2}$ is an inductance which has to have the same quality factor as the condenser this factor will be assumed to be equal to 0.2.

The numerical values for $u_{1}, u_{2}$, and $u_{3}$ inserted into the equation for $s$ shows that again the influence of the losses upon the transient response is negligible.
3. The transient response of the band-pass filter
(a). The ideal band-pass filter

The following data shall be assumed:

$$
\begin{array}{ll}
f_{1}=4000 \mathrm{cps} & f_{2}=8000 \mathrm{cps} \\
\omega_{1}=25000 \mathrm{sec}^{-1} & \omega_{2}=50000 \mathrm{sec}^{-1}
\end{array}
$$

Neglecting a time delay, equation 4.1 then gives

$$
V_{2}(t)=\frac{E X}{\pi}\left(\operatorname{Si} w_{2} t-\operatorname{Si} w_{1} t\right)
$$

Figure 21 shows this function under the assumption $E X=1$.
(b). The physical band-pass filter

Chapter II showed that the resonant frequency of the resonant circuits is equal to the geometrical mean of the two limit frequencies.

$$
w_{0}^{2}=w_{1} \omega_{2}=12.5 \times 10^{8}=\frac{1}{L_{1} C_{1}}
$$

Fither $I_{1}$ or $C_{I}$ can be freely chosen. Usually $L_{1}$ is made as small as possible because the greatest part of the losses of the resonant circuit are included in the inductance. The favorable choice of $I_{1}$ is one of the problems in the design of filters which needs most experience and knowledge of the materials which are available. If $I_{I}$ is very small the influence of temperature and wiring capacities
relative to $I_{1}$ is great. Furthermore, it is difficult to manufacture small inductance in mass production with good accuracy. On the other hand it is difficult to maintain a low value in loss resistance as soon as $I_{1}$ is very big, because big $I_{I}$ requires big iron cores which in return inserts losses as the result of eddy current and hysteresis. A careful choice of the core material can keep these losses small. As an example $I_{1}$ will be chosen 0.085 henry, which is obtained with a medium size ring coil of about 2 inches diameter.

$$
\begin{array}{ll}
L_{1}=0.085 \text { henry } & C_{1}=0.01 \mu \mathrm{~F} \\
L_{2}=R^{2} C_{1}=0.0035 \text { henry } & C_{2}=0.235 \mu \mathrm{~F}
\end{array}
$$

The computation of the transient response of the high-pass filter according to the theory developed in Chapter II gives the following three terms:

$$
\begin{aligned}
\nabla_{2}(t)= & 0.35 e^{-2300 t} \sin 35400 t \\
& -0.107 e^{-570 t} \cos \left(38100 t-88^{\circ} 10^{1}\right) \\
& -0.0985 e^{-677 t} \cos \left(32000 t-87031^{1}\right)
\end{aligned}
$$

A plot of this function is given in Figure 22. The computation of this response function is a very tedious work. It is readily seen that the main part of the output consists of the first term of the above expression. The second and the third term are much smaller. Their essential purpose is to bring the derivative of the output voltage with respect to time to zero at the time $t=0$.

The influence of the losses may be computed according to the formulas developed in Chapter III. Again the influence will be found to be negligible.


[^0]The given examples show that it is possible to substitute an ideal filter for the physical filter, when only the transient response is considered provided the following changes are made: 1. All the oscillations for negative time are to be eliminated. 2. The tangent of the transient response at the time $t=0$ must be horizontal in the case of the low-pass filter and the bandpass filter.
3. The response of the high-pass filter for negative $t$ must be eliminated.

The given examples show that under these assumptions the ideal filter is a very good approximation. For the band-elimination filter it can be said that the same approximation must be allowed, because of the relation between ideal and physical band-pass and ideal band-pass and ideal band-elimination filter. When the ideal band-pass filter is a good approximation for the physical band-pass filter, the ideal band-elimination filter must be a good approximation for the physical band-elimination filter.

## 4. Conclusions

The final conclusions that may be derived from the present paper are the following:
(a). The ideal filter as defined in Chapter I is for most practical application a good approximation.

It can be said that for the m-derived filters this approximation is even better, because these filters have a phase and an amplitude characteristic which approaches the characteristics of the ideal filter closer than the basic filters do.
(b). The influence of losses in the circuit elements are negligible for the transient response of the basic filters.

For the steady-state response of the filter the losses have to be kept so small that they have no influence on the transient response. It is, therefore, impossible to insert losses in order to keep the transient response small without disturbing at the same time the discriminative quality of the filter.
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