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Abstract

Optimizing area and speed in parallel prefix circuits have been considered important for
long time. The issue of power consumption in these circuits, however, has not been
addressed. This dissertation presents a comparative study of different parallel prefix
circuits from the point of view of power-speed trade-off. The power consumption and the
power-delay product of seven parallel prefix circuits were compared. A linear output
capacitance assumption, combined with PSpice simulations, is used to investigate the
power consumption in the circuits. The degrees of freedom studied include different
parallel prefix algorithms and voltage scaling. The results show" that the use of the linear
output capacitance assumption provides results that are consistent with those obtained
using PSpice simulations. Because of the size-depth trade-off characteristic of prefix
circuits, the results also show that parallelism of prefix circuits at a certain level coupled
with the use of low supply voltage can be used to reduce the power-delay product to
attain a desired throughput beyond the minimum possible. The study enables us to
understand the power consumption behavior of prefix circuits, and to pick the suitable
prefix circuit for the acceptable power consumption in the prefix with a given throughput.

Circuit designers can then choose the best prefix circuit for a particular application.



CHAPTER 1

INTRODUCTION

The three most widely accepted metrics for measuring the quality of an integrated circuit
are its area, speed, and power consumption. Optimizing area and speed have been
considered important for long time, but minimizing power consumption has been gaining
prominence only recently [Bel01, BM00, CB95, GNHFO01, Hub00, Mil00, RP00, RP96].
One important reason for minimizing power consumption of a circuit is the proliferation
of portable electronic systems, such as laptops, mobile phones and wireless devices,
where maximizing battery life is important. Since it is desirable to minimize the size and
weight of batteries in such devices, while increasing the time between battery recharges,
finding methods of reducing power consumption has assumed considerable importance
recently. .

In this dissertation, we study power-speed trade-off for prefix circuits. The prefix
circuits play an important role in many applications. It appears in a number of areas such
as the carry-look-ahead adder, ranking, packing, radix sort, etc. [LD94]. Many new
approaches for prefix circuits with the goal of optimizing depth (i.e., speed) and size (i.e.,
area) have been proposed (BK82, LF80, LD94, LS99, Snir86]. As a result, performance
in terms of the speed and area has improved. The issue of power consumption in these
circuits, however, has not been addressed. Therefore, our goal is to make a comparative

study of different prefix circuits from the point of view of power-speed trade-off in order



to facilitate the design choices, specifications, and resource limitations. In this study, we
use the power-delay product as a quality measure for the prefix circuits. The power-delay
product is the product of the circuit’s power consumption and propagation delay, which
represents the energy consumed by the circuit per operation.

Two issues have been addressed in this dissertation. The first deals with our proposed
power modeling of prefix circuits. Then, the model, combined with PSpice simulations, is
used to investigate the power consumption in the circuits considered. The simulations
were carried out on both fixed and scaled supply voltage. It is found that amongst the
parallel prefix circuits the circuit having the shortest depth (the divide-and-conquer prefix
circuit) consumes the most power. Also according o PSpice simulations, the power-delay
product of the LYD prefix circuit seems to be the best (lowest) amongst the circuits
considered while the power-delay product of the divide-and-conquer is the highest. The
second issue deals with an investigation of the binary adders using selected prefix
algorithms. A parameter in the implementation of these circuits is the choice of block size
for computing carries in parallel. The 8-, 16-, 32-, and 64-bit binary adders were
implemented and simulated on PSpice. The performance was measured and compared. In
regard of power-delay product, we have found that an optimum block size falls
somewhere around the middle among the various possible block sizes.

The rest of this dissertation is divided into seven chapters. Chapter II presents a
literature survey on the various prefix circuits and discusses the current state of the art in
this field. Chapter III reviews the sources of power consumption in CMOS circuits and
presents strategies to estimate power consumption of the circuits. In addition, Chapter [

briefly introduces the circuit simulation tool called PSpice. Chapter IV focuses on



modeling the power consumption of the prefix circuits. The analysis of the power-speed
trade-off of various prefix circuits is described in Chapter V. Chapter VI introduces the
basic addition principle and structure as well as the formulation of carry propagation as a
prefix problem. The simulation studies of adders are given in Chapter VII. Finally, the

main results of the dissertation are summarized in Chapter VIII.



CHAPTER 2

PREFIX COMPUTATION

As parallel-processing computers have proliferated, the notion of prefix computation has
gained considerable attention in the literature and it played an important role in parallel
algorithms. In 1963, Ofman, a Russian Mathematician, was a pioneer in introducing the
use of prefix computation for fast binary adder circuits. The prefix computation appears
in a number of areas such as the carry-look-ahead adder, the ranking, the packing, the
radix sort, the finite state transducers, and the solutions of linear recurrences [LD94]. In
this chapter, the prefix computation model is introduced. Then a survey of the seven well-

known prefix circuits is presented.

2.1 Prefix Computation Model
A prefix computation [LD94], or simply the prefix circuit, is the process of taking N
inputs values x,x,,...,Xy_,,xy and producing N output values y,, y,,..., ¥y_1> Vo such that
h=x,
V=V, 0%, =X,0x,0..0Xx, oX,, for 2<isN
and e is an associative binary operation as shown in Figure 2.1. In other words, each y,
is obtained by “operating” together the first i/ elements of the sequence of x; --hence, the

term “prefix.” As an example, suppose that x, =1 for 1<i< N, and let e be the



ordinary addition. Then, y, =x, =1, y, =y, +x, =2, and so on. Therefore, the prefix

circuit produces y, =i for ISi<N.

Vi =% Yn=X e . 0Xx,

Figure 2.1: Anillustration of the prefix computation model.

The inputs of the prefix circuit, x;’s, can be anything depending on its application. If
the input is either an integer, real number, or complex number and its operation is one of
the two arithmetic operators (i.e.,+, and x), we call the circuit as an arithmetic circuit. If
the input is a Boolean element (for example, {0, 1} or {true, false}) associated with a
Boolean operator we call it as a Boolean circuit.

A prefix circuit with N inputs can also be viewed as a directed acyclic graph
G =(V,E)with N input vertices, N output vertices, and at least N-1 internal vertices.
These vertices will be referred to as input nodes, output nodes, and internal nodes,
respectively. An internal node is neither an input nor an output node. There are two types
of internal nodes: operation nodes and repeater nodes. An N-input prefix circuit has at
least N-1 operation nodes and has zero or more repeater nodes. An illustration of an

operation node and a repeater node is shown in Figure 2.2. An operation node shown as a



black dot, e, takes two inputs and produces one output. A repeater node shown as a small

square, [J, takes one input and produces as output one or more copies of its input.

uev uev u u
An operstion node A repester node

Figure 2.2: An illustration of an operation node and a repeater node.

In the prefix circuit’s layout, vertical lines identify the inputs and outputs. The inputs
are the lines leading from the top while the outputs are the lines leading to the bottom. As
an example, Figure 2.3 illustrates the layout and the components of a prefix circuit. The
numbers along the left-hand side of the layout give the depth (level) of the operation
nodes on the right. Note that the first output node in the prefix circuit is from the first

input node and the other outputs are from the internal nodes.

input node —_— X, x, x, X, INPUT
level
l -~ operation node
2 !
3 /
repeater node I

output node ————>J Y2 s YVa OUTPUT

Figure 2.3: An illustration of the prefix circuit's layout.



The metrics for measuring the performance of a prefix circuit are the circuit size,

depth, fan-in, and fan-out. These are explained in detail in the following.

Circuit Size

The size of a prefix circuit, size(N), is the total number of operation nodes in the circuit.
The size represents the amount of space required for the circuit. The circuit with smaller
size occupies less chip area in VLSI implementation [WE93]. One of the design aims

may be minimizing the size of the circuit.

Circuit Depth

The depth of a prefix circuit, depth(N), is the length of the longest path measured in
terms of the number of operations along the path in the circuit from its input nodes to its
output nodes. If a prefix circuit produces its outputs at depths d,,d,,...,d,, the depth of a
circuit is the maximum of {d,,dz,..., d,‘}. In other words, the depth of a prefix circuit is
the maximum depth of its outputs. The circuit depth is related to its computation time. In
VLSI implementation, a circuit with smaller depth is generally faster than one with
greater depth when the fan-out of most nodes in the two circuits is similar [WE93]. A
prefix circuit is depth-optimal if the circuit has the smallest depth among all possible

circuits.

Circuit Fan-in and Fan-out

The fan-in of a prefix circuit is the maximum fan-in of all nodes in the circuit. The fan-in



of a node is the number of inputs the node has in the path being exercised. Thus, the fan-
in of a node is defined as the node’s indegree. The fan-in of a node except the input nodes
can be either bounded or unbounded. A node has unbounded fan-in if the fan-in is not
fixed. In this study, unless otherwise stated, we are interested in the prefix circuit with the
fan-in of two, which represents a binary operation.

The fan-out of a prefix circuit is the maximum fan-out of all nodes in the circuit. The
fan-out of a node is the number of outputs the node produces to drive the other nodes.
The fan-out of a node is defined as the node’s outdegree. A node has unbounded fan-out
if the fan-out is not fixed. In the circuit shown in Figure 2.4, the nodes have fan-out of
three, and one, respectively. In the following, unless otherwise stated, we assume that the

fan-out of the prefix circuit is a function of N.

X, x X X, INPUT
level 1 2 3 4
1
2 / l fan-out of onc
fan-out of three 3 4 Y2 2 Ya OUTPUT

Figure 2.4: The prefix circuit with 4 inputs, size=4, depth=2.

Size-depth trade-off

Ladner and Fisher [LF80] were the first to introduce the important property of the prefix
circuit, the size-depth trade-off. They showed that a decrease in the circuit depth can be
achieved by an increase in the circuit size and vice versa. Snir [Sni86] further

strengthened this notion by proving the following result:



Theorem [Sni86] The sum of the size and depth of a prefix circuit, G(N), is lower
bounded by 2N -2, i.e., size(G(N)) + depth(G(N)) 22N -2.

This bound is tight in the sense that there are prefix circuits which actually achieve
this bound. Figure 2.5 and Figure 2.6 show the size-depth trade-off of prefix circuits. The

circuit 4 and circuit B produce the same outputs, y, where 1<i<4.

b A N A x, INPUT

B 2 Y2 Vs Y OUTPUT

Figure 2.5: The prefix circuit A with 4 inputs, size = 3,depth = 3.

X X X X, INPUT

B 4 Y2 B ¢ Vs OUTPUT

Figure 2.6: The prefix circuit B with 4 inputs, size = 4,depth =2.

The circuit 4 in Figure 2.5 has size 3 and depth 3 while the circuit B in Figure 2.6 has
larger size but smaller depth (i.e., size is 4 and depth is 2). Hence the circuit B is faster
but has to do more work than the circuit 4. Both circuits are (size, depth)-optimal.

The deficiency of a prefix circuit [Sni86] is defined as

deficiency = size + depth — (2N —2).



Since 2N -2 is the lower bound on the sum of size and depth, clearly, if deficiency =0,
then the prefix circuit is said to be (size, depth)-optimal.

In this study, all inputs are assumed to be at level zero. Unless otherwise stated, we
assume the number of inputs is N which need not to be a power of two. The input nodes
will be denoted asx,,x,,...,xy_,,x, . For integers i and j in the range 1<i< j<N, we
define

i:j=x;0x,, 0..0x.
Thus, for i=1,2,...,N, we have i:i=x,, since the composition of just one input x; is
itself. For i, j, and k satisfying 1 <i < j <k < N, we also have the identity

itk=i:j-lej:k,

since the e operator is associative [LD94]. For purposes of notational convenience, the
input values x;’s are labeled with the integer i, and the output values y,’s are labeled
with 1:7, where l:i=x,0x,0..0x,_ ox; for I1<i<N.All input nodes have zero fan-in
and a fan-out of at most two. The output nodes have at most one fan-in and zero fan-out.
For the internal nodes, the operation nodes have two fan-ins while the repeater nodes
have only one fan-in. However, both have unbounded fan-out. We will use this structure
to represent a prefix circuit for the rest of the study. This type of prefix circuit is termed
as a conservative circuit [Sni86]. If a prefix circuit produces its last output (i.e., 1: N)at

level [ig N, we call such a circuit as a restricted prefix circuit. We will see in the next

section that the restricted prefix circuit plays a major role in many parallel prefix circuits.
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2.2. Prefix Circuits: An Overview

In this section, we review the design of prefix circuits commonly found in literature. We
first introduce the serial prefix circuit. The size and depth complexity of this circuit is
O(N). Then the parallel prefix circuits based on the divide-and-conquer approach are
presented. These circuits are known as the divide-and-conquer prefix circuit, the Ladner-
Fischer prefix circuit [LF80], and the Brent-Kung prefix circuit [BK82]. By way of
comparison with the serial prefix circuit, the size of the divide-and-conquer prefix circuit
increases to O(NlgXN) whereas the size of the Brent-Kung prefix circuit is O(N).
However, the computation time of all three circuits is improved toO(lg N). Ladner-
Fischer prefix circuit is the first circuit that shows the trade-off between the circuit size
and circuit depth. Finally, the prefix circuits that are (size, depth)-optimal and are based
on the combination of two or more prefix circuits are presented. Each circuit has its own
methodology to divide inputs into two or more parts, intending to reduce the circuit
depth. For example, the Snir prefix circuit [Sni86] and the Shih-Lin prefix circuit [LS99]
are composed of two parts. The first part is the non-optimal prefix circuit called the
compressed layered prefix circuit and the second part is the serial prefix circuit. The
Lakshmivaranhan, Yang and Dhall’s prefix circuit (LYD prefix circuit) is composed of
four parts and has the shortest circuit depth among all (size, depth)-optimal prefix
circuits. Note that all of the circuits, except the serial prefix circuit, have unbounded fan-
out and operate in parallel: more than one operations are performed at a time. Instead of

producing the outputs one by one at a time as in the serial prefix circuit, they produce

11



outputs y,,V,,...,¥x_;»¥y more quickly. In the following, unless specified otherwise, all

the logarithms are to the base 2.

2.2.1 The Serial Prefix Circuit

The serial prefix circuit, S(V), produces the outputs one by one at a time. It is
straightforward to construct the serial prefix circuit. The layout of the circuit for N inputs
is illustrated in Figure 2.7. The S(N) circuit is formed by cascading N —1 operation
nodes, and feeding the output of the previous level directly into the input of the current
level. Each operation node has a fan-in of exactly two and a fan-out of two except the last

operation which has only one fan-out.

1 2 3 N-1 N WNeUT
level
1
2
N-2
N-1
I 122 13 1:N-1 I:N OUTPUT

Figure 2.7: An illustration of the serial prefix circuit,
S(N), derived from [LD94].

The last output is produced at depth N —1. There is one operation node at each level so
the size of the circuit is N -1, which is the smallest size among all other circuits.
Moreover, the serial prefix circuit is a (size, depth)-optimal prefix circuit since the sum of
its size and depth is 2N-2. However, the circuit is neither depth-optimal nor a restricted

circuit. Due to the size-depth trade-off rule, the serial prefix circuit has the longest depth
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among all other circuits (i.e., slowest circuit). Thus, all other faster circuits must have
sizes larger than N —1. Figure 2.8 shows the serial prefix circuit for N =10. The output
from the i* level is the input of the (i+1)* level. For example, the output of node
labeled 1:2 is the input of node labeled 1:3. The circuit size and depth are 9. Even
thought the serial prefix circuit uses only N —1 operations, the time taken is also N —1.

Hence we have to look at other alternatives for better performance.

1 2 3 4 § 6 17 8 9 10 mweur
level
1 2 1
2 3
3
4
5
6
7
8
9
1 1:2 133 1:4 1:5 1:6 1:7 1:8 1.9 1:10 OUTPUT

Figure 2.8: The serial circuit with 10 inputs, S(10), size =9,depth =9 .

2.2.2 The Divide-and-Conquer Parallel Prefix Circuit

The divide-and-conquer prefix circuit reduces the depth to IgN, as opposed to N —1
needed by the serial prefix circuit, by using parallel operations and the well-known
divide-and-conquer strategy. The construction of the divide-and-conquer parallel prefix
circuit with N inputs, denoted as DC(N), is illustrated in Figure 2.9. The DC(N) circuit
can be built from two DC(N/2)circuits, recursively. Thus the size(DC(N)) is the size

of two DC(N/2)circuits plus additional connection nodes, which are N /2 in number.
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Similarly, the depth of DC(N)is one more than the depth of DC(N/2). Therefore, the

following recurrences for the size and depth of this circuit are immediate:

size(DC(N)) = 2size(DC(%)) + %’ with size(DC(2)) =1.
depth(DC(N)) =depth(DC(—1;l)) +1,  with depth(DC(2)) =1.
1 2 INPUT
)
I 12 I:i l:l+ll:l+2 I: N OUTPUT

Figure 2.9: An illustration of the divide-and-conquer prefix circuit, DC(N),
derived from [LD94].

Solving, for size(DC(N)), we get
) N
size(DC(N)) = —2—lgN =0(NigN)

Solving, for depth(DC(N)) , we get

depth(DC(N)) =1gN = O(lgN)
Thus, the DC(N)circuit takes only Ig N time. This circuit is, therefore, depth optimal.
However, the circuit size is much bigger than the serial prefix circuit, increasing to
O(N lg N) . However, the circuit is not (size, depth)-optimal because the sum of the size

and depth of the circuit is much more than the lower bound 2N — 2, for N > 4. Figure
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2.10 shows the circuit DC(N) for N =8. The circuit size and depth are 12 and 3,
respectively. In this case we have reduced the depth to Ig N but the number of operations

increases to (N/2)IgN .

1 2 3 4 5 6 7 8 INPUT

e AN{ AN

2 4

1 1:2 1:3 1:4 1:5 16 17 1:8 OUTPUT

Figure 2.10: The divide-and-conquer paralle! prefix circuit with 8 inputs, DC(8),
Size = 12, depth = 3.

2.2.3 The Ladner-Fischer Parallel Prefix Circuit

From the above description, we see that the serial circuit has longer depth but smaller size
whereas the divide-and-conquer parallel prefix circuit has smaller depth but larger size.
Ladner and Fischer [LF80] were the first to discuss the size-depth trade off in prefix
circuits — a reduction of the circuit depth is achieved at the cost of an increase in the
number of operations. They introduced a family of circuits, LF,(N), where k denotes the
depth above [lgN ], with 0<k <[lgN]. Based on the divide-and-conquer strategy,
LFy(N) and LF,(N)(when k #0) are defined recursively as shown in Figure 2.11 and

2.12, respectively.
The last output, 1: N, of the LF,(N) circuit for all N and k is available in [IgN]
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units of time so the circuit is a restricted parallel prefix circuit. The circuit size depends
on the value of k such that

sizey(N) =4N — F(5+1gN) +1,
size,,(N)=2N(1+2i,,)-1r(5+1g1v-k)-k+1,

where F(N) is the N Fibonacci number and for k> 1. Note that when N is not a power
of 2, this solution is not precise. The circuit depth by construction is

[1g N < depth(LF,(N)) < 2[1gN]-2.

) NPUT
N
(5]

112 n:% |:%’-+n:%+z 1:N OUTPUT

Figure 2.11: An illustration of the Ladner-Fischer parallel prefix
circuit when k= 0, LF«(N), derived from [LF80].

T oo
Y
SRS

I 122 133 14 I:N-3 1:N-2 I:N-1 1IN

Figure 2.12: An illustration of the Ladner-Fischer parallel prefix
circuit when k= 0, LF«(N), derived from [LF80].
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The Ladner-Fischer circuit is depth-optimal when k£ =0. The circuit is not (size,
depth)-optimal because size(LF,(N)) + depth(LF,(N))> 2N -2, for k20and N >4.
Therefore, the LF,(N) circuit has O(N)size and O(lg N)depth. Figure 2.13 illustrates
the LF,(N) circuits, for 0 < k <1. The circuit size and depth vary with the value of k. As

the value of k increases, the circuit size decreases but the circuit depth increases. This

algorithm allows us to trade the size for depth and vice-versa.

12 34 56 78 INPUT 12 3456 78 INPUT
Ie¥el level

2 2

: 3

4

Tl I
11213141516 1:7 1:8 QUTPUT 11:21:31:41:516 1:7 .8 QUTPUT
(a) LF,(8) . size = 12 and depth = 3. (b) LF,(8) , size = 11 and depth = 4.

Figure 2.13: Examples of Ladner-Fischer parallel prefix circuits with 8 inputs.

2.2.4 The Brent-Kung Parallel Prefix Circuit

The Brent-Kung prefix circuit [BK82], BK(N), is another circuit which is based on the
divide-and-conquer strategy. This circuit has smaller size than that of the LF,
(k <[1g N|-2) circuits, but its depth is greater than that of these circuits. This described
circuit can be as follows. Let N =2". The BK(N) is divided into three levels -- the first
level with N/2 operation nodes, the second level with BK(N/2), and the last level with
(N/2-1) operation nodes. According to Figure 2.14, we can build BK(N) from

BK(N/2) recursively. The following recurrences for the size and depth of this circuit are
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immediate:
size(BK(N)) = size(BK (—1;-(-)) +N -1, with size(BK(4))=4.
depth(BK(N)) = depth( BK (—%’-)) +2, with depth(BK(4)) =2.
When N =2", we can solve these recurrences easily, as follows.
. ) N
size( BK(N)) = size(BK (—2—)) +N -1

=2N-1gN-2 =0O(N)

Similarly,

o e o e o (-] [} e o e
1 2 3 4 S5 6 N3 N2 N-1 N INPUT
N-3:N-2 N-I:N

N3] 1:N-21 N-I| I:N

1 12 13 114 L5 16 I:N-3 1:N2 I:N-1 I'N  OUTPUT

Figure 2.14: A Brent-Kung paraliel prefix circuit, BK(/N) based on
divide-and-conquer strategy(o = odd, e =even), derived from [LDS4].

depth(BK(N)) = depth(BK(-g—,)) +2

=2lgN-2 =0(igN)
The BK(N)circuit takes O(lg N) time like the DC(N) circuit. However, the circuit size,

which is O(N), is smaller than that of the DC(N)circuit. The circuit is not depth-
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optimal, and because size(BK(N)) + depth(BK(N))> 2N —2 for N >4, BK(N) is not
(size, depth)-optimal either. Figure 2.15 shows the BK(N) circuit for N =8. The circuit
size and depth are 11 and 4, respectively. This is a compromise between serial prefix
circuit and the divide-and-conquer algorithms. In this case the number of operations is

2N —lgN -2 and thedepthis 2IgN -2.

3 4
level \
1

5 6 7 8 INPUT

1 12 I:3 1:4 I5 1:6 17 1:8 OUTPUT

Figure 2.15: An illustration of the Brent-Kung paralle! prefix circuit, BK(8),
size =11, depth = 4.

2.2.5 The Snir Parallel Prefix Circuit

Snir [Sni86] showed that the sum of the circuit depth and circuit size of ahy prefix circuit
with N inputs is lower bounded by 2N -2 (that is depth(N)+ size(N)=2N —2). He
also introduced an algorithm to construct the (size, depth)-optimal prefix circuits for any
N with the depth in the range max([IgN], 2[lgN]-2)< depth(SN(N)) < N —1. The
deficiency of a prefix circuit is defined as

deficiency = size + depth — (2N —2).
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A circuit with zero deficiency is said to be (size, depth)-optimal. The Snir prefix circuit,
SN(N), is the combination of two prefix circuits: the compressed layered prefix circuit,
CR(N,), and the serial prefix circuit, S(¥,), where N = N, + N, —1. The circuit’s layout

is shown in Figure 2.16. SN(N) is constructed by feeding the last output of CR(N,) as

the first input of S(N,).
Part 1 Part2
A A
i 2 Ni-1 N, K+1 Nq#NZAL iNeut
CR(N,)
S(N,)
1 eee |
1 12 lINl-l l:Nl l:Nl“'l l:Nf"erOUTPUT

Figure 2.16: The Snir prefix circuit, SN(N) = CR(N,)-S(N,).

Compressed Layered Prefix Circuits [LD94, Sni86]

The compressed layered prefix circuit, CR(N), is obtained by compressing the layered
parallel prefix circuit. The compression involves moving same nodes to their actual level
as determined by the path from the input nodes. The design of the layered parallel prefix
circuit [Sni86] is based on the divide-and-conquer strategy. The design specifies the
operations level by level as follows. Let g, be a set of a pair of inputs such that

g, = {(i,j) |a node at level a is fed by lines iandj} .

Now, given N, let m =[lg N']. For each level, let
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g = {(kZ‘ -2 min(N, k2")) | k = [%1»% J,Zl}

be the set of operations at level ¢ for, ¢ =1,...m, and

gl+l = {(kz._'9 kz._‘ + 2'-‘—1) I k = l.zu_—.{l - %J”":zyl}

be the set of operations at level m +¢ for, t=1,.m—1.

The depth of the circuit as defined above is 2[ig N |-1(i.e., m+m—1). The first [IlgN |
levels construct a complete binary tree rooted at 1:20M1 Including the leaves of the
binary tree, which are all inputs, the tree depth is [Ig N |+ 1. Therefore, the tree clearly
has (N —1) internal nodes, [1g N |+ 1 of which are output nodes (i.e., nodes labeled 1: 2*
for x=0,l,...,IgN). A prefix circuit with V inputs must have N outputs. Therefore, the
remainder of [lgN]-1 levels contain N —[lgN]-1nodes. Thus, the total size of the
circuit is 2N —[lg N]-2. Also the last output y, is available at depth [IgN]. Hence,
the circuit is a restricted prefix circuit. In this layered design definition, there are
operation nodes at level >m where inputs do not exactly come from the immediately
preceding level. Such nodes are then moved to the appropriate level. After all such nodes

are moved to the appropriate level the layered circuit is compressed to yield a circuit with

depth as follows:

[lgN] if N<5,
depth(CR(N)) =< 2r-3 if3x2"2<N<2forr=3,
2r—-2 if2"<N<3x2™'for r>3.
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As an example, let N =8. Then m=rlg8]=3and we obtain g,, where t=12,...5, as
follows.

& =1{12).G:4).5.6).(7.8)}

g: = {24.(6.8)}

g, ={4.8)}

g, ={4.6)}

g; ={(2:3).4.5.6.n}

The layout of the layered prefix circuit before compression is shown in Figure 2.17. Its
depth is 5 and its size is 11. However, the circuit can be compressed by moving the node
labeled 1:6 at level 4 to level 3 and the nodes labeled 1:3, 1:5, and 1:7 at level 5 to level
2, 3, and 4, respectively. As shown in Figure 2.18, the depth of the compressed circuit is
reduced by one level. Thus, the new circuit depth is 4. The compressed circuit is not a

(size, depth)-optimal circuit since the circuit’s deficiency is greater than zero as follows.

wn
[=))

1 2 3 4 7 8 INPUT

TNINCNN

34
, L\+\

L4 ] 5:8
’ \?1:8

1:3 1:5 1:7
Il 12 113 14 IS 16 1:7 1:83 OUTPUT

Figure 2.17: An illustration of the layered parallel prefix circuit, size =11,depth =5.
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1 2 3 4 5 6 7 8 INPUT

level
1
) 34 5 78

i1 12 13 14 155 16 17 1:8 OUTPUT

Figure 2.18: An illustration of the compressed layered prefix circuit, size =11,depth =4.
deficiency = size(CR(N)) + depth(CR(N)) — (2N -2)
>(2N-2-1gN]D+(1gN]-3)-(2N -2)
>[1lgN]-3
20
As in the previous discussion, the Snir’s circuit, SN(N), is composed of two prefix
circuits: the compressed layered prefix circuit and the serial prefix circuit. Therefore, the
circuit size and depth are defined as
size(SN(N)) = size(CR(N,)) + size(S(N,))
depth(SN(N)) = max{depth(CR(N,)),[1g N, |+ depth(S(N, )}
Although the SN(N)circuit is a combination of a (size-depth)-non-optimal prefix
circuit (that is CR(A, )) and the (size, depth)-optimal prefix circuit (that is S(V,)), itisa
(size, depth)-optimal prefix circuit [Sni86]. If the given input value N satisfy the

inequality
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2flg N|-2 <depth(SN(N)) <2Ig(N -1) -1,
then the design recursively defines (size, depth)-optimal circuit with depth
depth(SN(N)) . Otherwise, a circuit with
N —=22>depth(SN(N)) 221g(N -1)-1
is given.

As an example of the SN(N)circuit, letN=19. Then r=4, N,=r+1=5 and
N, =N-N, +1=15. The SN(19) circuit is given in Figure 2.19, which is composed of
CR(15) and S(5). Clearly, the circuit depth is 8, the circuit size is 28 and their sum is 36,
which is equal to (2x19-2). Hence, SN(19) is (size, depth)-optimal. However, Snir

parallel prefix circuit is not depth-optimal, and also not a restricted prefix circuit.

SN(19)
CR(15) S(5)
. A
' N0 N

1 23 4 5 6 7 8 9 101112131415 16 17 18 19 INPUT

NP PP
ii

level

o

0 N N L & W N

1 12 13 14 15 1:6 1:7 1:8 19 L:10 I:111:02 1:13 1:14 115 1:16 1:17 1:18 L:IOUTPUT

Figure 2.19: The Snir prefix circuit, SN(19), size = 28 and depth = 8.
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2.2.6 The LYD Parallel Prefix Circuit

Lakshmivarahan, Yang, and Dhall {LYD87] were the first to introduce the algorithm to
design a (size, depth)-optimal prefix circuit, having the smallest depth among all other
circuits, for N =9to 12, N=17to 20, and N =33. Their discovery proves that there is
(size, depth)-optimal prefix circuit  with depth in the range
r IgN|<d(N) < max({1g N ]2[Ig N]—3). Moreover, their algorithm gives the depth-
optimal prefix circuits for some inputs. The algorithm distributes all N inputs in to four
parts properly. Like the SN(N) prefix circuit, Part 1 corresponds to the compressed
layered prefix circuit. Part 2 is a new optimal prefix circuit, Q(N), proposed by the

group [LYD87, LD94]. Part 3 and Part 4 are the serial prefix circuits.

New optimal prefix circuit, O(N)

Q(N) is a new class of (size, depth)-optimal prefix circuits with condition

N=@+1, for £>0.

Let g, denote the j* node at level i and be represented with an ordered pair (a,b);
wherea =left(g, ;)and b =right(g, ;) , refer to the left and right inputs of the node g, ;,

respectively.

The Q(N) circuit is constructed as follows.

1. Atlevel 1, g, =(1,2), g,, =(3,4), and

8= (Ieﬁ(gl,j—l) +(-D, righ'(gl,j—l) +(j-D)), for j=34,..,t.

2. Forlevels i=2tot,
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8. = (right(g,_,,), right(g,_,,)), and
g, =(right(g,_, ,..), right(g._, ;) +1), for j=23, .t+1—i.
3. The nodes at level (¢ +1) are given by
g = (right(g, ), right(g, )+ D|i=12,.,t-1,j =12,..i}
The Q(N) circuit has unique properties: The circuit depth is equal to the circuit width
and the circuit size is equal to the square of the circuit depth.
Let N =7. Thus t =3. We obtain g, ;as follows.
g, =012) 8.=0G4) 83 =(5.6)
22, =24 822 =(6,7) 8, =4.7)
84 =(2,3),(4,5),(4,6)
The Q(7)circuit is illustrated in Figure 2.20. As seen, the Q(N) circuit consists of
blocks of the serial prefix circuits with block sizes increasing in an arithmetic

sequence.

1 2 3 4 5 6 7 INPUT

level \L
1
12 34

) \T\ )
14 [~~~ 5:7
3
\?lﬂ

5 \*
1:3 1:5 1:6

1:1 12 1:3 1:4 1:5 16 17 OUTPUT

Figure 2.20: The ((7) prefix circuit.
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The LYD prefix circuit, LYD(N), is composed of 4 parts (see Figure 2.21) as follows.
Part I: the compressed layered prefix circuit, CR(¥,),
depth(Partl) < depth(N)
size(Partl) = 2N, —[1g N, ]-2
The last output,1: N,, is available at level ¢ =[Ig N, | < depth(N) - 2.

Part 2: the new (size, depth)-optimal prefix circuit, Q(N,),

N, = flngﬂ';gN.1+l) ol

depth(Part2) =[1g N, |+ 2 < depth(N)
The size after combining with Part 1 is size(Part2)=2N, —1. The last output,1: N, + N, ,
is available at level [Ig N, |+1.
Part 3: the serial prefix circuit, S(V;),
depth(Part3) =[1g N, |+ 1+ N, < depth(N)
size(Part3) = N,
Part 4: the serial prefix circuit, S(V,),
depth(Part4) = r IgN, -|+ 2+ N, =depth(N)
size(Part4)=2N, ~1

where N =N, +N,+N;+N,; N,,N,,and N, 21;and N, 20.
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Figure 2.21: The structure of LYD(N), derived from [LD94).

Thus, the circuit depth is [lgN,]+2+N, and the circuit size is
size( Partl) + size( Part2) + size(Part3) + size(Part4) , which is (2N —2)—depth(N).
It is easy to see that the circuit LYD(N)is (size, depth)-optimal. For any integer N,
there exists a (size, depth)-optimal prefix circuit, LYD(N), such that Zl-lg N -|-6
< depth(LYD(N)) < Zflg N ]—3 . However, the circuit is not restricted prefix circuit
and not size optimal. But for many N’s, the circuit yields the optimal depth. As an
example, Figure 2.22 shows the circuit LYIDX(19), which is a combination of

CR®8)-0(7)-5(0)-S@4).
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LYD(19)

CR(8) Q(7) S(0) S(4)
A
r N\ N\ \

1 23 4 5 6 7 8 9 101112131415 16 17 18 19 INPUT

N NSNENENENENE
SR

1 12 13 14 15 1.6 117 118 19 110 L:111:02 1:13 1:14 1:05 1:16 1:17 L:18 L:19QUTPUT

N & WN -~

Figure 2.22: The LYD(19) prefix circuit with size 31 and depth 5.

2.2.7 The Shih-Lin Parallel Prefix Circuit
Recently, Lin and Shih [LS99] have proposed a new (size, depth)-optimal prefix circuit,
SL(N), with the depth in the range

2[1g N]-5 < depth(SL(N)) <N -1, for N 212.
The structure of the SL(N)circuit is similar to the SN(N)circuit but differs in the
partitions of the circuit. The SL(N) circuit is also composed of two parts: the
compressed layered prefix circuit and the serial prefix circuit as shown in Figure 2.23. In
other words, SL(N) =CR(N,)-S(N,), where N =N, + N, —1. This algorithm offers the

same or equivalent performance as that of LYD but it is easier to implement.
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Part 1 Part 2
A A
i 2 Ni-l N, K41 NN NpUT
CR(N,)
S(N,)
U1 eee |
112 L:NeL1: N, NG 1 NitNo-1 OUTPUT

Figure 2.23: The SL(N)circuit, SL(N) = CR(N,)-S(N,).

Let depth(SL(N)) be the depth of the SL(N) circuit, defined above. Then

igN]-5 if 27 <N<2'+r-4 forr26,
depth(SL(N)) =< 2[lgN]-4 if 2" +r—-4<N<3x2"2 for r25,
2f1gN]-3 if 3x2" 2 < N<2" for r>4.

The following are the conditions to choose N, [LS99].

Ifr>4and 3x2"2<N<2', then N, =r-2.

Ifr>6and 2'<N <2 +r-4, then N,=r-3.

Ifr>Sand N=2""+r-4, then N, =r-2.

Ifr>5and 2 +r—4<N<3x2"? then N,=r-3.
Since depth(SL(N))+ size(SL(N))=2N -2, the SL(N) circuit is a (size, depth)-optimal
prefix circuit [LS99). Like the Snir prefix circuit, the SL(N) circuit is neither depth-
optimal nor restricted prefix circuit. As an example of SL(N), let N = 19. Then r =5and

2™ +r -4 <N £3x2"%. The layout of the SL(19)circuit is given in Figure 2.24, which
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is composed of CR(18) and S(2). Clearly, the circuit depth is 6, the circuit size is 30,
and size(SL(19)) + depth(SL(19)) =2N —2 =36. Comparing the SL(19) circuit with the

LYD(19) circuit, the SL(19) circuit’s depth is longer while its size is smaller.

SL(19)
CR(8) SQ)
— = —~

1 23 4 5 6 7 8 910111213 141516 17 18 19 INPUT

NN

1 12 13 14 15 1:6 127 1.8 19 1:10 1:111:12 1:13 1:14 1:15 1:16 1:17 1:18 119 QUTPUT

A U b W

Figure 2.24: The SL(19) prefix circuit, size = 30 and depth = 6.

2.3 Comparison

Table 2.1 provides a comparison of the prefix circuits illustrated in this chapter. While
the parallel prefix circuits have desirable depths, which are O(lg N), they differ widely in
the number of operations performed. Only four prefix circuits (i.e., serial, Snir, Shih-Lin,
and LYD prefix circuits) are (size, depth)-optimal. The divide-and-conquer prefix circuit
and the LF, prefix circuit have the shortest depth and the serial prefix circuit has the

smallest size.
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The size-depth trade-off does apply to any prefix circuit. For example, the serial prefix

circuit performs fewest operations (i.e., smallest size) compared to the others, but has the

longest depth while the divide-and-conquer prefix circuit has the largest size, but has the

smallest depth. Although the Shih-Lin prefix circuit and the Snir prefix circuit have

similar circuit layouts, the Shih-Lin prefix circuit has a smaller depth than the Snir prefix

circuit. All circuits have unbounded fan-out except the serial prefix circuit that has a

constant fan-out of two. The divide-and-conquer prefix circuit and the LF, prefix circuit

have the largest fan-out ((N/2)+1). The Brent-Kung, Shih-Lin and Snir prefix circuits

have the same fan-out (flg N -|+l), which is smaller than that of the LYD prefix circuit

2[1gN1-2).

Table 2.1: A Comparison of the seven prefix circuits illustrated in this chapter.

Prefix Circuit Size Depth Fan-out (size, depth)-
optimal
Serial N-1 N-1 2 Yes
__ Sine-optimal

Divide-and-

(N/2)IgN IgN (N/2)+1 No
Conquer

_Septh-optimal |
LF, AN -F(S+IgN)+1
2 ¢

i IgN+k W2 +k

ANQA+(1/2*)-F(S+IgN-k)=k+1
when 0 <k <igh~2 No
LF: 2N-IgN-2 2igN -2 IgN +1
when & > igN-2
Brent-Kung 2N-igN-2 2igN -2 IgN+1 No

. max(ign, 21gN -2)
Snir 2N -2 ~ depth IgN +1 Yes
Sdepths N -1

LYD 2N —2 ~depth 2IgN -6 <depth<2igN -3 2igN-2 Yes
Shih-Lin 2N -2 -depth 2igN -5sdepth<s2lgN -3 IgN+1 Yes
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CHAPTER 3
SOURCES OF POWER CONSUMPTION

In the previous chapter we examined size and depth trade-offs of various prefix circuit
designs. We want to examine the power consumption characteristics of these circuits. In
this chapter, the sources of power consumption in circuits are reviewed and the strategies
to estimate the power consumption of the various prefix circuits are presented. This
should help us to better understand the power consumption characteristics of the circuits.

We also introduce the circuit simulation tool called PSpice in brief.

3.1 CMOS

Presently, CMOS (Complementary-symmetry Metal-Oxide Semiconductor) technology is
the most popular technology used by the digital IC (Integrated Circuit) industry because
of its low power consumption, its good scalability and its speed [CB95, RCNO1, WE93].
CMOS technology uses two types of transistors: a P-type transistor and an N-type
transistor realizing logic functions. Figure 3.1 shows the P-type and N-type transistors,
and their characteristics. The P-type transistor has a bubble on its symbol indicating that
the transistor is conducting when its input is 0. The N-type transistor is conducting when

its input is 1. The input has been labeled with the signal s.

Examples of CMOS Logic
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The CMOS inverter is the heart of all digital designs. Each complex design (for example,
NAND gate) can be clearly explained if the inverter’s characteristics are understood. It

consists of two transistors, one P-type and one N-type transistor. Figure 3.2 shows the

CMOS inverter and its truth table.
Symbols Characteristics

a 2 oL

P-ype transistor s=0
s a Yo b

s=1

b

N-type a a_.og o_..e.
s a 3 b

s=1

b

Figure 3.2: CMOS inverter.

The CMOS NAND gate, CMOS NOR gate and their truth tables are illustrated in
Figures 3.3 and 3.4, respectively. Both gates consist of four transistors, two P-type and

two N-type transistors.
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Figure 3.3: CMOS NAND gate.
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Figure 3.4: CMOS NOR gate.

3.2 Power Consumption

3.2.1 Sources of Power Consumption

In CMOS circuits, power consumption is due to the following three types of current flow

[WE93]:

1. Static power consumption due to leakage currents. The static power consumption

occurs when some current leaks through to other parts of the transistor (i.e., the
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leakage current from the gate to the drain as shown in Figure 3.5), resulting in
power loss. The power loss due to leakage current in CMOS is usually

insignificant compared to the dynamic power consumption [CB95, RCNO1].

source

9"""——-”:{ —

drain drain

Figure 3.5: The leakage current from the gate to the
drain of a transistor.

2. Dynamic power consumption due to short-circuit currents. The short-circuit
occurs when both P-type and N-type transistors are momentarily on at the same
time (see Figure 3.6). Although there is some dynamic power consumption from
the short circuit, this power loss is usually insignificant compared to the power

dissipated from the switching [CB95, RCNO1].

vce vceC
—d
A Y A Y
L,
GND GND

Figure 3.6: An illustration of short-circuit when both P-type and N-type
transistor being in the on state at the same time.

36



3. Dynamic power consumption due to switching currents from repetitively charging
and discharging the parasitic capacitances at the transistor’s gate (see Figure 3.7).
The currents must flow through the transistor’s gate to reach the capacitances
(i.e., charging the capacitance). During the switching transient, the power is
dissipated (i.e., discharging the capacitance). The charging and discharging of the
parasitic capacitances are the dominant form of power consumption in CMOS

circuits [WE93].

gee—| >

drain drain

Figure 3.7: An illustration of capacitance charging.

Therefore, two components establish the amount of power consumption in a CMOS
circuit. They are static and dynamic. Static power consumption is due to imperfect
transistors while dynamic power consumption is due to the process of switching
transistors on and off. However, in properly designed CMOS circuits, the major portion
of the power consumption is from dynamic switching. As a result, in this study, we focus
on the dynamic component due to the repetitive charging and discharging of the
capacitive loads.

The average power consumption in a CMOS gate or module (e.g., an adder) due to

switching can be written as [CB95, WE93]:

P.nvildn‘ng =Ce[Vozof’ G.1)
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where C ; is the effective capacitance switched, V,,, is the supply voltage, and fis the
clock frequency. C, has two components, the switching activity (signal transition
activity) per clock cycle, p,, and the load capacitance,C,. Thus, for a given circuit

running at a given speed (i.e., C, and f constant), power consumption is a function of
the supply voltage and switching activity. Therefore, power reduction can be achieved by
either operating the circuit at a lower voltage or by choosing an architecture that reduces

the switching activity of the circuit’s signals.

Effect of Voltage Scaling

Due to the quadratic relationship between the supply voltage and the power consumption,
lowering supply voltage can be an effective way to achieve dramatic power savings.
However, as the supply voltage is decreased, the circuit delay generally increases

relatively independent of the logic function and style; see Figure 3.8. Thus, reducing

:
§

NORMAL IZED DELAY

| I T O I A

Figure 3.8: Plots of normalized delay vs. supply voitage for
a variety of different logic circuits, derived from [CB95].
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supply voltage unfortunately reduces the system throughput. This loss in throughput can
be recovered in some cases by applying architectural techniques to compensate for the
additional delay (e.g., utilization of parallelism and pipeline). Reference [CB95] shows
that by changing circuit architecture (i.e., using parallelism and pipelining) it is possible
to gain significant speed improvements with only a slight increase in power, hence

enabling some voltage down-scaling while maintaining the throughput.

Effect of Switching Activity

The power in CMOS circuits is dissipated when the signals in the circuit switch (i.e.,
change values). As a result, the amount of switching activity is an indicator of the power
consumption. The manner in which the nodes in a circuit are interconnected can have a
strong influence on the overall switching activity [CB95]. Some architectures induce
extra transition activity at the operation nodes called glitching transitions or dynamic
hazards, which consume extra power. Glitching is a major problem that increases the
effective switching activity, causing a circuit node to undergo several rapid transitions in
a single clock cycle [CB95, RCNO1].

Figure 3.9 illustrates an example of the glitching behavior for a chain of eight NAND
gates [RCNO1] by using a PSpice® simulation [Cad00]. In the simulation, all bits of the
first input were set to logic ‘one’ and all bits of second input transition from logic ‘zero’
to ‘one’. For an ideal circuit without propagation delays, the resultant outputs VOUT2, 4, 6
and 8 would stay logic ‘one’ all the time. However, due to the presence of delays, these
outputs switch to low temporarily. This glitching causes extra power to be consumed.

Outputs VOUT1, 3, 5§ and 7 do not glitch; they just have some propagation delay. It is
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noted that the degree of glitching depends on the switching pattern of the input signals

[RCNO1].
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Figure 3.9: An illustration of the glitching behavior of a chain of eight NAND gates [RCNO1].

To reduce glitching activity, the depth of the signal paths in the circuit should be

balanced. The following is an illustration of two different circuit architectures of a 4-

input adder. In Figure 3.10(a), assume that all primary inputs (A, B, C, and D) arrive at

the time 7, and the implementation is non-pipelined. While the first adder makes one

transition by computing A+B, the second adder also makes one transition based on C and

the previous (i.e., initial) value of A+B. After the correct value of A+B has propagated

through the first adder at time say ¢, +¢,, the second adder re-evaluates (A+B)+C, which

is complete at timet, +2¢,. Thus, there is a second transition at the second adder.
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Similarly, there will be three transitions at the third adder. With a path-balancing
approach of Figure 3.10 (b), while the first and second adders make one transition the
third adder will make only two transitions to produce the same output as in Figure 3.10
(a). In [CB9S], the “total switched capacitance” of the circuit layout in Figures 3.10(a)
and 3.10(b) has been simulated by using a switch-level simulator over random input
patterns. The results show that the switched capacitance of the circuit layout in Figure
3.10(a) is larger than that of the circuit layout in Figure 3.10(b) by a factor of 1.5 for a
four input addition, and 2.5 for an eight input addition. Hence, increasing circuit depth
generally increases the total switched capacitance due to glitching and thus increases
power consumption [CB95]. As a consequence, the amount of transition activity
(switching activity) for a layered and non-pipelined circuit can be a function of depth d
and the number of nodes at each level i, w,, as [CB95]

5w, . (G2)

|

(a) Chain Model (b) Tree Model

Figure 3.10: An illustration of extra transition activity, derived from [CB95].
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From this, it follows that in the worst case estimate for the switching activity of such a
circuit can grow according to O(d?), assuming a constant number of nodes at each level.

From the previous discussion and the example of Figure 3.10, we have seen that
different circuit architectures for performing the same function can consume different
amounts of power. Therefore, the implementation of the various prefix circuits in an
application will have different power consumption as well. However, in the prefix
circuits, we cannot say with certainty that the circuit with the longer depth will consume
more power than one with shorter depth. The reason is that both depth and the number of
operation nodes among the candidate prefix circuits differ. In prefix circuits, when the
depth decreases, the number of operation nodes (i.e., size) generally increases and vice
versa. This is known as the size-depth trade-off [LF80, LD94]. As a result, the switching
activity in a prefix circuit not only depends on its logic depth but also on the number of
operation nodes at each level. The circuit with shorter depth and more nodes might have

more switching activity than the one with longer depth and fewer nodes.

3.2.2 Power Consumption and Fan-out

Besides the switching activity at an operation node, the node’s fan-out also has an effect
on power consumption in a circuit design in VLSI [Cal96, WE93]: the larger the fan-out,
the more power the circuit consumes because there are more signals. For example, by
using the PSpice over random input patterns, the power consumed by a 2-input XOR gate
is dependent upon the fan-out and the relationship is linear (Figure 3.11). Hence, fan-out
should be taken into account when a power consumption estimate is made for the prefix

circuit.
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Figure 3.11: Effect of fan-out on power consumption of a 2-input XOR gate.

3.3 The Circuit-level Simulation: PSpice

The circuit-level simulation called SPICE (Simulation Program for Integrated Circuit
Emphasis) is a powerful general purpose analog and digital circuit simulator that is used
to verify circuit design and to predict the circuit behavior under a variety of different
circumstances. The program SPICE was originally developed at the Electronics Research
Laboratory of the University of California at Berkeley in early 1970’s and has become a
de facto standard in the area of analog and digital simulation. SPICE is often used to
characterize logic cells. The software performs a simulation of the design and monitors
the power supply current waveform. This technique gives accurate power consumption.
But it is very time-consuming.

In this study, we use a PC version of SPICE called PSpice [Cad00]. PSpice is
registered trademark of Orcad Corporation and it is the most popular circuit simulation
software on the market today. PSpice offers a large library of models obtained from files
of standard components, semiconductor manufactures, and user inputs so that users can

run simulations with confidence and get accurate results. Circuits are entered using a
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schematic capture editor, which can access the component and symbol libraries. The
simulation results take the form of textual, tabular, and graphical output, depending on
the analysis performed and the Probe post-processor displays output data in the form of
graphs.

In the next chapter, we will analyze switching activity and fan-out for each prefix
circuit considered. We then use this to further estimate and investigate the power-speed

trade-off between various types of prefix circuits.



CHAPTER 4

POWER MODELING OF PREFIX CIRCUITS

Having seen the various sources of power consumption in general circuits we now focus
on analytical model for predicting the average power consumption of a prefix circuit. As
mentioned previously, the signal switching activity has a major influence on the power
consumption. Therefore, the switching activity will be used as a basis to determine power
consumption of prefix circuits. Further, as mentioned in Section 3.2.2, the power
consumption of an operation node is a linear function of fan-out [Cal96]. Therefore, to
take into account the effect of fan-out on the output load capacitance of an operation
node, we assume that the load capacitance of a node with fan-out k is equal to

C, +C (k—1), where C, is the load capacitance of a node with fan-out 1, and C’ is the

load capacitance for each additional fan-out [Smi97].

The effective circuit capacitance of a prefix circuit, cap,, (N), is the effective load
capacitance of all nodes in the circuit. As defined here, the effective circuit capacitance
depends on input signal patterns and the effects of signal glitching. Thus if a node output
experiences two transitions due to glitching, its effective capacitance is twice that of the
physical capacitance. Because the degree of glitching depends on input signal patterns,
we consider derivations of the worst case scenario in which glitching at the nodes are
assumed to be the maximum possible. By scaling the effective circuit capacitance by the

circuit clock frequency and ¥, , we arrive at our power estimate.
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P=cap,(NWp,f. 4.1)

The capacitance evaluation for various circuits according to our model is made in two
steps. As a first step, in Section 4.1, we assume that the load capacitance for each
operation node is independent of the fan-out, i.e., the load capacitance in the constant C,.
In the second step we first compute the residual network by deleting one output of each
operation node with fan-out > 1. We then compute the load capacitance of the residual
circuit assuming that the load capacitance of each node is C’, independent of the fan-out.
This step is repeated k£ —1 times where & is the fan-out of the given circuit. This step is
performed in Section 4.2. The total capacitance is the sum of the values obtained in step 1

and step 2.

4.1 Step 1 - The Constant Qutput Capacitance
In this step, we assume that the physical output capacitance of each operation node is

constant. Let Kcap , (N)be the effective circuit capacitance under the constant output
capacitance assumption, depth(N) be the depth of the circuit, w, be the number of
operation nodes in the circuit at level i, and C, as the assumed constant load capacitance

of one node. Then from Eq. 3.2,
depth(N)
Kcap_,(N) =( iél iw, )co 4.2)

In the following, we use this equation to derive Kcap,, (N) of the various prefix circuits.
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4.1.1. The Serial Prefix Circuit

From the layout of the serial prefix circuit in Figure 4.1, we see that each level contains
one operation node and each operation node has exactly two fan-ins and two fan-outs.
The size and depth of this circuit is (N-1). As shown in Figure 4.2, the S(N) circuit can
be built from the S(N —1)circuit by adding a new input into the S(V -1)circuit at
the depth(S(N))* level (i.e., at level N-1). Thus, we can determine the recurrence for the
constant output capacitance of the serial prefix circuit for N inputs as the sum of the

capacitance of N-/ inputs and the capacitance of the new input at the deprh(S(N))* level

as follows
Kcap 4 (N) = Kcap ,(N —1) +depth(S(N))-1, with Kcap ;(2)=1.
12 3 N-1 N WeUT
level
1
2
N-2
N-1 —
1 12 13 I:N-1 I:N  OUTPUT

Figure 4.1: An illustration of the serial prefix circuit, S(V).

1 2 3 N-1 N WeUT
level l I
1
2 ] S(N -1)
N-2
N-1
1 12 13 1:N-1 1:N OUTPUT

Figure 4.2: An illustration of the serial prefix circuit,
S(N), built from S(N-1).
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Therefore, the recurrence can be solved as
Kcap 4(N) = Kcap (N —1) +depth(S(N)) -1
=Kcap (N -1) +(N -1)
=Kcap y(N-2)+(N-2)+(N -1)

=Kcap,,(2)+.(2)+...+(N—3)+(N—2)+(N-l)

The size and depth of the serial prefix circuit is (N-1). Therefore, Kcap,,(N) can be

written as a function of the circuit’s size (s) and depth (d) as follows

N(N-1)

Kcap ,(N) = )

Obviously, the serial prefix circuit has O(N) size, O(N) depth and O(N?) effective

circuit capacitance under the constant output capacitance.

4.1.2. The Divide-and-Conquer Parallel Prefix Circuit
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Let N =2". Using the well-known divide-and-conquer strategy, the divide-and-conquer
parallel prefix circuit, DC(N), is designed according to the principle illustrated in Figure
43. That is, DC(N) is built from two DC(N/2)circuits and by connecting output
1: N/2 from the first DC(N/2) to each of the output of the second DC(N/2) at level

depth(DC(N[2)) + 1. Therefore, the circuit’s, Kcap,,(N), can be derived from that of

DC(N/2), according to the following recurrence relation,

d N
1 2 5 LA P N WNPUT
2
L "
7 :
112 P SRR Y 1. N OUTPUT
2 2 2

Figure 4.3: An illustration of the divide-and-conquer prefix
circuit, DC(N). buiit from DC(N/2), derived from [LD941.

N

Kcap ;(N) =2Kcap , (—-2b£) + (depth(DC(—;!)) + l)? , with Kcap ;(2)=1.

The first part of Kcap_,(N) is the constant output capacitance from the two circuits with
N/2inputs while the second part is the capacitance from the last level of DC(N). Since
there are N/2 operation nodes at the last level, the circuit depth is depth(DC(N/2))+1.
Recall that depth of DC(N) =lgN . Therefore, we have

N N N
Kcap ,(N) = 2Kcap,,(7) + (lg—z- + 1)?
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—22Kcapq,(22)+2'(lg—+l)—+2°(l +l)

N N

2n—l 2u-l
— ~yn-1 n~2 1 1 1 n-2 n~-2 1] n-1 n-1
=2""Kcap ,(2)+2"°(1g2" +1)2" +...+2'(1g2"* +1)2"° +2°(1g2"" +1)2

—+ ..+2'(1g +l)——+2°(lg¥+l)-2NT

. N ..
=2 'Kcapd(zn—_l)+2 2(lg—e + 1) —r

=2"'M)+2"' Q) +...+2"' (n-D+2" ' (n-1+1)

¥

i=]

_ e 114D
2

=2 (agny +1gN)
=0o(N@gNy)
We also can write Kcap,,(N)in terms of circuit size (i.e., s = %’—lgN ) and circuit depth
(i.e., d =1gN), as follows.
Keap,,(N) =~ -((gN)* +1gN)

N 2 N N 2 N 2

N
“Naenyp+ LY, N——— N)?
2(lg ) >3 g (IgN)

=sd +ls—lsd
2 2

_sd+s
2
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Thus, the divide-and-conquer prefix circuit has O(NIgN) size, O(IgN) depth and
O(N(IgN)*) effective circuit capacitance under the constant output capacitance

assumption

4.1.3 The Brent-Kung Parallel Prefix Circuit

Let N =2". The Brent-Kung prefix circuit for N inputs, BK(N), is also built from the
Brent-Kung circuit for N/2inputs, as shown in Figure 4.4. The recurrence relation for
this circuit is, however, not as straightforward as the previous two circuits. The part of the
problem arises because BK(N/2)occupies the middle level, which causes the level of all

nodes in BK(N/2) to increase. This requires taking into account the number of nodes at

o e o e o e o e o
1 2 3 4 5 6 N3 N-2 N-1

T )
T

1 12 13 14 115 16 I:N-3 1:N-2 IIN-1 I:N OUTPUT

Figure 4.4: A Brent-Kung parallel prefix circuit, BK(NV), divided into
three parts (o = odd, e =even), derived from [LD94].

each level of BK(N/2), and is not at all difficult to overcome. However, the major
problem is the last step where output of BK(N/2) is combined with half of the inputs as

illustrated in part C of Figure 4.4. Although all these nodes appear at the last level of the
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circuit, in fact, some of them are at lower level. To determine level of each node, we

construct a table (Table 4.1) for BK(N)corresponding to the circuit layout. The table is
divided into three parts, 4, B, and C, corresponding to the circuit layout in Figure 4.4.
The entries of the form (x;,#) in the table represent the fact that level i has x; nodes. The
first row is divided into two parts — column 1 corresponding to part B, and column 2
corresponding to part C while the second row is represented by part 4. Computation for
capacitance corresponding to part B is simple. In this part there are N/2operation nodes
—all at level 1. Hence, capacitance of part B is equal to N/2. Computation for part 4 can
also be achieved easily by observing that all inputs to BK(N/2) are at level 1, which
cause the level of each node in BK(N/2) to increase by 1. Let w, be the number of nodes
at level i in BK(N/2).

Then,

depth(BK(N/2)) deph(BK(N[2))  depth(BK(N/2))
Keapg(Pard) =" Y wG+D= w + D w, =Keapy(5)+N-lg2 -2

=] i=l i=l
Note that part C has (N/2-1)operation nodes. Though in the circuit diagram they
appear to be at the last level, in fact they are distributed at different levels of the circuit.
To compute the capacitance for part C, let capacitance of part C be denoted as K(N).

A row in Table 4.1 represents the first level (i.e., column 1) and the last level (i.e.,
column 2) of BK(N/2* )circuit, for 0 < k <IgN -1, after distributing all nodes of the last
level to the lower level. Let row i of column 2 in Table 4.1 be K(N/2*), where
1<i<IgN and 0<k<IgN -1. For example, the first row (i.e., part C in Table 4.1)

represents the nodes used to be at the last level of BK(N)circuit (i.e., part C in Figure
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4.4). The second row represents the nodes used to be the last level of BK(N/2)circuit
(i.e., the subpart C of part A in Figure 4.4). The relationship of each row in the table is as
follows:

Table 4.1: The constant output capacitance table for BK(N).

L4 @5).. (@,deprh-1) depth‘

(1L3)

(1.4)

(1, depth —1)
A

4

(13) / 49 ’gs)

’ z

(ﬁ ,) (,r+1) (,r+2) (Lr+3)

/ A A

/
(_”.. n—2] /a,»%o/zﬂ)

(L,n—l) /(l,n)

e The first entry of column 2 at row i is generated from the entry at row
(i+1), locating at row {'s diagonal in column 1, as one operation node

having the same circuit depth as (i+1)'s entry (see the line 1. For example,

the entry (1,n) at rowlg N —1 is generated from the entry(N /2" ,n) at row
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lg N . Then this new output entry at row i produces two entriecs at row
(i —1): one operation node having the same circuit depth as i's entry and
one operation node having one more circuit depth than the i's entry (sce
the arrow?). For example, the entry (I,7) at rowlgN —1 produces the
entry (1,7) and the entry(l,n+1) atrow IgN -2.
Therefore, in column 2, the first row, K(N), (i.e., part C in Table 4.1) is derived from the
second row, K(N/2) (see Figure 4.5). The K(N) is written as follows.

KN)=2+(k +D+(k +2)+(k, + D +(k; +2) +..+(ky_ +D)+(ky +2)

4 4

=242k +k, +...+k!_l)+(%-1)+2(%—1)
4

N_ 3N
=2K(—)+—-1
(2) 4
K(N) 2+ k+1 k+2 kpt+l kx+2 ky *1 Kk, +2 2"inputs
—1 Puhd
4 4
K(=) ki+1 k1 k, +1 2" inputs
2 !
R 1
K (2—2) 1 2 .. ki’—x 2" inputs
4

Figure 4.5: Part C, the distribution of N/2 —1 nodes.

Solving for K(N), we obtain K(N)=(3/4)NlgN —5N/4+1. Thus Kcap 5 (N), which

is the sum of capacitances of Part 4, B and C, can be written as follows:

Keap,y (V) = Keapy ()| 2-3.-0g 3)+2- 2 g 21
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N N N 3 N
_Kcapqr( )+ [ 22'(lg§-2-)+2-?--(1g2_2 -1]4.[_2_.7.

3 N N N N
= Kc@q(zﬂ-l)-*.[z 2::—1 lg 2n-l +2- 2n-l -lg 2n—l -l]+ i
3N N N N
o35 egeagr-teg -]

3 N N N N
—Kc"PeJ(z)"‘[ eI=) 'GSE:T)i'Z"Z‘n-(lg'z.—..)-l]«»...

3 N N
|35 0ego2 -]

3 N N N N 3N N,
—l+[2 2"_‘ lgzn_‘ +2.2n—l —lgzn‘_‘_l]"" +[5 ET lg

3| N N N
=1+ -2_[(2*'[ lg 2u-! ) + (2n—2 lg 21:—2 ) +...+ (-2-1- ° lgEl—)]

+2-%’--ﬂg%)—l]

+2[N N+ +N] [lgN+lgN+ +lg ] (n-1)

2" 2 2 2n T B2

n-1

=—Zzz' +2Zz' Z'-

=%[2+n-2"—2-2"]+2[2"-1]—

n(n-1)
2

3 n n
=|3+2n.2" 3.2 |+ 2" - 2]- P+ 2
[+2" ]+[ | 2 2 "

2
—1-N+3Ngn -GN _IeN
2 2 2

=[l +%ngN]—%[2N+(lg1\/')2 +lgN]

=O(NlgN)

We can also write Kcap ,(N)in terms of size and depth. Thus,
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Kcap 4, (N) = l-i--;-ngN]-—%[2N+(lgN)2 +lgN]

-
2NIgN -(IgN)? —%lgN—N+l]-%lgN[N—lgN-2]

= HED 643

il

Similar to the previous circuits, the constant output capacitance is O(sd) (O(NligN)).

4.1.4 The Ladner-Fischer Parallel Prefix Circuit
As described in Chapter 2, Ladner and Fischer [LF80] introduced the family of circuits

LF,(N) when 0<k<[IigN]|. Different values of k give different prefix circuits’
structures. However, LF,(N)s are bounded by the divide-and-conquer prefix circuit and
the Brent-Kung prefix circuit. The LF,(N) prefix circuit has the shortest depth and
biggest sizes among the family of circuits LF,(N). Also the LF,(N) prefix circuit has

the same depth as the divide-and-conquer circuit. Both circuits’ structures are similar

with small input N. But the size of the LF,(N) circuit is smaller than that of the divide-

and-conquer circuit when N is larger. Thus, the constant output capacitance of

the LF, (N)circuit is lower bounded by the constant output capacitance of the divide-and-
conquer circuit. The LF, (N)prefix circuit behaves like the Brent-Kung prefix circuit
when k2lgN —-2. Therefore, the upper bound of the LF,(N)prefix circuit is the

constant output capacitance of the Brent-Kung circuit.
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To summarize, the effective capacitance under the constant output capacitance

assumption is in the range Kcap ,(DC(N)) < Kcap ,(LF,(N)) < Kcap,,(BK(N)). That

is N((g N)? +1g N)/4 < Keap , (LF,(N)) < [L + BN 1gN)/2]- 2N + Qg N)* +1g N)/2.

4.1.5 The Snir Parallel Prefix Circuit

The Snir parallel prefix circuit, SN(N), is composed of two parts as shown in Figure 4.6.
The two parts consist of the compressed layered prefix circuit, CR(N,), and the serial
prefix circuit, S(N, ), where N = N, + N, —1. Therefore, the capacitance is computed by

summing the capacitance of these two parts.

Part 1 Part2
— — — A,
i 2 Ni-1 Ny K1 N+Ne1  INPUT
CR(N))
|
S(N,)
| I B
1 12 LML LN, N+ L NEN-1 OUTPUT

Figure 4.6: The SN(N) circuit, SN(N) = CR(N,) - S(N,).

When N =2", the Brent-Kung prefix circuit is the compressed layered prefix circuit.
Therefore, we can use the Brent-Kung prefix circuit’s capacitance formula for the
compress layered prefix circuit’s capacitance formula. When N = 2", this formula over-

estimates the capacitance by less than 7% (see Appendix E).
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In the Snir prefix circuit, the capacitance of the first part can be computed by using the
formula from the Brent-Kung parallel prefix circuit described in Section 4.1.3 whereas
the capacitance of the second part can be computed by starting from the level of the last

output of Part 1 (i.e.,rlgN.])» There are N, —1 operations. Each operation is at a

succeeding level. Therefore, the capacitance of the second part is given by

Ny—i
Keap,(S(N,) = Y (1N, ]+i)

= ((N2 ~1)1gN, ]+ Nfi)

i=l

N%—Nz)

=(Nzr1gNl]-rlgNu1+ 5

The constant output capacitance of the circuit SN(N) is given by
Kcap 4 (SN(N)) = Kcap,; (CR(N))) + Kcap 4 (S(N,))
3 1 2
= [l +5N1f18N|1] -E[ZNI + (l—lgN:-b +rlgN1-“+

N2—-N.
NzrlgNl.I—rlgNl-l*'—z—z’

Clearly, capacitance of the circuit SN(N)isO(NIgN).

4.1.6 The Shih-Lin Parallel Prefix Circuit

The SL(N) parallel prefix circuit [LS99] is composed of two parts consisting of the
layered prefix circuit, CR(N,), and the serial prefix circuit S(V,), where
N =N, + N, —1 (see Figure 4.7). Therefore, the capacitance is computed by summing

the capacitance from these two parts. As discussed in the previous section, the
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capacitance of the first part can be computed by using the formula from the Brent-Kung
parallel prefix circuit described in Section 4.1.3 whereas the constant capacitance of the
second part can be computed by computing the capacitance of the serial prefix circuit and
the capacitance of the connecting nodes starting from the last output of Part 1

(ie., rlg N, ,-I)- Therefore, the constant capacitance of the second part as before is

N,[1g N, |-[1gN, ]+ (V7 - N,)/2.

Part 1 Part 2

A
Ni-l N, K+t Ni+N2l o neut

U 1

CR(M))

—

S(N,)

I LA ] l
112 1:N-1 1: My LN+ 1 Np+Ne1 OUTPUT

Figure 4.7: The SL(N)circuit, SL(N) = CR(N,)- S(N,).

The constant output capacitance of the circuit SL(N) is
Kcap,;(SL(N)) = Kcap s (CR(N,)) + Kcap , (S(N,))
= [1 + -;-lelgNn]] -%[ZNI + dlgNlbz +|—lgNl-‘]+

sz-Nz

N,[1gN, ]-[igN, ]+
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Clearly, the effective capacitance of the circuitSL(V) under the constant output

capacitance assumption is also O(N Ig N).

4.1.7 The LYD Parallel Prefix Circuit

The LYD parallel prefix circuit, LYD(N), is composed of four parts including the
layered prefix circuit, CR(N,), O(N,;), S(N;), andS(N,) where
N=N;+N, +N; +N, (see Figure 4.8). Therefore, the capacitance is computed by
summing the capacitance from these four parts. The capacitance of Part 1 can be
computed by using the formula from the Brent-Kung parallel prefix circuit described in
Section 4.1.3. The capacitance of Part 2, Part 3, and Part 4 can be computed by starting
from the level of the last output of the first part, second part and the third part,
respectively.

Part 1 is the CR(N,) circuit. Thus, the capacitance of Part 1 is

- 3 1 2

= 1+'5N|(13N1) - E[ZNx""Ong) +(gN))]

Part 2 is the Q(N,) circuit. Let ¢ be [IgN,]. For level i=1to ¢, level i has

(t —i +1) operation nodes. Thus, the capacitance is Zi (t—i+1).

i=]
At level (¢ +1), there are (¢ +1) operation nodes.
Atlevel (f +2), there are #(r —1)/2 operation nodes.

Thus, the capacitance of Part 2 is
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=z’:i-(t-i+1)+(t+1)-(]'1g1v,'|+1)+&2’—ll-(]'1g1v,'|+2)

i=l

=(¢ii —iiz +z':i)+(:-ngN,'|+:+|'|gN,'|+1)+-;-(r2r1gN,]+2:2 ~figN,]-2)

i=l i=} i=]
3 2
=(‘—‘%+—2’)+(:-[ lgN, [+ ¢+l 1gNl]+1)+%(z2|' 1gN,]+2¢ - f1gN, - %)

=30 +3, 0
6 3

2 4
=3NeM T +2fiegN T+ fignT+1

Part 1 Part 2 Part 3 Part4
r A N r A Y l 4 A ) f_*_\
1 2 ... N 12 ... N; 12... N 12... N, INPUT
A AL
level | . ; :
¢ 0 S - !
o1 — ¢ ;
= s
“14'";—; E —E
f’Z'C'”a—i_‘- __________ -:r
2 20T I ) v e W
11:2 ... 1:N 1:M+1 vee L:Ne+Ny 1: Ny+N; +N; I:NOUTPUT

Figure 4.8: The structure of LYD(N), derived from [LD94].

Part 3 is the S(VV,) circuit. Thus, the capacitance of Part 3 is

= i(ﬂgl\f,]-& 1+i)
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N,(N, +l))
2

=(~,r lgN, T+ N, +

Part 4 is the S(N,) circuit. Thus, the capacitance of Part 4 is

=(A:$jli+N,(]'1gN,]+2+N,))

=l

=(ﬁ‘%ﬂ+m(ﬁg~,]+2+1\r,))

Therefore, LYD(N) s capacitance is calculated from the sum of Part 1, Part 2, Part 3,

and Part 4 derived as follows

r
Keapg ()= 1+2N,08N) |- | 2128, + Qe N + e N1 [+

2 4
§|’1g1v,'f +2[1gN, T +§|’ 1g1v,'|+1]+

i(N, +N4(|' (1gN,)]+%)+-;-(N§ +N2)+(N, -N‘)]

Clearly, capacitance of the circuit LYD(N) is alsoO(NM1g N ]).
Table 4.2 shows all the expressions for the effective circuit capacitance for prefix

circuits considered assuming the constant output capacitance assumption.
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Table 4.2. Expression of the constant output capacitance.

Prefix Circuit Kcap(N)
s T
Divide-and-Conquer {Feemr enle,
Brent-Kung {l +2NIgN - 2PN +(gNy +1g Nl}c.
LF; {g(ammgu)}.:sm s{u;wv-%[zmam' +.g~]}c,,
Snir {[h%ﬂ.aw. )]-[%mr. +aeN)? +o¢~.)1]+ [N,l’agu, yi-[agM, )1+(.’5;A]]}c,
Shih-Lin {3 maema]-[3ram. e vaesman]s [ fosnot-foemte 25l
LYD {[H%N, lsN.]— [%[w. +(gN +lsN.l]+ [i'égl+rugu.r +@+|]+
[(N, +N, (f IgN,'|+%)+%(N,’ +N})+(N,N,)]}c,

4.2. Step2 — Capacitance of Residual Circuit

We have assumed that a node with fan-out k > 1, has a physical output capacitance given
as C, + (k —1)C'. However, the capacitances computed in Section 4.1 for various circuits
is based on the assumption that the capacitance of each node is C, irrespective of the fan-

out of the node. We still need to account for the component (k —1)C’ for a node with fan-

out k£, k>1. To get this value, we introduce the concept of the residual circuit. The
residual circuit of a prefix circuit is the circuit obtained by eliminating one of the fan-outs
from each operation node of the given prefix circuit. For example, Figure 4.13 shows the
residual circuit of the divide-and-conquer prefix circuit. This residual circuit is the result
of removing one of the fan-outs (i.e., the vertical fan-out) from each operation node of the

circuit in Figure 4.12. We can compute the capacitance of this residual circuit,
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Rcap,; (N), by assuming constant output capacitance (i.e., C') for all operation nodes.
We then construct the residual circuit of the current residual circuit by removing one fan-
out from each operation node and compute its residual output capacitance. We continue
accumulating the capacitances after every reduction until there are no more links to
remove. Thus, the total effective circuit capacitance of the prefix circuit using the linear
output capacitance assumption is given by

cap 4 (N) = Kcap 4 (N)C, + Rcap ,(N)C'.

4.2.1. The Serial Prefix Circuit

The layout of the serial prefix circuit for N inputs, S(¥N), with fan-out shown in solid
lines is illustrated in Figure 4.9. Each operation node has a fan-out of exactly two. The
residual circuit obtained after removing the vertical fan-out is shown in Figure 4.10. Each
operation node, except the last one, has exactly one fan-out. As shown in Figure 4.11, the
residual circuit with N inputs can be built from the residual circuit with N-1 inputs with

the following recurrence relation:

Rcap,, (N)= Rcap,, (N -1)+depth(S(N -1))-1, with Rcap 4(2)=0.
1 2 3 N-1 N Weut
fevel
1
2
N-2
N-1
1 12 13 I:N-1 1:N OUTPUT

Figure 4.9: The serial prefix circuit for N inputs with fan-out
shown in solid lines.
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1 2 3 N-1 N WeuUT

o

N-2
N-1

112 13 I:N-1 1:N OUTPUT

Figure 4.10: The residual circuit of the serial prefix circuit,
S(N), shown in solid lines.

1 2 3 N-1 N WNPUT
1
2 S(N -1)
N-2 .
-1 4‘\
112 13 I:N-1 1:N OUTPUT

Figure 4.11: An illustration of the residual circuit of the
S(N), built from S(N-1).

Since depth(S(N —1)) = N —2, solving this recurrence, we get

Rcap 4(N) = Rcap (N -1) +(N -2)
=Rcap (N ~2)+(N =3)+(N -2)

=Rcapy(N-N+2)+(N =N +D)+..+(N-4)+(N -3)+ (N -2)
=Reap g (2) + (1) +...+ (N —4) + (N =3) + (N -2)
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=0+Zi

_(N-1(N-2)
2

The size and depth of the serial circuit are (N-1). Therefore, Rcap,,(N) can be written

as,
Reap 5 ()= =X =2)
_s—@d~=1)
2
_ (sd ~s)
2

Thus using the linear output capacitance assumption, the effective capacitance for the

serial prefix circuit is as follows.

cap. 5 (N) = {_N_c_f_vi_g}c . {(N-D;N-”}c, ar

cap 5 (N) = {sd;s}co . {sdz—s}c- ’

where s and d are the size and depth of the circuit, respectively. Both values are equal to

N —1. Hence, the serial prefix circuit has O(N) size, O(N) depth, and O(N)?effective

circuit capacitance under the linear output capacitance assumption.

4.2.2. The Divide-and-Conquer Parallel Prefix Circuit

The layout of the divide-and-conquer prefix circuit for N inputs, DC(N), with fan-outs
shown in solid lines is illustrated in Figure 4.12. The operation node at level

depth(DC(N/2))has the maximum fan-out, which is (N/2+1). After removing the
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vertical fan-outs, the residual circuit is derived as shown in Figure 4.13. The operation
node at level depth(DC(N/2))has the maximum fan-out, which is (N/2).

Let N =2". Using the divide-and-conquer strategy, the residual circuit of DC(N)
with N inputs can be computed from the circuit of N/2 inputs. Hence we can write the

recurrences to compute the capacitance of the residual circuit from the parallel prefix

circuit DC(N) according tc the principle illustrated in Figure 4.13 as follows:

Rcap 4(N) = 2Rcap,,(%) +—12!lg%, with Rcap ;(2)=0.
1 2 +1—+2 N WNPUT

N N
2 Fy

N
T2

Figure 4.12: The divide-and-conquer prefix circuit, DC(N),
with fan-outs shown in solid lines, derived from [LD94).

LA
2

LA

N N i
f:=—+11:—42 1-N OUTPUT
2 2 2

1 12 1

Figure 4.13: The residual circuit of the divide-and-conquer
prefix circuit, DC(N), shown in solid lines.
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Note that the first part of Rcap,(N) is the load capacitance of the two circuits
with (N/2) inputs while the second part is the cost of merging cost of these two circuits.

Solving the recurrence, we get

N, N
Rcap ,(N) = 2Rcap,,(—)+—lg?
—22Rcap,,( )+2';\§ ﬁ-i-2°2{lg2l
- N w2 N N N, N N, N
=2 ‘Rcap,,(z_—_,)n ’2,,_, lg— 2__, +2'—= > lg22+2° lg?

=2""Reap 4 (2)+2"22'1g2" +... +2'2"?1g2" + 2°2" ' |g2""

=2"! I+ 2™t Q)+...+ 2" n-2)+ 2"t (n-1
=2 "Z-li
=]
= 2n-l n(n - l)
2
- %(agm’ —1gN)

=0(N(gN)Y?)
We can also write the capacitance of the residual circuit as a function of size and depth as

follows.

Reap o (N) =212 N)* ~1g N)

—__h —_ _}' - 2
(g N) IgN ('lgN)
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= d—ls-lsd
2 2

=sal—s
2

Thus, using the linear output capacitance assumption, the effective capacitance for the

divide-and-conquer prefix circuit is as follows.

cap,, ) = {5 0Ny +ien)jc, + [ e w7 -ew)iC o

cap 4 (N) = {Sd;s}co +{Sd2-s}C'a

where s=-12llgN and d =IgN .

To summarize, the divide-and-conquer prefix circuit has O(NIgN) size, O(IgN)
depth, and O(N (g N)?) effective circuit capacitance under the linear output capacitance

assumption.

4.2.3 The Brent-Kung Parallel Prefix Circuit
Let N =2". After removing the vertical fan-out from the BK(N) circuit, the residual
circuit of BK(N)for N inputs can be computed from the circuit of N/2 inputs, as

shown in Figure 4.14. The recurrence relation for this residual circuit is, however, not as
straight forward as for the previous two circuits. The number of the remaining fan-out of
a node at level i is the number of the connection links to the node at level i+1. Thus, the

problem is reduced to the BK(N) circuit with being shifted up one level (i.e., the i*

level is the
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Figure 4.14: The residual network of the Brent-Kung paraliel

prefix circuit, BK(N), divided into 3 parts.
(i+1)™ level). The process to compute the residual circuit is like the process to compute
the BK(N)circuit in Section 4.1.3. Similarly, the major problem is the last step where
output of BK(N/2) is combined with half of the inputs as illustrated in part C of Figure
4.14. To determine exactly the level of each remaining fan-out of a node in Part C, we
construct a table (Table 4.3) for the residual circuit of BK(N)corresponding to the
residual circuit layout. The table is divided into three parts, 4, B, and C, corresponding to
the residual circuit layout in Figure 4.14.

As in Section 4.1.3, the entries of the form (x,,/) in the table represent the fact that

the node at level i has x; fan-outs. The first row is divided into two parts — column 1

corresponds to part B, and column 2 corresponds to part C. Computation for residual
network corresponding to part B is zero since, after shifting up, all nodes at level 1 are
removed. Computation for part 4 can be achieved easily by observing that all operation

nodes of the residual circuit of BK(N/2) are at one lower level, meaning that the level of

each node in the residual circuit of BK(N/2) is the same as the level of BK(N/2) circuit.
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Let /;be the number of nodes at level i in BK(N/2). Then, the residual network of

depth(N{2)

i=l

depth(N/2)
Zil, = Kcap _;(N/2). To compute the capacitance for part C, note

[

that part C has %r--loperation nodes distributed at different levels of the circuit. Let

capacitance of part C be denoted as K(N).

Table 4.3: The residual circuit table for BK(N)

)

/ 4
— r)/ Lr) Q, r+l)
/

yd
. n%%ﬂ(\%
/

L) (12) ,3) (14 (1, depth—2) (1, depth—1)
(1,2) (1,3) (1,4) (1, depth - 2) ‘
I’ﬂ

I

0.7-1)

/

()
G

Let row i of

0<k<lgN-1.

column 2 in Table 43 be K(N/2*), where 0<i<IlgN -1 and

Each row represents the last level of the residual circuit of
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BK(N/2*)circuit, for 0 <k <lgN -1, after level adjustment. For example, the first row
(i.e., part C in Table 4.3) represents the last level of the residual circuit of BK(N) circuit
(i.e., part C in Figure 4.14). The second row represents the last level of the residual
circuit of BK(N/2) circuit (i.e., the subpart C of part 4 in Figure 4.14). The relationship
of each row in the table is as follow:
e The first entry of column 2 at row i is generated from the entry at row
(i+1), located at i's diagonal in column 1 as one operation node having the
same circuit depth as (i+1)'s entry (see the line | ). For example, the entry
(Ln—1) at rowlgN -2 is generated from the entry(N/2",n—1) at row
lg N —1. Then this new output entry at row i produces two entries at row
(i-1): one operation node having the same circuit depth as i's entry and one
operation node having one more circuit depth than the i's entry (see the
arrow 1). For example, the entry (1,7—1) at rowlgN —2 produces the
entry (1,n—1) and the entry(1,7) at row IgN —3.
Therefore, in column 2, the first row, K(N) (i.e., part C in Table 4.3), is derived from the

second row, K(N/2) (see Figure 4.15) and can be written as follow.

K(N) 1+ k b+l k ky+1 ky k, +1 2"inputs

N
K (—2")

Figure 4.15: Part C, the distribution of N/2 —1nodes.
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Part C=1+k, +(k, + 1)+ k, +(k, +1)<i-...+lc£,__l +(I¢:Ll +1)

=14+2(k, +k, +'"+k£_;)+(§'—l)
4

= 2K(£) +E_

From Section 4.1.3, we know that

K(N)-—Nl N-%H and

Kcap ,(N) = [1 +3

= ngz\r]--%[2»/»,(1,;1\/)2 +lgN].

Thus, Rcap,;(N), which is the residual circuit, can be written as follows:

N N N
Reapy(N) = Keap 5 (5)+2K(5)+ -

3N, N I(_N N 3N, N § N N

( *228 7)‘5(2—+“g 2! ?)*2(27‘&" 2 242" )*7
33N N 1 N, M (S, pN N
—(1+2)+((2 2)2 2) ((lg -) (2 2) ((2~+-l)2+4

_3+{——1 ——)——((‘g ’) ;(gg)_ézﬁ

N, N 1 N, N
(+21g2) 2( (1g2)+gz)

with gives the effective capacitance as:

cap,(N) = {l-|--;-ng1‘l-%[.’ZN+(lgN)z +lgN]}C., +

{3(1+—1g—)——(31v+(1g—-) +1g—21‘f-)}c‘
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The effective circuit capacitance under linear output capacitance assumption of the Brent-

Kung prefix circuit is O(N IgN).

4.2.4 The Ladner-Fisher Parallel Prefix Circuit

As described in Section 4.1.4 that the effective capacitance of the family of the LF,(N)

prefix circuit is bounded by the divide-and-conquer prefix circuit and the Brent-Kung

prefix circuit. Thus, the LF,(N)circuit’'s effective capacitance is such that

{(%)(ag NY: +1g N)}co + {(%’-)(ag NY -lg N)}c' <capy (N) < {1 +2N1gN -

%[2N+(lgN)2 +IgN ]}Co + { 1 +%lg§) —%(315/ +(18%)2 +lg%)}6' .

4.2.5 The Snir Parallel Prefix Circuit and The Shih-Lin Parallel Prefix Circuit

As in Chapter 2, the SN(V) and SL(N) parallel prefix circuit are composed of two parts
which are the compressed layered prefix circuit, CR(N,), and the serial prefix circuit
S(N,), where N =N, + N, —1 (see Figure 4.16). Note that only the residual circuit is
computed here. Therefore, the capacitance of the residual circuit is given by

Rcap 4 (N) = Rcap 4 (Partl) + Rcap , (Part2)
We can use the formula from the Brent-Kung parallel prefix circuit in Section 4.2.3 to

compute Rcap,,(Partl). Thus,

N, N) 1 N, N,
Reap 4 (Partl) = 3(1 + —zllgT') —5(3N, +0g5H*+ lg—zl)-
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1 2 Ni-1 Ny B+l Ny#Nel  INPUT
CR(N))
|
S(N,)
I 1 oeee |
1 12 1: M-l LN, LN+ 1 N+N-1OUTPUT

Figure 4.16: The SN(N), and SL(N) prefix circuits.

The Rcap_;(Part2)(i.e., the serial circuit) can be computed by starting at the level of the
last output of Part 1 which is [IgN, |. Since there are N, —1 operations, and the circuit

depth is also N, ~1, the Rcap (Part2) is given by:

Ny-2

Reap 4 (Part2)= ) ([IgN,+i)

i=0

Ny-2 Ny=2

= Z[ IgN, |+ Zi
(Nz "2)(N2 _l)

=[IgN, N, -2+D)+ >

=[lg N, XN, -+ Z(VF -3V, +2)
The effective capacitance under linear output capacitance assumption is

60 (N) = Keap 5 (N) + Reap 5 (N)
cap (N = {[l +2N,0eN)|- [ 1028, + Gy + GeMl |+

[Nz [agNy1-Tagnp1+ (&_N_)J}( +

2
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-
N, N, 1 N, N,

31+ —Lig—L|—-—| 3N, 32 el

{-(+2 gz) 2( .+(lg2)+g2)]+

Fl'lgN.'KNz —l)+%(N§ -3N, +2)]}C'
This implies that the SN(N) and SL(N) prefix circuit take O(N[lg N]) to compute linear

capacitance.

4.2.6 The LYD Parallel Prefix Circuit
The LYD parallel prefix circuit, LYD(N), is composed of four parts which are the

layered prefix circuit, CR(N,), QO(V,), S(N;), andS(N,), where
N =N, +N, + N; + N, (see Figure 4.17). Therefore, the residual circuit is computed by
summing the capacitance of the residual circuit from these four parts. The capacitance of
Part 1 can be computed by using the formula from the Brent-Kung parallel prefix circuit
described in Section 4.2.3. The capacitance of Parts 2, 3 and 4 can be computed by
starting at the level of the last output of the first part, second part and the third part,
respectively.

Part 1 represents the circuit CR(N,) . Thus the capacitance of Part 1 is equal to

N,. N, 1 N, N,
1+ Llg—L|——| 3N, +(Jg—=L) +1g—=L|.
( 232) 2( 1 +01835) gz)

Part 2 represents the circuit Q(N,). For level i =1to ¢, level i has (¢ —i +1) operation

nodes.

Rcap ;(Part2) = Rcap 4 (A4) + Rcap 4 (B) + Rcap,, (ConnectionCircuit) , where
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] ] »
9"2+Na—i_ ] _‘: '
X Z0 I v e W . W i
11:2 ... 1M LN+l ... LNt 1: Ny+N; +N, I:NOUTPU"'

Figure 4.17: The structure of LYD(XN) , derived from [LD94].

Reap (4) = 2(:1‘-&-21‘-1’2 —t-1)

i=2

1 [4 [ L U
=) i+2) iD= =1

(=2 w2 i=2 in2 i=2
=———t"(t+l)+t(t+l)—————'(t+l)§2t+l)—t2+t-t+l-t—2+1

1 s
=—{ —t).

A

Reap ;(B)=11gN,1+[1gN,].
Rcap(ConnectionCircuit) = %[lzrlg N+ -digN, -l - t] .
Hence,

3
Rcap 4 (Part2) = %""%’[t2 +‘zrlgNn]+'rlgN1“+rlgNn-l-%t
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Since ¢ =[IgN, ],

Rcap ., (Part2) =§|_ISN.]+|-1£N:T +___rlg§/.'|

Part 3 represents the circuit S(¥,). Rcap,,(Part3) is given by

Rcap 4 (Part3) = i(f IgN, |+

i=]

= iflgN,-I-l-ii

i=l i=l

_ (N, +DN,
(g N, |+

= %(2[1g1v,]+ N, +1)

Part 4 represents the circuit S(N,). Rcap,,(Part4) is given by

Ny-2
Reap 4 (Partd)= Y i+ N,(lgN, |+ N, +1)
i=l
_ (N, -2)(N, -1
2

2 .
=%-—A;—‘+N,flgNl]+N,N3+l

)+N4|—13N|-|+N4N3 +N,)

Thus the effective capacitance of LYD(N) circuit is given by

cap,J(N)={ l+%Nl lgN,]— [%[ZNI +(lgNl)2+lgN,]]+

—leg;[—‘-r+|'lgN,T +£%N—'-I+l]+

:(N_,, +N, (l’lg N+ %) + %(N; +N2)+(N, - N, )]}co +
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NN 1 Ny oM
{[3(1+ 5 Ig > ) 2(3Nl+(lg 3 ) +Ig > )]4—

[2rem 1+ g P+ 12T

2
[ﬂzl(zr IgN, [+ N, + 1)+-1—V5‘-+N4|' IgN, |+ N3N, +1 -%-]}c
Again, the effective capacitance under linear output capacitance of the LYD(N) circuit is

o(N[igN).

4.3. Comparison
Table 4.4 provides a comparison of the effective circuit capacitance of the different prefix

circuits considered here. The serial prefix circuit has the largest effective circuit
capacitance, O(N?). All parallel prefix circuits have O(NIlgN)effective circuit
capacitance, except the divide-and-conquer prefix circuit and LFj prefix circuit whose

values are O(N(Ig N)?).
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Table 4.4: The effective circuit capacitance of prefix circuits.

Prefix Circuit capg(N)

Serial CEE N

Divide-and-Conquer {Feemy enc, oL e -enc

p—— T e o e e

LF, {Saerr +!z~)}a {-(om* wnjc sir, s{n+—§-~ls~—§[2~+as~)’+lsN]}€.+
it ot

N {[n%xow) SN, +0eN )’ +(|zN)l [N [CEAINIC2A ﬂ+ )]}C+
{[{l-«--—lg—»)-— W, +(lg—) +ig )]+ LA LA |)+'(1v -3, +z)]}c'

o e {[u—zv(w) 22N, 0N + QNI |+ [N ragu)]-rogu)1+(” =¥, H}c+
{[{nL.,_ -, +(lg—) .l NT)]* [igN, '(N,-l)+3(~, -3N, +z)]]c’
{[u;ﬂ e, |- [5[21\! +0gN)? +lle] [3"8_:’:1+zrugm+ﬂ"¢T"’J+l]+

YD [(N, +N, (flg N,‘|+-;-) +32 + N2)+ (N,N,):}q +

{[{' + e )~ 5(aw, +ae +Is%]]* [21iem 1+ liem P +@]+
[—I;—’(Zﬁslv.'h N, +l)+”7"+ N[1ign, ]+ NN, +1-ﬁ'2:]}c'
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CHAPTER §
POWER-SPEED TRADE-OFF IN PREFIX CIRCUITS

In Chapter 4, the power modeling for prefix circuits was proposed. One way to validate
the model is to use simulation. This Chapter deals with the circuit simulations we
conducted to investigate the prefix circuits’ behavior to match with the prediction of our
linear output capacitance assumption. These simulations allow the circuit designers to
choose the best prefix circuit for a particular application. The degrees of freedom studied
include different prefix circuit designs and voltage scaling. Voltage scaling is used
because power consumption is a quadratic function of the voltage.

For purpose of investigating the linear output capacitance assumption, we
implemented XOR gates under various prefix circuits at fixed supply voltage using
PSpice. The power consumption of these circuits was measured and then compared with
the estimated power consumption using the linear output capacitance assumption. After
observing the behavior of power consurfiption of these prefix circuits, simulation was
extended to study the effect of voltage reduction on power consumption. The 64-bit XOR
gates implemented with different prefix circuits were simulated starting at power supply
voltage 2.8 V and then scaling down to 1.4V. The range for the supply voltage is based
on current technology and market trends [RCNO1]. The possible decrease in power
consumption under different circuit constraints has also been investigated to see which

circuit will be more appropriate for a desired throughput.
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5.1 Prefix Circuits at Fixed Voltage
In this section, we present simulation results for the 8-bit, 16-bit, 32-bit, and 64-bit XOR

gates of seven prefix circuits (DC(N), BK(N), LF,(N), LF,(N), SN(N), SL(N),and

LYD(N)). Simulations were first carried out using PSpice at a power supply voltage of
2.8V to investigate the effect of various prefix circuits on the circuit power consumption.
The simulation results for 32-bit XOR with different prefix circuits using the worst case
input for serial prefix circuit (i.e., the first input is equal to 0 and the other inputs are
0 — 1.), is shown in Figure 5.1. The result in Figure 5.2 is calculated from the formula
P(normalized) = cap ,(NW 3, f / (C' ). Commensurate with our model analysis in
Chapter 4, amongst all the prefix circuits, the serial prefix circuit consumes the maximum
power due to the longest ripple (the maximum number of switching); power consumption
is much larger compared to other circuits. Amongst the remaining circuits, results
obtained from simulations (Figure 5.1) and the theoretical model (Figure 5.2) show that

the divide-and-conquer prefix circuit consumes the most power, followed by the LF, and

the LYD prefix circuits.

L3 L % Lwd oC R0 LF1 Sedsl

Figure 5.1: Power consumption of the 32-bit XOR Figure5.2: Estimated power consumption of prefix
paraliel prefix circuits, obtained through PSpice  circuits when N = 32 bits.
simulation.
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Comparing Figures 5.1 and 5.2, we find that our estimated values have the same
distribution as the values obtained by simulation. There is, however, one discrepancy —
the power consumption value of the serial circuit to the other parallel prefix circuits
according to the model estimate is much greater than simulation results. This may be due
to the fact that we did not consider static power consumption in our estimation, which
depends on the gate technology and circuit size. The size of parallel prefix circuits is
almost two times as large as that of the serial circuit. Thus, in simulation, the static power
consumption component is more pronounced for parallel prefix circuits than for the serial
circuit. This reduces the power consumption ratio between serial and parallel prefix
circuits in simulation. Figures 5.3(a) and 5.3(b) plot the simulation result and a modified
estimation by adding static power consumption component to the original estimation. We
see that the simulation result in this case corroborate with the estimated values for

parallel prefix circuits.

(a) Simulation resuit (b) Estimated result
Figure5.3: Comparison between simulation resuits and modified estimation results for N =32

bit. The modified estimation enhances the original estimation by including a component of power
proportionally to circuit size.
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The simulation and theoretical results for the 8-bit, 16-bit, 32-bit and 64-bit XOR
parallel prefix circuits with different designs are shown in Figures 5S4 and 5.5,
respectively. Amongst the parallel prefix circuits, the divide-and-conquer prefix circuit
consumes the most power, followed by the LF, prefix circuit and the LYD prefix circuit.
The Shih-Lin and the Snir prefix circuits’ power consumption is similar to the power
consumption of the Brent-Kung prefix circuit. Comparing the simulation result (Figure
5.4) with the theoretical results (Figures S.5), it is easily seen that the linear output

capacitance assumption could be used reliably to predict power consumption of prefix

circuits.
55+ Za0n —a—
s0] et - N ety
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Figure 5.4: Power consumption of the XOR Figure$.5: Estimated power consumption of
parallel prefix circuits at fixed voitage, obtained parallel prefix circuits with fixed voitage.

through Pspice simulation.

5.2 Effects of Voltage Scaling on Prefix Circuits
To study the effect of voltage scaling on power consumption, while aiming at circuit
design for reduction on delay, the following experiment was conducted. The 64-bit XOR

gate under seven parallel prefix circuit implementations (divide-and-conquer, Brent-
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Kung, LF;,, LF,, Snir, Shih-Lin, and LYD) introduced in Chapter 2, were carefully
simulated to measure the power consumption and the circuit delay under supply voltage
ranging from 2.8V to 1.4V [RCNOI] to see the effect of speed on low power
consumption under different circuit constraints.

Before presenting the results of simulation studies, an overview of the effects of
scaling on supply voltage is given. As noted in Chapter 3, the average power
consumption in a CMOS module can be written as follows:

P oicring =C Vi f - ¢é.1)

Figure 5.6: Plot of supply voltage vs. normalized delay [CB95).

This equation indicates that the most effective way to reduce power consumption is by

operating the circuit at a lower V,,, allowing a quadratic reduction in power. However,
as seen from Figure 5.6, as ¥, decreases, the circuit delay generally increases. Hence,

the system throughput reduces. The relationship between circuit delay, T,,and supply
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voltage, V,,, , is modeled as follow [Mac96]

T CL VDD

= 5.
KWLV V) 62

where C,is the gate capacitance, V, is the threshold voltage, k is the technology-
dependent parameter, and # and L are the channel width and length of the transistors,
respectively. According to Eq. 5.2, 7, increases as V,,, approaches V. A sharp increase
in delay can be observed if ¥, <2V, [RCNO1].

Thus where on one hand lowering power supply reduces the power consumption, on
the other, it reduces the throughput. Looking closely at Eq. 5.1 and Eq. 5.2, we observe
that though power consumption decreases quadratically with decrease in power supply, it
only increases the time-delay inversely with the power reduction. Therefore, a commonly
used technique to reduce power consumption without loss in throughput is to introduce
parallelism [CB95]. Using parallelism will reduce the time-delay relative to the effective
degree of parallelism. Hence we can use lower supply voltage proportionally (according
to Figure 5.6) to maintain the same level of throughput with overall lower power
consumption. Unfortunately, introduction of parallelism increases the number of
computation nodes in many circuits, which, in turn, increases the power consumption.
Because of the size-depth trade-off characteristic of the prefix circuits (Chapter 2), we

can take advantage of parallelism only to the extent that parallelism reduces circuit depth.

Theoretical Results

Figures 5.7, 5.8, and 5.9 give estimated delay, power consumption, and power-delay
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product for the 64-bit parallel prefix circuits obtained from the theoretical model.
Figure5.7 shows the result obtained by assuming the circuits’ delay to be proportional to
the circuits’ depth and applying the normalized delay from Figure 5.6 in order to take the
effect of the supply voltage on the delay. The estimated power consumptions for the
circuit considered are shown in Figure 5.8. The divide-and-conquer circuit that has the
shortest depth and largest size consumes the maximum power. The Brent-Kung prefix
circuit has the highest power-delay product while the divide-and-conquer prefix circuit
and the LF, prefix circuits have the power-delay product lower than that of the Brent-
Kung prefix circuit, the Snir prefix circuit, the Shih-Lin prefix circuit and the LYD prefix
circuit.

Table 5.1 shows the estimated power consumption of the different prefix circuits at

fixed and reduced supply voltage when N =64. The power is estimated using the
formula of Eq. 4.1, P=cap,(N)V;,f, where cap,(N) is the effective circuit
capacitance. For this study we used C, =0.9 and C =0.3[Smi97]. When the supply
voltage is fixed at 2.8V, the serial prefix circuit consumes more power than any other
circuit.

To lower power consumption by reducing the supply voltage, let us assume a fixed
acceptable delay. Further, assume that time-delay is proportional to depth and that a delay
proportional to a depth of 10 with V,, = 2.8 volts is acceptable. Thus the voltage of the
Brent-Kung and Snir circuits cannot be lowered, and the delay of the serial circuits is not
acceptable. The supply voltages of the other five prefix circuits can be dropped from

2.8V and still achieve the acceptable delay. For example, because the delay for the
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divide-and-conquer prefix circuit is proportional to 6 at 2.8V, the voltage can be dropped

from 2.8V to 1.48V to obtain a time-delay proportional to a depth of 10. The operating

frequency can be decreased by a factor of 0.6. Thus the normalized power consumption

of the divide-and-conquer prefix circuit is:

P(normalized) =cap (N2, f =(2,496C X1.48}(0.6 1 )/(C /) ~3,280.

Table 5.1: Estimated power consumption based on Eq. 4.1 for various prefix circuits for N = 64.

.. Power NewPower
Prefix Circuit | Depth cap(64) (normalized) (normalized)
_Vpm2av afler rodocing Vip
Serial 63 2016C, +1953C’ 62,728 -

Divide-and-Conquer | 6 672C, +480C’ 19,569 3,280
VQ = 1.48V
Brent-Kung 10 492C, +372C’ 14,488 14,488
0= 2.8V
- 3,065
LF 6 625C, +457C 18,283 e,
LF, 7 527C, +390C’ 15,453 987
=17V
- - 14,363
Snir 10 487C, +371C 14,363 ey
— - 9,491
Shih-Lin 9 487C, +370C 14,355 o
LYD 8 528C, +410C’ 15,633 6,381
Vp=2V

After scaling the supply voltage, there is 2 power improvement in the circuits having

depth shorter than 10. Among these circuits, the LFy prefix circuit has a major reduction

in power due to its shortest depth.

Simulation Results

Figures 5.10, 5.11, and 5.12 give delay, power consumption, and power-delay product for
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Figure 5.10: Delay of the 64-bit XOR parallel prefix
circuits, obtained through PSpice simulation.
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Figure 5.11: Power consumption of the 64-bit
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the 64-bit XOR parallel prefix circuits obtained through PSpice simulation over random
inputs. As expected, amongst the parallel prefix circuits considered, the divide-and-
conquer prefix circuit consumes the most power. Also, though the delay of the divide-
and-conquer prefix circuit is the least for some values of the voltage supply, it is not so
for lower voltages. This may be due to its very high fan-out compared to others (O(N)
vs. O(gN)). As the supply voltage is reduced, power consumption is also reduced.
Comparing the model predictions (Figures 5.8) to simulation result (Figures 5.11), it was
found that the use of the linear output capacitance assumption gives similar results as
PSpice simulation.

From the point of view of the power-delay product metric, the LYD prefix circuit is
found to be the best across the entire voltage scaling. This means that the circuit provides
the best trade-off between power and delay. Another result of simulation studies shows
that the power-delay product of the divide-and-conquer prefix circuit is the highest,
followed by that of the LFj prefix circuit. This is at variance with our model prediction
and may be due to the fact that these circuits have a very high fan-out (see Table 2.1 for
fan-out). In our model, we do not take into account the effect of fan-out on the delay.

Also according to the simulation, with voltage-scaling technique, the LYD prefix
circuit has the least power consumption compared to other circuits. For example, let us
assume the maximum acceptable delay is 6.4 ps. From Figures 5.10 and 5.11, to achieve
this time-delay, the supply voltage of the divide-and-conquer, LFo, LF,;, Shih-Lin, and
LYD prefix circuits can be 1.8V, 1.78V, 1.78V, 2V, and 1.8V, respectively. Therefore,
the power consumption of the divide-and-conquer, LF,, LF,, Shih-Lin, and LYD prefix

circuits is 2.25, 1.94, 1.59, 1.64, and 1.44 W, respectively. This shows that power
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reduction of about 1.6 times can be obtained without speed loss by using the LYD prefix
circuit compared with using the divide-and-conquer prefix circuit by using appropriately

chosen supply voltage.

5.3 Summary

This chapter presented a comparative study of different parallel prefix circuits from the
point of view of power-speed trade-off. The power consumption and the power-delay
product of seven parallel prefix circuits were compared. We have shown that the use of
the linear output capacitance assumption provides results that are consistent with those
obtained by using PSpice simulation. The model enables us to understand the power
consumption behavior of prefix circuits, and to pick the suitable prefix circuit for the
acceptable power consumption and/or time-delay. We have also shown that parallelism at
a certain level coupled with the use of low supply voltage can be used to reduce the
power consumption in the prefix circuit without throughput loss. Our analysis, combined
with PSpice simulations, shows that amongst the parallel prefix circuits the divide-and-
conquer prefix circuit consumes the most power in spite of having the shortest depth and
the highest parallelism. Also according to PSpice simulation, the trade-off between power
and delay of the LYD prefix circuit seems to the best of all the circuits considered.

The main discrepancy between the model and the simulation result is the power-delay
product metric. This may be due to the fact that the fan-out of the divide-and-conquer
prefix circuit and the LF, prefix circuit is very high as compared to other prefix circuits.
In this analysis, we have assumed that the delay is uniquely determined by the depth of

the circuit. The results of the simulation of the divide-and-conquer prefix circuit in

92



particular indicate that large fan-out in addition to contributing to larger power
consumption may also indirectly affect the time-delay. Modeling this interaction between

high fan-out and time-delay is an interesting problem.
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CHAPTER 6
ADDITION CIRCUITS

In this chapter we study the application of prefix circuits in adders and look at the power
consumption characteristics when different prefix circuits are used. An addition of two
binary numbers is of great interest to digital designers since it is the most commonly used
operation in many other operations (e.g., counting, multiplication, division, etc.). Many
researchers have investigated the various implementations of adder circuits. Examples are
[(BDO1, BLO1, FBO1, FLO0O, Lin81]. For a general introduction refer to [HP90, Hwa79,
Kor93, Omo94]. There are a number of ways of formulating the process of binary
addition. Each way provides different insight and thus suggests different implementation.
Although each implementation is available to serve different requirements, the focus of
various implementations is on the calculation of all carry bits quickly, since the key to
fast addition is the fast calculation of all the carries. In one of these implementations, the
addition of two binary numbers is expressed as a prefix problem by transforming the
computation of all carry bits to prefix computation. The adder using this technique is
called a prefix adder.

Prefix adder has been addressed in various papers. For example, [JS95] investigated
32-bit Ladner-Fischer prefix adder on speed and area. [AD98] introduced a new irregular
parallel prefix adder. [BLO1, ZS01] introduce an algorithm to construct low area-delay

product parallel prefix adders. A similar study [KnoO1] explored space used and speed of
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two parallel prefix adder designs. Previous work on low power adder can be found in
many studies. By using the same CMOS technology, [Cal96, NIO96] compared power
consumption of various adder architectures (i.e., ripple carry adder, carry look-ahead
adder (CLA), etc.). [KBL9S] studied different technologies (i.e., full static CMOS,
complementary pass-transistor logic, double pass-transistor logic, etc.) with a given adder
architecture for low-power adder design. Besides considering different technologies and
adder architectures, another approach employs transistor sizing for a low power full adder
design [BAW00, Rad01]. Although we will measure power consumption of the various
implementations of adders, our objective is different from theirs. In our study, we
concentrate on investigating and comparing power consumption of prefix adder based on
Brent’s algorithm [Bre70], using some of the prefix circuits from Chapter 2, with
different sizes. Brent’s algorithm transforms the carry computations to a prefix problem
and hence is an ideal candidate for studying prefix circuits.

In the following, the basics of an adder are given in detail. Then, the method of
implementing a fast parallel prefix addition based on the Brent’s algorithm [Bre70,
LD90] is explored and details of how the computation of all carry bits is transformed into

the prefix computation are given.

6.1 Adder: Theory

A circuit for adding two binary digits and a carry-bit is called a full-adder (FA). Figure
6.1 shows the block diagram of the full-adder. The FA adder circuit takes x, y, and z as
inputs and producessand cas outputs. Table 6.1 is the truth table for the full adder.

When all input bits are 0, both the outputs are 0. When an odd number of inputs equals 1,
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the soutput will be 1. The ¢ output has a value of 1 if two or three inputs equal 1.

Following is a possible set of algebraic expressions for the two output variables derived

from the K-map (Figure 6.2)

X —)

y—> FA
z—>

[]

Figure 6.1: The Block diagram of the full-adder circuit.

Table 6.1: Adder truth table.

Inputs Outputs
x y z c s
0 0 0 0 0
0 0 1 0 1
0 1 0 0 1
0 1 1 1 0
1 0 0 0 1
1 0 1 1 0
1 1 0 1 0
1 1 1 1 1
y y
—A
1 1 1
x{l 1 x{ 1 {[1 |1
%_._/ \_W__J
z z
s=xPyd:z c=(xAY)Vvx®y)Aaz

Figure 6.2: The K-Maps for the full-adder circuit.
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s=xDyd:z 6.1.1)
c=(xAYIVDY)Az

where @, v, and Aare logical exclusive-OR, (inclusive) OR, and AND operations,
respectively. Note that the output ¢ can be expressed in any one of the following forms:

e c=(xAy)v(xvb)az,

o c=(xAy)v(xanz)v(yAz), and

o c=(xvy)a((xaAy)vz).

One addition circuit of N-bit integers is the chain of N full-adders as shown in Figure
6.3. Let a=ayay,..a,a,, b=b,b,_,..b,b,, and s =s,....5,5, be N-bit integers. Let s be
the sum of @ and 5. We sum the binary bits from right to left, propagating any carry from
FA; to FA4,, for 1<i< N (see Figure 6.3). In the i*FA, we take as inputs bits a,and
b,and the carry-in bitc,_, to produce the sum bit s,and the carry-out bit c, . The carry-out
bit ¢, from the i*FA is the carry-in bit into the (i + 1) FA. Since there is no carry-in for
position 0, we assume that ¢, =0. The carry-out ¢, is the sum bits,,, . Therefore, in

general, for 1<i< N,

5;=a,®9bh,Sc,, 6.12
¢, =(a,nb)v(a, ®b)Ac,, 12

where ¢, =0. This circuit is called the ripple-carry adder. Each full-adder takes three

stages and five logical elements (Figure 6.4). For the chain of N full-adders, 5N -3 logic
clements and 2N —1stages are needed to compute the output s. Hence, the circuit has

O(N)size and O(N)time. As seen in (6.1.2), to compute the sum bits, s, 1<i<N) in

parallel, we need the carry bit ¢, (1<i<N). Therefore, the faster the carry bit c, is
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known, the faster the addition circuit is. In other words, the key to parallel addition is

parallelizing the computation of all the carry bits.

O== 0O

0
1
0
1

OO = -
-~ 200
waunon
oo O

St Sn Sn-1

@n-1 by

Figure 6.3: A chain of N full-adders.

a, b,

c,=(a;Ab)v(a®b)Ac,,

Figure 6.4: A full-adder circuit.

98



6.2 Parallel Addition

Let a=aya,,.a,a, and b=b,b, . b,b be two integers to be added. Let

s=(a+b)mod2", where s =s,....s,s,. Therefore,

s, =a, Db, Dc,_, W
where
Co = 0’
c.=p, (g Vvey) } (6.2.1)
pi =ai vb",
and g:=aq, /\b,-, J

for 1<i<N).The camry bit c,is the carry from the i®bit position, p,is a carry
propagate condition, and g, is a carry generate condition. As discussed before, we need
the carry bit ¢, (1 <i<N) for computing the sum bit s,. By distributing the propagate
bit p, and the generate bitg, to ¢, = p, A(g; vc,,) in (6.2.1), we obtain

C=PAE

;=P A (g V(P AL
) 6.2.2)

C;=piA (é, V@ AEi V- V(D A L))

The implementation of the fast addition is carried out in three stages: the
. preprocessing stage, the carry computation stage and the postprocessing stage (see Figure
6.5). The preprocessing stage computes the carry propagate bit p,and the carry generate
bit g, in parallel in just one unit step (thatis p, =a, vb, andg, =a, Ab,; for 1<i<N).
In the carry computation stage, the calculation of all carry bits is converted into the prefix

circuit problem, which is discussed later in this section. The inputs of the prefix circuit



for carry calculation are the carry propagate bits and the carry generate bits from the
preprocessing stage. Once all the carry bits are known, the postprocessing stage produces
the sum bits in two steps (that is s,=a,®b,Pc,_;; for 1<i<N). The time in
preprocessing and postprocessing stages is negligible compared to the computation time
of the carry. As a result, computing all carry bits quickly is the key to high-speed
addition. Therefore, we will concentrate on the carry computation for the rest of this

chapter.

Input bits

l

Preprocessing Stage

Figure 6.5: Three stages of the implementation of the fast adder.
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6.2.1 Binary Addition as a Prefix Problem
Brent [Bre70] has presented the upper bound on the computation of the carry for the

parallel addition of two N-bit integers. The following discussions are derived from
[Bre70, LD90]. Let T,(N)be the time required to add two N-bit binary numbers. Then
from the above discussion

T,(N)=T.(N-1)+3.

Carry Computation
A schematic diagram of the Brent’s algorithm for computing c,, is given in Figure 6.7.
To expedite the carry computation, Brent uses the following strategy to compute c), :

o Computeall p, (p,=a,vb)and g, (g, =a, Ab,).

e Partition all p,and g, into r groups; each group has ¢ members, where N =rq (see

Figure 6.6).
Py-Pq Poui--Paq Preu--Piy oo Pp-ngn~Ppy
8184 Een-8B2y 2001 ~E3q Ep-ng-—Ery
1 q 2q 3q -q rq

Figure 6.6: The partition of all p,and g, into r groups with ¢ members each.

e Brent’s algorithm to express the carry calculation c,, is as follow.
Let r 21andg = 1be integers such that N =rq.

Let P1 FEDig AN A Plicygai
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D,=P.A..AP D, =1,

i+l r
E, = Pg A (g qV "'(p(i-l)q+l A Bi-1yget )--),

and F, =D, AE,,

piandg,i=123,.. N 2, i=123,....N

Ei ’ i= 1)2'3:"-1 r

P,i=123,..,r

Cy

Figure 6.7: A parallel scheme for computing the carry, derived from [LDSO0].
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then, by associativity, commutativit);, and distributivity,
cy=F,VvF_v..vFVvEF.
During the time the value of c, is obtained, all otherc;’s are also obtained. Note that P,
is the product of carry propagates of group i, D, is prefix circuit (i.e., P,, : P.), and E, is
the carry out of block i (1 <i <r). The upper bound on the computation time of the last
carry bit, T.(N), is given by
T.(N) <1+[1gr |+ max{T.(¢),[1g ¢ |+ PrefixComputaionTime} .

As can be seen from Figure 6.7, the running time of the algorithm depends on the
number of blocks, the block size, and the choice of the prefix circuit. The detailed proof
is given in [LD90].

The following example illustrates these quantities. Let N =8 . There are four possible
choices to partition all p,and g,:

e r=]and g=8

r=2and g=4

r=4and g=2
e r=8and g=1
Casel: r =1 and ¢ =8.
Then,
B =Py AP, AP APs APy AP3 AP, APy

D, =1
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E=py AV (P A8V (Ds A8 V(Ds A (g V(P A (g V(DA (8 V(P AR, V(D A Z)-)

F,=D,AE,
=Py A (& V(P A (8 vV (Ps A (86 V(D5 A (85 V(P A (8 V (D3 A (8 V(D A (8, V(P A &)--)

Then,

a=F=E

All other ¢,, for 1 <i <7, are also available when ¢, is completed.

S =P A (8 V(DA (8 vV (Ps A (&8s V(P A (B V(DA (8 V(P A (8 V(P A EY)--)
€6 = Ps N (8 V(Ps A (85 V(P A (8 v (P A (8 V(D A (2 V(DA 8-)

Cs = Ps A (8s V(P A (8a v (P A (8 V(P A (8, V(D A gY)--)

€ =P A&V (A (8 V(P A (8 V(P A L))

& =ps~A (g V(P A (g V(P AL

¢, =p, A (g, v ng))

QG=EDAg
Note that Case 1 is just a serial computation of c,, c,, ...,and ¢, .

Case2: r=2 and ¢ =4.

Then,
B=p,Ap;Ap, AP, P, = py A p; A pg A Ps
D, =P, D, =1

E=p, A VvpA(gVvpAr(g,vniAg))))

E,=p, A(gs Vv (D; A(8; v (Ds A (86 V (P5s A gNN))
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and
F, =D AE =[P]AE,

F,=D,AE,=E,.

Then,
g =F VvF
=E, v [B]AE

All other c,, for 1 <i <7, are also obtained as a byproduct of the ¢, computation.

¢, =[P, Alg, v(ps Algs v (s Ags] v [p; ADps ADSIAE,

ce'—‘[Ps A(gev(PsAgs))] v [PeAPs]AEx
Cs =[Ps Ag,] v [Ps]’\ E,
c,=E,

Cy =[P3 A(gv(p,A(g, vp Ag,))))]
< =[P2 A (g v (p ’\gl))]
e =[p gl

Case3: r=4and ¢g=2.

R=p,Ap, B, =p,Aps, P, = pg A ps, Pi=psAp;
D,=P,AB AP, D,=P AP, D, =P, D, =1

E =p,An(g;v(pA8)) E,=p,A(gV(P;s18))

E; = ps n(g v (Ps A g5)) E,=psn(gVv (P, Ag))

and
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F=D AE =[P, AP, AR]AE,
F,=D, nE, =[P, AB]AE,
F,=D,nE, =[P]AE,
F,=D,AE, =E,.
Then,
a=FvEVEVF
=E, v [R]nE, v [PAPRJAE, v [P AP AB]AE,
All other c,, for 1 <i <7, are also obtained as a byproduct of the ¢, computation.
¢ =[p, ngr] v ImlrE, v [pABRJAE, v

[p'r AP APz]AEl

¢ = E; v IBlnE, v [RABR]AE
¢s = [ps A gl v IplrE, v e aBlAE
c, = E, v [P)AE,

¢; =[p; n g v [mlrE

c, =E,

G = [Pl Agl]

Cased4: r=8 and g =1.

Then,
R=p, P, =p,, R =p,, P, = p,,
F; = ps, F = ps, F =p, R=p,
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D=RARAPRARAPAPAP, D,=BAP,APAP AP AP,

D;=FRAPAPAP AP, D,=F,AP,APAPF,
D; =P, AP AP, Di=F AP,
D, =B, D, =1
E =p g E,=p,rg, E;=p;ng, E,=p,ng,
Es=psngs Eg=ps 18 E,=p; ng E=psn8s
and
F =D AE =[P,AP., AP AP, AP AP APZ]AE,
F,=D,AE,=[P, AP, AP, AP, AP, AP,|AE,
F,=D,nE, =[P, AP, AP AP, AP]AE,
F,=D,AE =[P, AP, AP, APR]AE,
F,=D;nE; =[P, AP, AR]AE,
F;=D,nE; =[R AP ]AE,
F, =D, nE, =[R]rE,
F,=D,AE, =E,
Then,
cs=F,vEVvFE,vF,vF, vF,vF vE
cg = E \% [P)AE,
[P, AP ]AE, v  [R AP AR]AE,
[P, AP, AP, AP]AE, v [P AP AP AP AP]AE,
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[PAPAPAPAPARIAE, v [PAP AP, AP AP AP AB]AE,

All other c,, for 1 <i <7, are also obtained as a byproduct of the ¢, computation.

c,=E, v [P)AE, v
[P, AR AE, v [P APAPR]AE, v
[P, AP, AP, AP]AE, Vv  [RAPRAPAPAPIAE, v

[P, AP, AP, AP, AP, AB]AE,

cs = E; v [B]IAE v
[P A P]AE, v  [BAPAPR]AE, v
[P, AP, AP, AP]AE, v  [BAP AP, AP, AB]AE

cs =E, v [P])AE, v [PAP]AE, v
[P AP, AP]AE, v [BAP AP AB]AE,

ci =E, v [R]AE, v [PAPJAE, v [BAPAPR]AE

¢, =E, v [R]rE, v [P APR]AE

c, =E, v [BlAE

¢, =E,

In general, given N =2", let r>1 and ¢ =1 be integers such that N =rqg. The
following holds.

e Decomposition: r blocks, each has g elements.

r=2"and ¢g=2"" for O<i<n.
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» Number of possible parallel implementations =n.
e Family of prefix circuit:
s For each r > 1, number of prefix circuits built = —1.
The computation time for an N-bit adder is at least
4+lg r] +max{T_(q), r Ig q] + PrefixComputaionTime}
Table 6.1 lists all the operations used in the calculation of a N-bit adder. The total number

of AND gates used depends on the prefix circuit. The degree of parallelism depends on
the size of the block and the number of blocks: the bigger the block size, the lower the

degree of parallelism. When the size of the block is A, it is a serial computation of all

carry bits.
Table 6.2: Gate count of a N-bit adder.
Gate Count AND OR XOR
Computing p;, and g, for 1<i<N N N -
Computing E, for 1<i<r N r(g-1) -
Prefix Circuit vary vary -
Combining E, and Prefix Circuit g(r=hr i -
2
Calculating ¢, for 1<i<N - g(r-nr _
2
Calculating s, for 1<i<N ) ) N
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CHAPTER 7
SIMULATION RESULTS

In Chapter 5, the performance in term of time-delay, power consumption, and power-
delay product of parallel prefix circuits described in Chapter 2 was investigated. In this
chapter, we extend the investigation of their application in prefix adder. Binary adder
using the prefix circuits of varying sizes was proposed by Brent [Bre70]). In our
investigation, we use Brent’s algorithm. We compare number of operations used, time-
delay and power consumption as well as the power-delay product in order to find out the
effect of varying the size of different parallel prefix circuits on speed and power

consumption.

7.1 Effect of Block Size on Adder Implementation
The 8-, 16-, 32-, and 64-bit adders with varying block sizes for computation of carries
were simulated. The simulation was carried out using PSpice at a power supply voltage
of 3V. The divide-and-conquer prefix circuit is the candidate circuit for the study. The
simulation results are shown in Table 7.1 and Figure 7.1.

Table 7.1 compares the exact gate count, time-delay, power consumption, and power-
delay product for all prefix adders studied. Figure 7.1 illustrates the graphical
tepre_sentation of the comparisons. The comparison results obtained from PSpice

simulation allow us to conclude that there is a difference in speed and power between
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Table 7.1: Gate count, delay time, power consumption, and power-delay-product of different
design of 8-, 16-, 32-, and 64-bit adders using the divide-conquer prefix circuit.

8-bit adder
Type of implementations Gate Count Power Power-delay
Delay | Consumption Product
Numberof | Block Size | AND OR XOR (us) (uW)
Blocks
1 8 16 15 16 8.14 0.99 8.05
2 4 24 18 16 6.01 1.15 6.90
4 2 37 24 16 4.50 1.46 6.56
8 1 65 36 16 4.02 2.10 8.42
16-bit adder
Type of Implementations Gate Count Power Power-delay
Delay | Consumption Product
Number of | Block Size | AND OR XOR (us) (uW)
Blocks
1 16 32 31 32 16.43 1.99 32.65
2 8 52 38 32 10.20 2.39 24.31
4 4 80 52 32 6.60 3.07 20.22
8 2 137 80 32 5.08 4.32 21.9
16 1 257 136 32 4.51 5.08 22.88
32-bit adder
Type of Implementations Gate Count Power Power-delay
Delay | Consumption Product
Numberof | Block Size | AND OR XOR (us) (uW)
Blocks
1 32 64 63 64 33.12 3.96 131.17
2 16 112 78 64 18.55 4.85 89.91
4 8 172 108 64 10.79 6.30 68.01
8 4 288 168 64 7.19 9.13 65.66
16 2 529 288 64 5.68 14.84 84.33
64-bit adder
Type of implementations Gate Count Power Power-delay
_ Delay | Consumption Product
Numberof | BlockSize | AND | OR | XOR | (us) (uW)
Blocks
4 16 368 220 128 19.19 13.57 260.30
8 8 604 334 128 11.41 19.65 224.17
16 4 1088 | 592 128 7.81 31.36 244.78

1
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8-bit adder

Delay of 8-bit Adder Power Consumption of Power-delay Product of
a 8-bit Adder a 8-bit Adder
: {u "
. / 2 !: ~—
K t'f T~ I-]
i 14l N
16-bit adder
Delay of a 16-bit Adder Power Consumption of Power-delay Product of
a 16-bit Adder 2 16-bit Adder
i t; \ !EI
32-bit adder
Oulay of a 32-bit Adder Power Consumption of Power-delay Product of
a 32-bit Adder a 32-bit Adder
I: .E: !E \__/
|
* 2 ] . e = v e 2 . . . 2 !‘.
64-bit adder
Delay of a 64-bit adder Power Consumption of Power-delay Product of
a 64-bit adder a 64-bit adder
= 5. v-.
I= g ® »

Figure 7.1: The plots of delay time, power consumption, and power-delay-product of different design
of 8-, 16-, 32-, and 64-bit adder using the divide-conquer prefix circuit.
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different blocking schemes. In regard to the power-delay product, it is interesting to
observe that the best performance of the implementation lies somewhat in the middle
value of the various choices for block size. The optimum block size of 8-bit adder is two.
The block size of four is optimum for 16-bit and 32-bit adders while the block size of
eight is optimum for 64-bit adder.

The effect of the blocking schemes can be summarized as in Figure 7.2. As the block
size increases, it takes longer to complete the computation, but it consumes less power.
The bigger block size performs fewer operations and has less degree of parallelism. For
example, an N-bit adder implemented with a block size of NV has the smallest number of
operations and the lowest power consumption compared to implementations using

smaller block sizes.

Small —————————p> Large

Block size >
< Number of blocks

< Number of operations

__Delay >
< Power consumption

< Degree of parallelism

Figure 7.2: The illustration of the effect of the block size on other factors.

113



Unfortunately, it is also the slowest. The implementation with the smallest block size
gives the fastest adder for every input length at the cost of a large number of operations
and power consumption. From the power consumption point of view, the implementation
with biggest block size is, therefore, the most efficient one. The opposite holds true if the
circuit delay is important. On the other hand, the biggest and smallest block sizes show

poor power-delay product.

7.2 Effect of Prefix Circuit on Adder Implementation

In this section, three different prefix circuits, the divide-and-conquer, the Shih-Lin, and
the LYD prefix circuits, were chosen to be candidates for carry computation in our
simulation study. This is because, in Chapter S, we found that the divide-and-conquer
prefix circuit is the fastest prefix circuit while the LYD prefix circuit gives the best
performance in terms of power-delay product. The Shih-Lin prefix circuit is a (size,
depth)-optimal prefix circuit [LS99]. Recall that there are two issues to be considered in
the process of carry computation. The first issue is the computation of the prefix circuit
inside the block and another is the computation of a family of prefix circuits.

In the simulation, three best block schemes (that is four, eight, and sixteen) in term of
power-delay product are considered. Figure 7.3 shows the simulation result of the 64-bit
adder with three different block size schemes implemented with three different prefix
circuits. The optimum block size in terms of the power-delay product tumns out to be eight
for each of the three prefix circuits. The power-delay-products of the LYD and Shih-Lin
prefix circuits are similar. The divide-and-conquer prefix circuit has the highest power-

delay product when the block size is eight and sixteen. However, when the block size
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reduces to four, the power-delay product of the divide-and-conquer becomes closer to the
LYD and Shih-Lin prefix circuits. This is due to the strong impact of using the divide-
and-conquer prefix circuit in the computation of the family of prefix circuit on power
consumption. The computation benefits from the divide-and-conquer prefix circuit’s
well-organized structure, which allows efficient implementation.

The size of the family of prefix circuits depends on the block size; the smaller the
block size, the bigger the family of prefix circuits. For example, a block size of four has
fifteen prefix circuits in the family. On the other hand, a block size of sixteen has only
three prefix circuits in the family. When the family of prefix circuits is larger, there is a
large possibility of its members sharing the structure with other members. This will result
in lower power consumption due to reduced number of computation nodes. On the other

hand, with the smaller family of prefix circuit, the sharing is small.

Power-delay Product

270 -
260 -
250 -
240 -
230
220 -
210
200 T -~

*—Dc
| YD
o @e= SL

Power-delay Product

Figure 7.3: The plot of power-delay product of the divide-and-conquer,
the LYD. and the Shih-Lin prefix circuits.

115



The choice of the prefix circuit inside the block also dominates the power consumed
especially when the block size is large. To see its effect on power-delay product, let us
consider power-delay product of the 64-bit adder implemented with block size of sixteen
in four different prefix circuits in Figure 7.4. The figure shows that the (size, depth)-
optimal prefix circuits (i.e,, the Shih-Lin and the LYD prefix circuits) have smaller
power-delay product than (size, depth)-non-optimal prefix circuits (i.e., the divide-and-
conquer and the Brent-Kung prefix circuits). Like the simulation results in Chapter 5, the
divide-and-conquer prefix circuit has the highest power-delay product followed by the

Brent-Kung, the Shih-Lin, and the LYD prefix circuits.

Power-delay Product of 64-bit Adder
implemented with Block Size of Sixteen

BK SL LYD DC

Prefix Circuit

2288

ARG

Power-delay Product

N

Figure 7.4: The plot of power-delay product of four prefix circuits using
in carry calculation in 64-bit adder implementing with block size of
sixteen.
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7.3 Summary

The binary adder implemented with different block schemes consumes different levels of
power. According to the Brent’s algorithm [Bre70], there are Ig N ways to implement
parallel N-bit adders. In terms of power-delay product, our simulation results show that
the optimum block size falls somewhere in the middle of all the block sizes. In order to
implement a low-power prefix adder [Bre70], the LYD prefix circuit is a good candidate
for implementing prefix circuit inside the block while the prefix circuit with well-

organized structure is a good candidate for implementing the family of prefix circuits.
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CHAPTER 8

CONCLUSIONS

The three most widely accepted metrics for measuring the quality of a circuit are its area,
speed, and power consumption. Optimizing area and speed have been considered
important for long time, but minimizing power consumption has been gaining
prominence only recently. Power consumption is an important issue in both portable and
non-portable systems.

The dominant source of power consumption is dependent on supply voltage and
switching activity when capacitance and operating frequency are fixed. Therefore, the
reduction in voltage and switching activity means the reduction in power. However, a
reduction in voltage may result in longer delays, and reduced throughput. However,
reduction in throughput can be overcome by parallelism. Because of the size-depth trade-
off characteristic of prefix circuits, parallelism can be increased only up to a certain level.

Different circuit structures induce different switching activity. As a result, different
circuit architectures for performing the same function can consume different amount of
power. Therefore, the implementation of the various prefix circuits in an application will
have different power consumptions as well. Usually, the circuit architecture with longer
depth will consume more power than one with shorter depth. However, due to the size-
depth trade-off characteristic of prefix circuits, the switching activity in a prefix circuit

not only depends on its logic depth but also on the number of operation nodes at each
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level. The circuit with shorter depth and more nodes might have more switching activity
than the one with longer depth and less nodes.

In this dissertation we conducted a comparative study of various prefix circuits from
the point of view of power-speed trade-off. The dissertation presented the linear output
capacitance model for the estimation of power consumption in seven families of prefix
circuits. The proposed linear output capacitance model allows us to estimate power
consumption in prefix circuits considered. This model helps direct the design at the high
level. Results obtained by the model and simulations refute several commonly held
beliefs about the consumption of power in prefix circuits (i.e., a circuit with shorter depth
consumes less power than a circuit with longer depth), and also lend insight into possible
prefix circuits for future power-prediction prefix circuit applications. Besides, based on
the model and simulations, we have investigated the possible decrease in power
consumption with the use of low supply voltages while maintaining the original
performance level under different prefix circuits. For example, the simulation results
have shown that power reductions of about 1.6 times can be obtained without throughput
loss by using the LYD prefix circuit compared with using the divide-and-conquer prefix
circuit. Finally, the 8-, 16-, 32- and 64-bit prefix adders were implemented and simulated
under different blocking schemes. In regard to power-delay product, we found that an
optimum block size falls somewhere around the middle among the various possible block
sizes. For example, the result shows that the optimum block size is two for 8-bit adder,
four for 16-bit and 32-bit adders, and eight for 64-bit adder. In order to implement a low-
power prefix adder based on Brent’s algorithm [Bre70], the (size, depth)-optimal prefix

circuit is a good candidate for implementing prefix circuit inside the block while the
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prefix circuit with well-organized structure is a good candidate for implementing the

family of prefix circuits needed in the prefix adder.

There are several open questions for future work.
e Power modeling of prefix circuits with bounded fan-out.
o The effect of fan-out on time-delay.
e New prefix circuit that has a structure that benefits the computation of a family
of prefix circuits.

¢ Pipelining implementation for low-power prefix circuit.
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APPENDIX A

RC network

Recall that there are three sources of power dissipation in a digital CMOS circuit. The
majority source of the power dissipation is due to the logic transitions. As the nodes in a
digital CMOS circuit transition back and forth between the two logic levels, the parasitic

capacitances are charged and discharged.

P

@l
I

Figure A.1: Inverter.

Most of the models used to explain the power consumption behavior of ICs are based
on the equations derived from the analysis of the CMOS inverter (see Figure A.1)
[RCNO1]. Understanding its behaviors can be extended to explain the behaviors of more
complicated designs such as NAND gates, adders, etc. Hence, an overview of the CMOS

inverter is presented. Refer to [RCNO1, WE93], for more detail.
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In the switch model [RCNO1], a transistor could be either a switch or a resistor,

depending on the value of its gate-to-source voltage, ¥, and its threshold voltage, V.

The transistor acts like the switch when [V;|<[V/;|and acts like the resistor when

Was| > V7| (see Figure A.2).

Vas| <[z Vas|> 17|

Figure A.2: Switch model of CMOS transistor.

When applying a step input, the capacitor will charge and discharge in response to the
input to an inverting gate. When the input goes from its low level to its high level (¥,
going from 0 to V), the P-type transistor acts like the resistor and the N-type transistor
acts likes the switch (see Figure A.3(a)). An RC network is formed. The capacitor
charges toward the high level of the input through the resistor and V,, =¥ . This action
is analogous to connecting a supply voltage to the RC network as illustrated in Figure
A.3(a). When the input goes from its high level back to its low level (V,, going from V to

0), the P-type transistor acts like the switch and the N-type transistor acts likes the

resistor (see Figure A.3(b)). An RC network is formed. The N-type transistor provides a
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current path to the ground. The capacitor discharges back through the ground and

V.. =0. This action is analogous to replacing the NMOS with the RC network, as

illustrated in Figure A.3(b).

Voo Vnp

Y
AR 4 P

(a) Charging (b) Discharging

Figure A.3: The equivalent action of an inverting gate when a step input charges and
discharges the capacitor. N
When a capacitor charges or discharges through a resistor R, a certain time is required
for the capacitor to charge/discharge fully. The rate at which the capacitor charges or
discharges is determined by the time constant RC (i.e., it is the first-order analysis of

digital circuits). The RC is derived and has the units of time as follows:

re=(7)% “(Q—/:I‘ =

Its symbol is t (Greek letter tau). Thus,
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Its unit of measure is the second. Note that the value of RC will never be greater than a
few seconds because C is very small (i.e., it is usually found in microfarads or
picofarads), unless R is very large.

A capacitor charges and discharges following an exponential curve, as shown in
Figure A.4. In the charging phase, the charging curve is an increasing exponential while
in the discharging phase, the discharging curve is a decreasing exponential (see Figure
A .4). The charging voltage of a capacitor at any instant of time is given as follow:

Ve ) =1 —e")V.
In the discharging phase, the voltage across the capacitor would be the following:
V. () =e"V.
It takes five time constants to approximately fully charge/discharge a capacitor [Boy99].

Considering charging phase, the factor (1-e™/*)is exponential function of the form

(1-e™), where x=t/rand e=2.71828.... A plot of (1—e *)for x>0 appears in Figure

A.4. The time to reach the 50% point, the propagation delay (¢, ), is 0.697 .

Charging curve (1—e7*)

08 evm-

Discharging curve (¢™)

(-]
Q
Fpeeeez
(M)
w
E Y
(1]
-]
x

Figure A.4: Charging and discharging exponential curves for
an RC network.
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A simple first-order derivation of the ¢ is given by [CB95, RCNO1]

=0.69C, R~ CVo _ CVm ,
P I k(W/L)(VDD - Vr )2

where C, is the gate capacitance, V),

o i
is the supply voltage, V;is the foped
threshold voltage, k£ is a technology- f E
dependent parameter, and W and i u:.
L are the channel width and length of g
the transistors, respectively. Clearly, s R

the circuit delay is a function of supply Figure A.5: The plot of the delay vs. ¥y,

voltage. Figure A.5 shows the plot of the circuit delay versus supply voltage and the
figure suggests that there is the monotonic dependency of the propagation delay versus
supply voltage. As the supply voltage is reduced, the delay of CMOS circuits increases
monotonically.

Note that is the ¢, an artificial gate quality metric, which is used to compare different

semiconductor technologies or logic design styles [RCNO1]. The ¢, of a gate defines how

quickly it responds to an input signal when passing through the gate.
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Power Consumption due to Switching

As the previous discussion, the power consumption in a CMOS circuit is from the
dynamic source due to switching that can be calculated from the product of the current

flows and voltage different. Considering a CMOS inverter, when the P-type transistor is
charging a capacitance, C, at a frequency, f =yT’ with supply voltage, V,,, the
current through the transistor is C_,(dV/df). The power consumption is thus
C,,V(dV/dr) for one-half the period of the input, }é f The power consumed at the P-

Type can be calculated by the equation

1 I’ dv
dt——- Ve —C V2
C"V( ) I‘W 21 7

When N-type transistor discharges the capacitor, the power dissipation is equal, and
making the total power consumption [CB9S5, WE93]

Prpichig =C VoS
Let p, be the switching activity per one clock cycle and C, be the amount of load
capacitance switched. Thus, C, = p,C, . The average dynamic power consumption of a
CMOS gate due to the switching current is equal to
P ring = P;CLVE S - 1)
Since the time integral of power is energy (AE), it follows that

AE =P, i iine XT
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As an example of finding power consumption of the circuit, the following plot shows

the circuit simulator called

erter, simulated by using

nv

the waveforms of the CMOS

PSpice (see Figure A.6). From top to bottom, the waveforms represent the inverter input

voltage, the inverter output voltage and the inverter dynamic power consumption. CMOS

is very power efficient because it consumes power during the brief periods of switching

tly

(see Figure A.6). We can conclude that the power consumption of CMOS logic is

(]

switching frequency. Figure A.7 shows the inverter’s energy. The

proportional to

AE—-)watts.
T

(

8.817u

2ms

[Vt /T.
Thus, the power consumed by the inverter in Figure A.7 is equal to

T
0

P...

integral of power is energy that can be computed as follow.
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Figure A.6: CMOS inverter's input and output waveforms.
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Figure A.7: CMOS inverter's power and energy waveforms.
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APPENDIX B

CMOS Gates
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Figure B.1: A CMOS inverter
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Figure B.2: A CMOS AND gate
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APPENDIX C

Due to the size, the examples of the 8-bit XOR gates implemented are shown.

3.V |
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Figure C.1: The worst case input of XOR gate (i.e., the first input is equal to 0 and the other
inputs are 0 — 1.), causing the output to ripple the most.
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Figure C.2: The 8-bit XOR gate impiemented with the serial prefix circuit.
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Figure C.3: The outputs of 8-bit XOR gates implemented with the serial prefix circuit, showing
the longest ripple (the maximum number of switching).
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Figure C.4: Delay of 8-bit XOR gates implemented with the serial prefix circuit from PSpice
simulation.
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Figure C.5: Energy of 8-bit XOR gates impiemented with the serial prefix circuit from PSpice
simulation.
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Figure C.6: The 8-bit XOR gate impiemented with the divide-and-conquer prefix circuit.
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Figure C.7: The outputs of 8-bit XOR gates implemented with the divide-and-conquer prefix circuit
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Figure C.9: Energy of 8-bit XOR gates implemented with the divide-and-conquer prefix circuit

from PSpice simulation.




APPENDIX D

The implementation of a prefix adder is divided into 3 parts; preprocessing, carry
computation, and postprocessing. Preprocessing and postprocessing are shown first. Then
carry computation with different block sizes (i.e., 4 possible ways) is shown. Due to the

big size, the 8-bit prefix adder implementations are shown.

Preprocessing and P rocessin

19

Siziest

Figure D.2: Postprocessing: s, =a, ® b, ®c,,.
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Carry Computation
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Figure D.3: The implementationof £,, i =1.

144




2. R204

¥

Figure D.4: The implementation of carry
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Figure D.5: The implementationof E,, 1 <i<2.
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Figure D.6: The implementation of prefix circuit with 4 inputs.

146




Figure D.7: The implementation of carry bits.
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Figure D.8: The implementationof E,, 1 <i<4.
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Figure D.9: The implementation of prefix circuit.

148



!

i

Figure D.10: The implementation of carry bits.
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Figure D.12: The implementation of prefix circuit.
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APPENDIX E

Tal:il: E.1: A comparison of the exact capacitance values and the estimated capacitance values of the Brent-Kung
prefix circuit.

N Estimate(Co)| Exact(Co) | %Error

2 1 1 0%
3 3.083 2.79%
4 6 [; 0%
L 9.5578 9 6.20%
6 13.631 13] 4.86%
7 18.1329 18 0.74%
8 23 0.00%|
9 28.1848 27 4.39%
10 33.6504| 3 5.16%
11 39.3671 38 3.60%]
12 4531 2.98%
13 51.4617 51 0.91%
14 57.8028 57 1.41%
15 64.3197 64| 0.50%
16 71 7 0%
17 77.8329 76 2.41%
18 84.8089 82 3.43%
19 91.9195 39 3.28%
20 99.1573 96 3.29%)
21 106.5156 104| 2.42%)
22 113.988 111 2.69%]
23 121.5698 119 2.16%
24 129.2552] 127 1.78%
25 137.0400 136 0.76%
26 144.9199 143 1.34%
27 152.8910 151 1.25%
28 160.94 159 1.23%
29 169.093 16 0.65%
30 177.3178 17 0.75%
31 185.6210 185 0.34%
32 194 1 0%
33 202.4524| 200 1.23%
34 210.975 207 1.92%
35 219.5679 21 2.12%
36 2282269 223 2.34%
37 236.9507 232 2.13%
38 245.7375 240 2.39%
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N Estimate(Go)| Exact(Cy) | %Error

39 254.5856 249 2.24%
40 263.4933 25 2.13%
41 272.45 268 1.66%
42 281.481 276 1.99%
43 290.5588 28 1.95%]
44 299.6901 2 1.94%
45 308.8739 304 1.60%
46 318.1091 313 1.63%
47 327.394 323 1.36%
48 336.728 333} 1.12%
49 346.111 344 0.61%]
S0 355.5407 352 1.01%|
51 365.0161 361 1.11%
52 374.5366 370 1.23%
53 384.101 380 1.08%
54 393.7091 389 1.21%
55 403.35 399 1.09%
56 413.0519 409 0.99%|
57 422.7843 420 0.66%
S8 432.5574 429 0.83%
59 442.369 439 0.77%|
60 452.2210 449 0.72%)
61 462.110 460 0.46%)|
62 472.0369 470 0.43%
63 482. 481 0.21%
64 492 4 0%
65 502.035220: 499 0.61%
66 512.1054706 S0 1.01%
67 522.2102 516 1.20%
68 532.3488765 52 1.40%
69 542.520983 53 1.41%
70 552.7260201 s44| 1.60%
71 562.9634999 554 1.62%
7 573.23295 564} 1.64%
73 583.5339129 575 1.48%
74 593.8659414] 584| 1.69%
75 604.2286022] 594 1.72%
76 614.6214737 1.76%
77 625.04414 615 1.63%
78 635.496218 625, 1.68%
79 6459773024 63 1.57%
30 656.4870199 64 1.47%
31 667.0250013} 659 1.22%
82 677.5908868 668 1.44%
83 688.1843256 678 1.50%
84 698.8049755] 688 1.57%4
85 709.4525028 699 1.50%
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N Estimate(Cy)| Exact(C,) | %Error

86 720.126581 7 1.57%
87 730.826894] 720/ 1.50%
88 741.5531294] 731 1.44%
89 752.3049846 743 1.25%
90 763.0821631 753} 1.34%
91 773.884375. 764] 1.29%
92 784.7113387 779 1.25%
93 795.562775 787 1.09%
94 806.4384162 79 1.06%
95 817.337995 310 0.91%
96 828.261253 822 0.76%
97 839.2079374] 835 0.50%
98 850.1777 0.73%
99 861.170595 854 0.84%
100 872.1860878 8 0.95%
101 883.224043 875 0.94%
102 894.2842347 88 1.05%
103 905.3664365 896 1.05%
104 916.47043] 907 1.04%
105 927.5959998] 919 0.94%
106 938.7429352] 929 1.05%
107 949.911029 940 1.05%
108 961.100079 951} 1.06%
109 972.30988 963| 0.97%]
110 983.5402531 97 0.98%
111 994.790990 986 0.89%
112 1006.061909 998} 0.81%
113 1017.352824] 1011 0.63%
114 1028.663554] 1021 0.75%
115 1039.993922 1032 0.77%
116 1051.343751 1043| 0.80%
117 1062.71287 10595 0.73%
118 1074.101111 1066 0.76%
119 1085.508306 1078 0.70%
120 1096.934293 1090 0.64%
121 1108.378912 1103 0.49%
122 1119.842004] 1114 0.52%
123 1131.323415 1126 0.47%
124 1142.822 113 0.42%
125 1154.3405 1151 0.29%
126 1165.87604 1163 0.25%
127 1177.429234] 1176 0.12%
128 1189 1189 0.00%
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