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ABSTRACT

A band-pass filtering technique, based on an eprnential
weight function interpolation method, is presented. The tech-
nique filters both spatially and temporally and the center of
the band can be positioned in the spectral domain to suit the
needs of the user. Test data to which the filter is applied
are conventional surface meteorological observations for
three severe thunderstorm days in Oklahoma.

By combining results of the filtering with available
numerical studies, a scale analysis for subsynoptic systems
is developed. Surface subsynoptic systems are shown to be
well correlated with severe weather events. Three funda-
mental findings about these systems are developed: first,
the data support the hypothesis that the circulations derive
their energy from baroclinic sources; second, anisentropic
processes of eddy mixing and latent heat release are appar-
ently vital to the subsynoptic flow; and third, evidence
supports the existence of a balance between pressure forces
and vertical circulations. These findings are in basic
agreement with previous medium-scale dynamical theory and

iii



experiment, but the lack of information about vertical
structure precludes a definitive description of subsynoptic

circulations.
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TABLE I

NOMENCLATURE

Note: Except where otherwise noted, an asterisk (*) denotes

Hh L2 TR o >

5
R

b
*
o

N *,N,*

the dimensional form of a variable.
ROMAN SYMBOLS
condensation rate
specific heat at constant pressure

spatial weight function parameter; characteristic
depth scale

unit vector

general function; Coriolis parameter
frictional force vector

characteristic Coriolis parameter

Froude number

acceleration of gravity

scale height of the atmosphere; heat flux

wavenumber

unit vector in the vertical
wavelength, characteristic horizontal length scale
temporal weight function parameter

psegd?-random numbers (asterisk convention does not
apply

pressure
period

minimum resolvable period
diabatic heating rate

response function; mixing ratio
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R*,R
Ri
Ro

T*,T

X E O < < 4 g

E3 4

"

o'¥o

X
r'Yr

At

radius from observation point to grid point
Richardson number
Rossby number

time separation of observation from grid point;
temperature

eastward wind component

northward wind component

characteristic horizontal velocity amplitude
horizontal wind vector

weight function

characteristic vertical velocity amplitude
position vector

weighted position vector

coordinates of uniformly distributed grid points

coordinates of pseudo-randomly distributed grid points

GREEK SYMBOLS

ratio of radius to spatial grid interval; specific
volume

ratio of time separation to temporal grid interval

g/T

difference in low-pass responses at center of band;
horizontal divergence

a finite difference operator
grid interval-general
Spatial grid interval

temporal grid interval
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L vertical component of vorticity

n temporal weight function parameter-dimensional

0 potential temperature

K spatiél weight function parameter-dimensional

A ratio of wavelength to spatial grid interval

vk, v frequency

p /R

o image scale factor

Os standard atmosphere lapse rate parameter

T ratio of period to temporal grid interval; characteristic

time scale
¢ general variable

®ijk filtered value of ¢ at the grid point
x=xo+iAs, y=yo+jAs, t=to+kAt

¢ characteristic value for ¢

SPECIAL SYMBOLS

v horizontal gradient operator

( )a . low-pass value from filter with least response
( )b low-pass value from filter with most response
( )L large scale component

( )M medium scale component

(g small scale component

() perturbation guantity

Where a variable name has more than one definition, the second
is separated from the first by a semicolon. The mean-
ing should be clear from the context.
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THE USE OF FILTERED SURFACE DATA

TO REVEAL SUBSYNOPTIC SCALE DYNAMICS
CHAPTER I
INTRODUCTION

Observation of a phenomenon and analysis of the
observations are the first steps in the development of most
meteorological concepts. Unlike modern physics, where theory
frequently precedes observation,l meteorological concepts have
typically developed after a long series of observations of a
phenomenon, followed by the abstraction of the relevant physi-
cal concept. Recent meteorological theory consistently empha-
sizes the concept of the scale of the phenomenon of interest
(e.g., Palmén and Newton, 1969) in an effort to separate the
meaningful phenomena from the "noise". An unfortunate problem
is that there is no general agreement on the definition of

those scales. Meteorological phenomena generally operate over

lAs an example, the prediction of the existence of
sub-nuclear particles based on theoretical evidence has typi-
cally preceded actual observation of the particles.
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2
a range of values for the scaling parameters. As a result,
a particular phenomenon may occur in that part of the range
overlapped by another phenomenon. When arbitrary scale
limits lie in this overlap region, neither phenomenon has an
unambiguous scale with which it can be associated. For
example, most internal gravity waves may be regarded as
"noise" when we wish to consider the planetary circulation.
On the other hand, an extensive thunderstorm squall line may
have space and time scales large enough to be within the same
order of magnitude as the extratropical cyclone (ETC) scale.
It is not clear that the squall line is "noise" in such a
case. Experience indicates that the phenomena are different,
even if a singular example of a squall line is of scale
comparable to the ETC. In summary, we generally assign
arbitrary limits to small (micro), medium (meso), and large
(macro) scales, but these are only rough guidelines in
description of the phenomena. A purpose for doing so is
elimination of those events which have relatively insignifi-
cant effects on the phenomenon of interest.

Definition of scales of motion is complicated by the
lack of an information theory for meteorological observations
such as exists for pure time series observations (see Blackman
and Tukey, 1958). Meteorological data involve both spatial
and temporal sampling. Since meteorological waves travel and
~ evolve in space and time, further complications are introduced.

If the waves were steady-state and all had the same constant



phase speed, we could use time-to-space conversion techniques
to decrease the effective data separation in space, and
actually improve the resolving power of our fixed observation
network. Hdwever, meteorological waves have phase velocities
that depend on the phenomenon generating them, as well as
being dispersive (i.e., dependent on the wavelength). It
seems clear that by using the time series observations avail-
able at the fixed locations of our network, we should be
capable of improving our analysis. However, it is not clear
how this is to be accomplished most effectively. Such a
problem can be resolved by a study of the theoretical infor-
mation content of meteorological observations in general.
This is beyond the scope of the present study.

Much of meteorological data analysis is empirical or
heuristic. 1In fact, the subject of objective analysis is
largely concerned with interpolation and the methods used can
be only subjectively justified. 1In simple terms, since we
don't know what the "true" fields are, the quality of
interpolation/analysis is a matter of definition. Gandin's
work (1963) is an attempt to clarify the effects of inter-
polation errors, based on correlation functions developed for
ensembles of data. The variational methods of Sasaki,

(1958, 1970) may be thought of as a filtering technique based
in part on the constraining physics of the phenomena of
interest. Stephens (1971) has pointed out that physical

constraints involving observed derivatives can actually
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reduce aliasing by effectively decreasing the Nyquist interval.
Methods based on physics hold great promise for extending the
utility of meteorological analysis. But no synthesis of
information theory with thé physics has been accomplished

and, additionally, one must have some prior knowledge of the
physics to apply such constraints.

One scale of meteorological phenomena which remains
poorly observed and, hence, poorly understood is the so-
called mesoscale. For our purposes, mesoscale motions
encompass phenomena whose spatial dimensions are 10l to
103 km, and whose temporal dimensions range from 100 hr to
101 hr. Sampling theory suggests the upper limits of the
mesoscale range are sampled more or less adequately by the
surface station network of reporting stations run operation-
ally by the National Weather Service (in cooperation with the
Federal Aviation Administration). It is within the mesoscale
range that there exists a so-called "spectral gap" (see
Lumley and Panofsky, 1964). That is, the time averaged power
in that part of the spectrum is generally much less than at
larger and smaller scales. However, it is also within this
range that the relatively rare (but exceedingly important)
severe lbcal storm phenomenon occurs.

Individual severe storms and their attendant effects
are at the lower mesoscale range and thus are not adequately
sampled by the operational network. But these storms tend

to occur in ways which indicate organization on a larger
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scale (Tegtmeier, 1974 or McFarland, 1975) and yet this
larger scale is not as large as the extratropical cyclone
scale (the so-called synoptic scale). The question is
thereby raised whether there exist physical systems whose
scales allow the operational data network to resolve them.
Provided that such "subsynoptic" systems exist, we must
observe them enough times to be able to abstract the relevant
physical concepts -- i.e., their dynamics.

It is with these considerations in mind that this
study has been undertaken. 1In order to isolate phenomena of
the scale considered, a band-pass filtering technique is
proposed. By band-pass filter, we mean one which reduces
amplitudes at scales below and above the one of interest.
Variational band-pass filters have been developed by Hylton
(1972) and Sheets (1972). The band-pass filter of Hylton is
only designed to limit the derivatives of the analyzed fields
and so contains little physics concerning the scale of motion
being considered. The work of Sheets treats the tropical
cyclone and incorporates the same sort of derivative filters
plus a simple model applicable to tropical cyclones.

The state of knowleage concerning the subsynoptic
scale is sketchy, at best. Tegtmeier (1974) has indicated,
via subjective analysis, some of the types of subsynoptic
systems that occur in the Great Plains. Matsumoto, Ninomiya,
and Akayama (1967) present a case study of a subsynoptic

system and Matsumoto and Ninomiya (1969) propose one



Theoretical model that may be applicable. Sasaki (1973)
presents some provocative results concerning momentum fluxes
based on variationai analysis of surface data for a case
study in Oklahoma. Nevertheless, there is not enough ob-
servational knowledge of the four-dimensional structure of
these systems to allow any clear-cut model to emerge as the
basic physical mechanism.

As a consequence of this lack of knéwledge, the author
deems it inadvisable to incorporate any preconceived physical
picture into the analysis at this time. It is likely that
such a model will be difficult to develop, owing to the
apparently large variety of subsynoptic scale mechanisms that
may play a role. McGinley and Sasaki (1975) have proposed
that symmetric baroclinic instabilities may be present in
severe storm generating systems. The model of Matsumoto and
Ninomiya (op. cit.) proposes an interaction between gravita-
tional modes and "synoptic" modes. There have been proposals
(Maddox and Gray, 1973), that CISK (forced Ekman boundary
layer pumping, described by Charney and Eliassen, 1964) may
have some crucial role.

In spite of our lack of prior understanding of events
on the subsynoptic scale, we can pose some problems we can
expect to resolve by the technique of band-pass filtering.

We can design the filter to isolate subsynoptic scale features,
so we should be able to estimate characteristic values for

the variables of interest. When these values are more or
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less firmly established, we can perform a scale analysis
appropriate to the subsynoptic range. This scale analysis is
tentative, owing to the lack of information about the vertical
structure on this scale. However, we can use the results of
numerical simulations and theoretical studies of subsynoptic
scale motions to help supplement our surface observations.

By this means, we should be able to develop insights into the
dynamics of these systems and the role they play in severe

convective storms.



CHAPTER 1II

FILTERING TECHNIQUE

The Barnes Interpolation Schemne

The basic tool used throughout this analysis is the
interpolation scheme developed by Barnes (1964, 1973). Any
interpolation scheme could be used to develop a band-pass
filter, but Barnes' method is particularly convenient, owing
to the simple functional form of the weight function. This

method is the weighted~average type, with the weight function
given by
- > =» ’
w(x) = exp [-X *X],
where X is the position vector given by
X = (xlel + x,e, + ...+ xnen),

and X is the weighted position vector

X xz ~ X A

> 1 ~
X = e, + e, +...+ n ,
20 72 LT gz S Tt T o



and the éi are the n unit vectors in the n-dimensional space
over which the analysis is being épplied. For our purposes,
we are concerned with a weight function which is isotropic
and homogeneoué in x-y space, so that the spatial coordinate
is simply the distance from the grid point to the data point
in question. We will consider the second coordinate to be
the temporal separation. Thus, we have

2 2
W(R*,T*' K'n) = exp [— R* - ?.;k_..] ’
’ 4x 4n

where R* andAT* are the dimensional distance and time separation,
and k and n are the distance and time parameters at our disposal,
for specification of the weighting.

Barnes has shown that his interpolation scheme acts as

a low-pass filter with a particularly simple response function:

2
r(k*,v¥; ) = exp[—Kk*2 ~ nu* ],

where k* and v* are the dimensional wavenumber and frequency.
To within a constant, the above weight function and response
function comprise a Fourier transform pair. The spectral
characteristics of the low-pass filter are well-documented in
Barnes (op. cit.). It may be emphasized here that, owing to
the smooth nature of the weight function, the response is
also smooth and problems associated with side lobes (Sasaki,

1960) are thereby avoided.



10

In what follows, the desired application of this
interpolation method is, in fact, as a filter. Thus, it is
not desirable to reproduce accurately the input observations
at all points in space and time. Results will be expected to
violate the observations, especially in areas affected by
thunderstorm-induced flows. If such storm-generated patterns
are large enough and last long enough, they will be retained,
of course. But a measure of goodness of fit, such as an RMS
error, is not useful in determining the quality of the
analysis from this viewpoint. Thus, only one pass through

the data (Barnes, 1973) is made to produce a low-pass filtered

field.
Band~Pass Filter Design
Consider non-dimensionalizing wavenumber (k*) and
frequency (V*) -- we have grid intervals of As in space and

At in time; consider a wave whose wavelength is L* (or whose
period is p*). By definition

27 L*
k* = A= 2o
oF and let s °

Now define L, = 24s (the minimum resolvable wavelength).

A
Thus, on our grid, we can non-dimensionalize k* by letting

the non-dimensional wavenumber k be defined by

>N

: 2T
= —— k% = =2 — =
k k¥ = Z— o 'AS
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Similarly, for the frequency,

vE = %; and let T =

3

If we define Py = 2At, then the non-dimensional frequency

v is given by

P 20t 2. _ 2
\)=-2A—1-T \)*=—2—_"—- TAE T

In the k (v) system, rather than the k* (v*) system, we
design our response with respect to the grid, not with respect
to space. This means that k (or v) runs from 0 -- at the
spatial (temporal) mean, to 1 -- at the spatial (temporal)
Nyquist wavenumber (frequency).

Let us consider the Barnes exponential weight function:

in space and time

w (R*,T*; «,n) = exp [—(R*2/4.< + T*2/4n)] '

2 2
-R* -
= e R /4Ke T*%/4n '

wg (R¥;K) w (T*)

where R* and T* are the respective distances in space and
time from the grid point to the data point. In his paper,
Barnes showed that the response functions (i.e., the ampli-

tude ratio of input to output) were
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2.
rS (k*vK) = e Kk* ’

2
- *
rt (k*ln) e n\)

’

to within a constant. Now, let us consider these in our non-
dimensional form: if we let R* = gAs where the non-dimensional

radius R is given by

and let Kk = DZAsz, recalling that k* = Tk, then

2
Kk*2 = (D2A82) ™ 2 2.2

—“—k='er2
Ars? k=
and
2
B (oRAS)% _ (oR)?
K = .
a(p?as?)  4p2
Similars . . = _T* 2 .2
imilarily we define T* = BAt , T = YiE r N = N At®; so
that
2 2,2 2 2 2
nv*S = 74Ny TT*" _ (yT)
R | e S

Now the response function/weight function pairs in space are
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rg(kiD) = exp [-("Dk)?1,

W, (R;D) = exp [-(55)°1.
For time, we have

r.(ViN) = exp [-(ﬂNv)zl '

w, (TiN) = exp [-(FD?1 .

Let us now consider the problem of using these to

develop a band-pass filter. To do so, we define

Ar (m)

i3 = rs(ki;Dm) -~ rs(kj;Dm) .

In particular, we wish to define three wavenumbers (kl< k2<k3)

such that k, is the wavenumber at which the band-pass response

2

is a maximum, with kl and k3 being the high and low wavenumber
"limits". These are not limits in the sense of response cut-
if

off values -- however, we will achieve peak response at k2

we simultaneously maximize
Ar. . (@)

12 = rg(kyiD,) = ro(kyiD,)

and
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(b) _ . - .
subject to the constraint that

(a) _ (b)
Ax = Ar,, (1)

This is illustrated schematically in Fig. 1. We maximize by

differentiating with respect to the parameter of the response,

Dm. Thus
2 2
D [ap. (@)] o 2 [e'("Dakl) _e‘(“Dakz) ]sgto
oD [ 12 ]' oD - '
a a
2
- (mD,k.)
- - 2717 9 2] _
=€ oD [(ﬂDakl) ]
a
_(nDak2)2 5 [(nD K )2]
-e — a2 )
aD
a
Thus, we have
-(wD_k )2 2

e al [anDaklZ] % e (ﬂDakz) [ZﬂzDakz 2] '
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or, after simplifying and rearrangement,

- 2 _ 2
kL . [(ﬂDakz) (mD_k, ) ]

2 ’

or, by taking the natural logarithm

Thus, we find an expression for Da in terms of k1 and k2:

a 2 2 2 . (2)
- (kl - k, )

(b)

Similarly, by differentiating Ar23 with respect to D, we

find an expression for Dy, in terms of k2 and k,:

3
k
2 1n(E3)
2 3

D = . (3)
b 2{, 2_, 2
m (kz k3 )

The constraint given in (1) implies

-

2 2
—(ﬂDakl) (nDakz) _

e -e e ’

- 2 _ 2
(1D k) ™ ("D, k 5)
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so that

B 2 _ 2 _ 2 2
(WD k)" =(mD k) (nDbkz)_e—(-nDbk3) ,

e e + e

or, by taking the natural logarithm

2 2
- (mD k) _e-(ﬂDbk3)] .

+ e

'(WDakz)z
1n [e'

1
=
mU
e
i

Consequently, we have an expression for klz

k, ===— y=1n [ ] ,

where the contents in brackets come from the expression
above. If we choose k2 and k3, we can immediately calculate

D, from (3). On a desk calculator, we can iterate on kl and

b
Da until both (2) and (4) are satisfied -- in practice, the
process converges very quickly.

As may be seen in Figs. 2 and 3, we have normalized

the band-pass response so that the band-pass peak response is

always unity. If the response difference at k2 is given by



17

then the normalized band-pass filter has response

r.. . =+x— lr -r

(b) (a)]
S

A completely analogous argument holds for the temporal
response.

The process of band-pass filtering is as follows: The
data are interpolated to grid points using weight function

w_, where
a

R 2 (ym) 2
> 5

4D, 4Na

wa(R,T) = eXp

and again using Wy where

2 - 2

2 2
wb(R,T) = exp |- (oR) (vT) .
4Db 4N

These result in grid-point values for the analyzed field of
¢(a) ¢(b)
ijk 34 Y5k -

then given by

The band-pass field at the grid point is

(b) (a)
ijk T Ci5x ) v

where

i 2 2
[nbylep) S+ (M) %) =100 k) 24 (nb0,)12
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If we know precisely the scale of the phenomenon for
which we search, then it is possible via the method just
described to place the center of our band-pass filter at
exactly that scale. In general, of course, we want to look
at a range of scales, albeit a narrow one. The aim of this
research is, in part, to examine events at the limits of
resolution of the operational surface data network.l Accord-
ingly, it is deemed appropriate to place the center of the
band at that limit, or nearly so. If the limit is placed at
or near the Nyquist frequency/wavenumber for the data, then
it is clear (as shown in Appendix A) that truncation error is
a serious problem. There is no clear-cut lower limit to the
frequency of sampling for a wave of given frequency to avoid
truncation problems. However, a rule of thumb is that we
should sample roughly six to eight times to be reasonably
sure of the results if we plan on examining fields of deriva-
tives of that wave.

The filter used, therefore, centers on waves that the
data mesh samples at about three times the Nyquist. The
response functions in space and time are shown in Figs. 2 and
3, while the corresponding weight functions are seen in Figs. 4
and 5. It may be observed that k2 and k3 (“2 and VB) determine
a unique band-pass filter centered at kz. The value of kl is

determined in the process of solving Egs. (1) and (2), sirriultantously.

lThat is, the subsynoptic scales of length and time fall
at or near the resolution limits for that data.
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The Data And The Analysis Grid

Data used for this study are the standard surface
observations obtained from the original WBAN-10 (or equiva-
lent) forms. By using these data, all the "special" and
"local" observations which are frequently not transmitted
over the teletype can be included as well as the hourly
"record" observations. The information from the forms,
(including wind speed, wind direction, time of the observa-
tion, altimeter setting, temperature, and dewpoint) is put on
cards and thence to magnetic tape, after being subjected to a
"pre-filtering". All observations between 0515 CST and
1845 CST are used.

The pre-filtering is designed to remove only gross
errors (such as would be introduced by keypunch mistakes) and
obviously unrepresentative observations. An observation is
considered unrepresentative when its second time derivative
exceeds some threshold value. This threshold is set high
enough so that about 40 or fewer observations are rejected
out of about 1800 (per data set). When an observation is
rejected, the four surrounding "good" data are used to fit a
cubic polynomial and a smoothed observation is put in place
of the rejectedlone.

- Altimeter setting (which has been reduced to sea
level) is used in place of the so-called sea-level pressure
(SLP) for two basic reasons: one is that more stations

record altimeter setting, more fregquently than SLP, and the
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second is that the means of reduction of altimeter setting is
the same at all stations, independent of the temperature
history. This introduces a diurnal trend in the altimeter
setting, but the standard SLP also contains some diurnal
trend and diurnal influences may be physically meaningful to
severe weather activity.

The wind speed used, in the event of gusts, is the
arithmetic mean of the "sustained" wind and the gust, rounded
to the next highest knot, if necessary. It is felt that both
extremes would be unrepresentative of advective wind speeds.

Cases were chosen by several criteria. First, the
author has been a resident in Oklahoma since 1972 and is
generally familiar with the severe storm events considered.
Second, of course, severe weather of some type has to be
present in a case. An exhaustive test of the technique must
incluae a variety of non-storm cases so that a comparison of
magnitudes for the variables to storm cases can be made, but
a technique has to function properly during storm events
before even being considered for general use. Finally, since
various analysis methods are being compared, a severe storm
case must have been analyzed preéiously by another analysis
method. With these criteria in mind, the following three
days were chosen: May 24, 1973; June 8, 1974; and June 18,
1973. The latter case is the primary testbed for the analysis.

Interpolation is accomplished on a grid of 25 x 19

points superimposed on a polar stereographic map (true at
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60°N latitude with a map scale fac:-or of 1:107). The map
coordinates, the grid, and the stations used in the analyses
are shown iﬁ Fig. 6. Maps of the quantities analyzed are
produced at hourly intervals from 0600 CST to 1800 CST.
There are about 125 stations used in the analysis, including
those within roughly two grid lengths of the borders of the
grid, as shown. Not all stations report hourly; especially
in the western part of the grid. A terrain analysis based on
the low-pass filtered station heights is shown in Fig. 7. On
the grid, the x-axis runs roughly east-west and the y-axis
runs roughly north-south. Map coordinates shown are based on
map inches from the north pole and 100°W longitude for the y-
and x-directions, respectively. The 0.25 inch grid spacing

corresponds to 63.5 km.



CHAPTER III
RESULTS OF FILTERING - JUNE 18, 1973

In this chapter, we describe the results of applying
the band-pass filter to surface data for a case of relatively
isolated severe weather events. Available upper air data at
0600 CST indicate a strong trough along the northern border
of the United States, centered in Montana. There are two
minor short waves imbedded in this trough -- one extending
into western Kansas and another into central Arizona. We
have 500 mb winds in the base of the trough of the order of
10 m sec™! from Arizona into Illinois. Isotherms at 500 mb
show no indications of cold air advection that might be
affecting Oklahoma. At 700 mb, a wéak thermal ridge is
centered along a line from the Big Bend area in Texas, through
the Te#as and Oklahoma Panhandles into west central Kansas,
with moderate cold air advection behind it in the base of the
trough. Analysis at 850 mb shows a broad band of moisture
from southern Texas through Oklahoma and extreme eastern
Kansas into Iowa, ahead of a well-defined trough axis. A

wedge of dry, warm air separates this moist air from a strong

22
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850 mb cold front in central Kansas through the extreme

. western Oklahoma panhandle into Northern New Mexico. Winds
at 850 mb in the moist air are southwesterly at speeds of 15
to 25 m séc_l, and northwesterly at about 20 m sec™t in the
cold air to the north.

To summarize the synoptic pattern for this case, the
upper-air pattern is relatively weak with an apparent
strengthening of the system as one approaches the surface.
The moist air mass ahead of the front is quite unstable, and
many of the 700 mb and 850 mb parameters mentioned by Miller
(1972) are moderate to strong, while the 500 mb parameters
are weak or nonexistent. In total, this situation is not
typical of a classic outbreak of severe weather, but it is
typical of many severe weather situations in the Great Plains
during the late spring, when the polar jet stream is usually
well north of Oklahoma.

In turning our attention to our analyzed fields of
surface data, let us examine the temporal continuity of the
filtered results. We can assume that the "u-component" of
the wind field (basically, the eastward component, on this
analysis grid) is most likely to exhibit rapid temporal
fluctuations in the center of the grid. This is a reasonable
assumption since wind components are the noisiest data with

which we deal, and we know a posteriori that rapid changes do

in fact occur in the approximate center of our analysis grid.

By showing satisfactorily continuous results for the
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u-component, we can infer that the rest of our analyzed
fields show‘good-time continuity. Figure 8 shows the hourly
values of the u-component at a centrally located grid point.
As may be seen, the temporal behavior is, indeed, quite
smooth. An examination of the time evolution of the spatial
patterns has confirmed this conclusion.

We can comment on the spatial continuity by examination
of the output at 1200 CST shown in Figs. 9 and 10. In general,
the patterns are free of erratic spatial behavior. The low-
pass streamline/isotach pattern reveals the dominant frontal
convergence zone across Oklahoma from southwest to northeast.
This convergence zone is associated, but not coincident, with
a trough of low pressure (altimeter setting) and and is
characterized by cyclonic vorticity, as might be expected
(Saucier, 1955). The mixing ratio field shows a distinctive
pattern, curving southward in western Oklahoma where the
surface dryline intersects the surface cold front. It may be
observed that the moisture convergence zone is more or less
coincident with the dryline, while the kinematic convergence
lags somewhat behind the dryline. This agrees with the
findings of Schaefer (1974) for quiescent dryline situations.

We note that the dryline is not clearly depicted in
the low-pass streamline field, but it shows clearly as the
trailing edge of a band of high isobaric crossing angles
that extends into southwest central Oklahoma. The wind

speeds are basically subgeostrophic everywhere (as might well
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be anticipated at the surface), with ageostrophic speed
maxima associated with low crossing angles in the moist air
and high crossing angles in the dry air. An ageostrophic
speed minimum lies in the pressure trough. We see that the
crossing angle is relatively low both in the cold air and in
the moist air. |

Before we examine the band-pass results, we should
comment on these low-pass patterns. With only minor changes,
these configurations remain nearly fixed throughout the 12~
hour analysis period. This is, in part, a result of the
filtering, of course. Nevertheless, the remarkable consis-
tency of the crossing angle pattern suggests that this large
scale flow is being influenced by a systematic, relatively
time-independent process which causes a characteristic de-
parture from geostrophic balance. The pattern is not sug-
gestive of frictional effects. This subject is examined
further in a later chapter.

It is in the band-pass fields that we see more temporal
and spatial detail; naturally. The most striking feature in
the streamline/isotach fields at 12Q0 CST is the cyclonic
circulation in southwest Oklahoma. In general, we can see
the frontal zone and the dryline in greater detail and this
cyclone is associated with the dryline/front intersection.
The center of circulation has moved out of the central Texas
Panhandle area since 0600 CST and is now (at 1200 CST) almost

coincident with the nearly stationary band-pass pressure
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minimum. There are several features of note in the derived
properties of this flow field. We see that significant
cyclonic vorticity extends westward from the circulation
center, which is interpreted as the westward extension of the
cold front. The larg> kinematic convergence maximum (still
to the rear of the dryline) south of the circulation has
developed rapidly since 0900 CST, coincident with an increase
in the ﬁesterly component in the dry air. This has been
associated with a rapid temperature rise and a sharp decrease
of moisture, which suggests the convergence has arisen from
eddy momentum transport via dry convection. The three mois-
ture convergence maxima seen at 1200 CST have evolved as a
result of the continuing presence and very gradual decline
since 0600 CST of the maximum northeast of the circulation,
the rapid increase in kinematic convergence near the dryline
we have just discussed, and the persistence of the frontal
moisture convergence maximum in extreme northeastern Oklahoma.

If we compare our 1200 CST moisture convergence field
with Fig. 11, the satellite photo valid at about the same
time, we can find only that a band of towering cumulus lies
along the front and that the cumulus apparently terminate
near the center of circulation. However, the picture taken
several hours later, seen in Fig. 12, shows that active
severe thunderstorms coincide remarkably well with the three
moisture convergence centers. The time history of the storms

indicates that the storms develop only after several hours of
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pre-existing moisture convergence -- the activity in Texas,
south of the Red River in the convergence zone associated
with the dryline, is only beginning to develop by the time of
the picture, whereas the storms in Oklahoma are already
producing tornadoes at picture time.

The success of band-pass moisture convergence in
delineating preferred areas of storm development several
hours before storm initiation is, perhaps, the most conﬁincing
demonstration of the utility of band-pass filtering. We
should emphasize that this case is an exceptionally good one,
especially in this regard. This is not to say that other
cases we have studied do not fit the overall pattern shown
here, however. In Appendix B, we examine two other case
studies that suggest the dominance of both larger and smaller
scales of motion in severe weather events. Thus, on any
given severe weather day, we may find that the dynamics that
organize the thunderstorms can operate over a felatively wide
range of scales. There is a substantial number of events in
the southern Great Plains whose organizing dynamics seems to
fall in the range we have called subsynoptic and which we

have emphasized with the band-pass filter.



CHAPTER 1V
SCALE ANALYSIS OF SUBSYNOPTIC SYSTEMS

Despite the scarcity of definitive upper air observa-
tions on the subsynoptic scale, we can proceed with a formal
scale analysis, using surface data when available. Estimates
for the vertical variations can be derived in part from nu-
merical simulations and in part from inference from the sur-
face data. The scaling follows the procedures outlined in
Haltiner (1971).

We shall first specify chéracteristic values used in
that which follows. In doing so, we will provide a more
specific definition of the term "subsynoptic". As in Haltiner,

our physical scales in space and time are

L

characteristic horizontal scale (about a
quarter wavelength),

D = characteristic depth scale (also a quarter
wavelength) ,

'H = scale height of the atmosphere:

V,W = characteristic horizontal and vertical
velocity amplitudes,

t = characteristic period (advective period) .

28
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The notation here and in what follows will be similar to that
used by Haltiner. However, the values will reflect the

difference in scales. Here, we use

V=20msec ), L=2x10°m, D=2.5x% 10> m,

which implies T= 104 sec. The magnitude of W is to be

developed.

Before we proceed into the analysis, we must make one
point clear. This development is concerned only with the
medium scale flow and does not include the so-called synoptic
scale terms and their interactions on this scale. To be more
precise, if we suppose that any general physical variable ¢
is the sum of three basic components -- i.e., a large scale,

a mediﬁm scale, and a small scale -- so that
¢ = ¢p + 0y * bg .

then the band-pass results we are discussing are

where we have defined the meanings of the subscripts a and b
in the preceding chapter about the design of the band-pass

filter. For linear terms 1like

3¢ ot ot
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we have no difficulty in separating the two scales. However,

nonlinear terms are not as simple. For example, consider

3¢ _ - 3
u§% = (uL+uM+us) 3% (¢L+¢M+¢S).

When we low-pass filter the products

30y - 3
u&)]D = (ugtuy) 3% (op+oy) o

and

a¢ ¢ 99
39 —-1] = L M M
uax) ua ) = u, —— 4+ U, —— + .

However, if we take the product of the differences, we have

duy
(0-9) = uy5x -

9
(u-uy ) 5%

Now our characteristic values of u and ¢ may be different

between the scales -- e.g., if ¢ is temperature,

1 1 6

V.~ 10 m sec , Vy ~20 m sec °, L, ~10° m,

5
¢L~¢°K , ¢M~2q> oK ,LM~2xlO m.
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so that
3¢L ATA )
M - -

Uym 5x —EZ ~ 26 x 10 5 °g sec 1 ,
aqu 2y, ©

u %~ LM ~ & x 10 4 °K sec 1 ’
3 4v o

uM zz ~ ﬁi ~ 20 x 10 4 %K sec 1

In the scale analyses to follow, we consider only the last

such term. This ignores any interaction terms, as they are
likely to be of the same order or smaller than the terms we
include. This is particularly significant when we examine

the pressure terms, as we shall see.

Let us define the Rossby number, Ro, by

'/
Ro=¢71

o
where fo is the characteristic value of the Coriolis parameter
(£, ~ 107¢ sec™l). By the above, Ro ~ 1. Furthermore, we
shall assert that the Richardson number, Ri, defined by

2(1n g)

("

Ri =
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is also of order unity. This assertion is examined below.

Finally, if the Froude number, Fr, is given by

we find that Fr ~10_2. We use a scale height of the atmos-
phere of 10 km or 104 m. We can now use the relation (Haltiner,

op. cit.) that

to find that W ~ 2.5 x 107! m sec”! or about 25 cm sec L.

This value is of the same order as the numerical results of
Tokioka (1972) or Nitta and Ogura (1972), differing only by
being a factor of about_three larger than their numerical
simulations on this scale of flow.

If we follow Haltiner's discussion of the pressure
terms, we can determine their order by using the relation

that

This implies a dimensional pressure perturbation of the order
of 8 mb, which is again in agreement with the numerical
simulations.

We are now prepared to analyze the horizontal equations

of motion which are, in vector form,
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ﬂ-{-f’/‘v{}-}wav:-avpi-f}?x%-%i;,

where ; is the friction term. If we follow Lewis (1971) and
replace this term by KG, and use a value for k= 8:{10_5 sec_l
(Haurwitz, 1947), then we find that all terms in this equa-
tion are of the order of 10_3 m sec-z. This implies that
there are no a priori simplifications that we can apply to
the horizontal equations of motion for subsynoptic motion
scales.

As shown in numerous texts, including Haltiner's, we
need only to show that the characteristic depth is sufficiently

small compared to the characteristic length to verify the

hydrostatic assumption. In this case,

2
25 - 1074 <<1,
L

so we can legitimately assume hydrostatic equilibrium on this
scale.

For the conservation of energy (First Law of Thermo-
dynamics), we again call on Haltiner's discussion as our

framework. In his notation,

v Fr -6
( + § V) 1lno ~ I Ro i0 -,
alne - V O—s- - 10_5
w 2z RiRo L !
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where % is the stability parameter of the standard atmosphere
and is of the order of 10”!. These results indicate that the
validity of the isentropic assumption on this scale is ques-
tionable, since the second term is not balanced by either

of the others. Thus, we must use the anisentropic form,

which is ,

a L] B =———-Q
(s + V-V + wgp) 1nb = =5,

P
where Q is the anisentropic heating rate. We shall return to
this subject shortly.
In what has just preceded, we have implicitly assumed

that the mass continuity equation can be scaled so that

el<
ol=

This is not the case for all scales, as shown in all standard
texts. Haltiner (op. cit.) shows that in general, the conti-
nuity equation implies

~ e

R1RO

ul=
H<

In this case, since both Ri,Ro ~ 1, we find that the previous
scaling is valid. This also implies that on this scale the
vorticity and divergence are of the same order. We should
also mention that the relatively shallow nature of our
disturbance allows us to ignore safely the effects of verti-

cal density variations in the mass continuity equation for

scaling purposes.
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Let us now return to our assumption that Ri ~ 1. From

our scale analysis so far, we can say that

g 88
D8 gD 86
R1~ = _"_~l .
v:oovE o
D2

If this is to hold, we must have 59/9"V2/gD. But we have

2
Ve - 86 - Fr _
55 ° Fr and =3 RO Fr .

so this assumption is not inconsistent with our analysis. 1In
fact, a substantial body of evidence supports this order of
magnitude for Ri. The studies of McGinley (1973) and Sasaki
(1973) show clearly that Ri ~ 1 for systems of the sort
described here. Additionally, the scale analysis and numeri-
cal simulations of Gambo (1970a,b) stress that Ri must be of
this order if the medium scale divergence is to be comparable

in order to the vorticity -- i.e.,

which is what we have found for our band-pass fields.

Finally, let us turn our attention to the anisentroéic
heating we mentioned earlier. The dry air to the west of the
surface dryline in Great Plains subsynoptic systems is charac-
terized by steep lapse rates over a deep layer (Schaefer,

1973; McFarland, 1975). 1It is reasonable to propose that a
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substantial anisentropic effect would be realized by
turbulent mixing in such an air mass. If we neglect the two
smallest terms in the anisentropic statement of the First

Law:

3lnq§ Q _ dlng

w = =
2z c. T dt ’
P

where Q is of the order of 3 joule kg—1 sec™t. If we say

that this is the result of turbulent heat flux divergence

then -

where H~w'g', the turbulent heat flux. Recall that

Slnes
9z

-5

W ~ 10

If we say that w* is a typical turbulent convective vertical
velocity, with a value of 2.5 m sec_l, then we model the heat

flux by
L
368

H ~w* BT ~2.5x 10”2

If we, in turn, model this via an eddy coefficient hypothesis,

we find
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Therefore, KH~2.5x102 m2 sec-l. This rather large value can
be substantiated, in part by the low Ri associated with the
dry air (McGinley, 1973) and in part by direct calculations
in a one-dimensional boundary layer model (Burk, personal
communication) with input stratification corresponding to
typical dry air values. Even though this eddy mixing is
large by synoptic scale standards, it is not unreasonable in
the low Ri environment behind a dryline.

If we turn our attention to the moist air ahead of the
dryline, where we expect severe convection, we propose that
latent heat release can account for the anisentropic effect.
Suppose C is the condensation rate in the convective areas
and L is the latent heat of condensation (L ~2.4x106 joule

-1

kg 7). Then the total rate of anisentropic heating per unit

mass is simply

Q = LC
Now by our scale analysis Q/CpT ~ 10-5 sec-l with cpT
- 3x10° joule kg_l, so we must have
-1

c ~1.25 x 10°° sec

14

This condensation rate is actually in kg of water per kg of

air, per second, so that this implies

c ~1.25 x 1073 g kg_l sec™ L,

which is the same order of magnitude as the band-pass moisture

convergence we have computed for the subsynoptic scale -- i.e.,
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Ve () ~ r ~ 1073 g kg sec™t ,

i<

if r ~10 g kg_l. Hence, we are in substantial agreement

with the results of Fritsch (1975) who has pointed out that
severe convection cycles both total mass and water mass
substantially faster (by an order of magnitude) than can be
resupplied by large scale convergence. Our result indicates
that subsynoptic moisture convergence is adequate to account
for the water mass budget of severe convection and that the
latent heat released in the process can account for the
anisentropic heating in the moist air required by our scale
analysis. That anisentropic effects play a significant role
has been suggested by Gall (1976a,b) and Nitta and Ogura

(1972).



CHAPTER V
SUBSYNOPTIC SCALE DYNAMICS

As suggested in the introduction, there is a modest
amount of dynamical theory available in the literature on
this scale. No general agreement exists about the primary
mechanism for the systems we .observe in severe weather situa-
tions. A substantial number of tornadoes and severe thunder-
storms develop in association with what could be called
"synoptic" scale weather systems. One of the cases we have
examined, that of June 8, 1974, is of this variety. The
severe weather events in such a situation are widespread and,
as Ostby (1975) suggests, are relatively well treated by
conventional forecast methods. Other situations, such as the
June 18, 1973 event we have examined in Chapter III, are
characterized by somewhat isolated clusters of severe.thunder-
storms. These develop in association with subsynoptic systems
that cannot be explained by classical theory of synoptic
scale weather systems. The main criterion we use to differ-

entiate between the two types is the presence or absence of
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strong upper-level (say 500 mb or above) forcing. As so
lucidly explained in Palmén and Newton (op. c¢it., Ch. 11),
upper-level divergence is crucial for the development of an
extratropical cyclone. We can generally associate upper-
level divergence with positive vorticity advection (PVA) at
500 mb, and it is often not possible to find strong PVA in
many tornado-producing weather situations, especially in the
Great Plains.

Instead, as suggested by Tegtmeier (op. cit.), we £find
many severe weather events occur with frontal waves that
never go through the full life cycle of an extratropical
cyclone. In this sense, they are so-called "stable" frontal
waves. However, there is growing evidence that such medium
scale (subsynoptic) systems, developing in zones of modest
baroclinicity, can and do play an important role in orga-
nizing severe convection. The numerical simulations of Gall
(1976a,b), Nitta and Oqura (1972), Tokioka (1972) and Gambo
(1970a) all suggest that disturbances, primarily confined.to
the lower troposphere, can develop on a time scale appro-
priate for our subsynoptic framework, independent of any
upper-level developments.

instability theory, as developed by Stone (1966),
Tokioka (1970), and Orlanski (1968), points out that in the
range where Ro and Ri are of order unity, a variety of mech-
anisms can operate. As Ri and Ro vary over this order,

theory predicts that Kelvin-Helmholtz (vertical shear),
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symmetric, baroclinic, and barotropic (horizontal shear)
instabilities are all capable of playing some role. A small
variation of either Ri or Ro can cause a large change in the
theoretical growth rate for the various modes. Tokioka
(op. cit.) and Gall (1976a) point out that for classical
baroclinic instability the growth rate increases for de-
creasing Ri, and shifts toward smaller wavelengths if the
lapse rate increases under constant vertical shear. This is
precisely the condition we expect for frontal waves of the
sort we have been considering. Also, Kung and Tsui (1975)
and Gall (op. cit.) have shown that the primary source of
subsynoptic scale kinetic energy production seems to be the
baroclinic mode. Since the work of Kung and Tsul is observa-
tional in nature, we are encouraged to support the baroclinic
instability hypothesis. Gambo (1970a) has shown that baro-
clinic instability on this scale becomes significant for Ri~1,
but emphasizes that other mechanisms, such as shearing in-
stability, may arise in this range (Gambo, 1970b).

The numerical simulations of Tokioka (op. cit.) and
Nitta and Ogura (op. cit.), as well as the observations of
Matsumoto, et al. (1970) have shown that the disturbances
they have examined are relatively cold air in the lower
troposphere on the south side of the system. However, Nitta
and Ogura point out in their case that the opposite is actu-
ally observed. The cases seen in this study also show warm

air to the south. Thus, as proposed by Gall, the frontal
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wave circulation acts to decrease dynamic instability. 1In
the absence of upper-level large-scale forcing, the warm air
rising northward and the cold air sinking southward act to
suppress further baroclinic development, via an increase of
static stability and a decrease of vertical wind shear. It
is anticipated that the severe convection developing in
association with the subsynoptic wave plays a significant
role in this process, as suggested by the scale analyses in
the preceding chapter. The budget studies of McGinley (1973)
support this hypothesis. His analysis of several cases,
including two of the cases shown here, shows that in the
viqinity of thunderstorms, subgrid heat sources and kinetic
energy sinks exist at high levels, with heat sinks and kinetic
energy sources at low levels. This indicates the effect of
the severe convection is to relieve the conditions that
allowed the subsynoptic circulation to amplify.

We now wish to focus our attention on the vorticity
and divergence equations, as applied to our results. These

may be written:

gﬁ + VeV (g+f) + wg—% = ~(g+£) 8 +( ————— )

+k-(vx F - vg x VP)
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and
36 98 _ _52 - 2 ke Vv +
=t F.vs + weo = =80 4 fr - oVp + 2k+Vu x

>

- vwedY - voevp + VoF 4 Tk x VE).

These equations apply only to the subsynoptic scale and, as
mentioned before, do not include the interaction terms with
large scale flow. We shall examine these equations as they
apply to our band-pass data to see how well they are satisfied
with our surface data as input. We are clearly unable to
evaluate those terms that involve vertical motion, since we
have no reliable means of estimating such motion. Similarly,
we»cannot evaluate the terms involving vertical derivatives.
Although we cannot readily dismiss the possible effects of
terms involving Vg, we are similarly unable to estimate this
reliably, so it is neglected. On the basis of a simple
estimate of order of magnitude, we neglect terms involving

VEf immediately. Thus, we may rewrite our equations, also

neglecting friction terms, as:

§§= Y.y (+f) - (c+f) 6,

38 = -V.va - 52+f; —avzp + 2k.yu x 9V

Q

Upon using the band-pass data to evaluate these
equations, we find several remarkable results. First, the

observed values of 9z /0t are well correlated with the sum
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of —3-\Nc+f) and - (z+f)8. This agrees with the conclusions

of Matsumoto, et. al. (1967) that on this scale, the vorticity
distribution seems to be dominated by the divergence field.
This suggests that the vorticity of the subsynoptic system is
generated by convergence of already existing low-level
vorticity. We do not find, however, a significant need for a
contribution from the tilting term, as did Matsumoto, et al.
(op. cit.).

A simple scale analysis of the divergence equation
implies that the largest terms in the equation ought to be of
the order of 1078 sec™. This is the case for the band-pass
.data, with the exception of the pressure Laplacian term. Use
of observed band-pass data gives values for ~aV2p of the
order of 10~/ sec™?. This agrees with the values obtained by
Matsumoto and Ninomiya (1967). It is not clear that eddy
momentum transport is sufficient to explain the apparent
imbalance, as the pressure Laplacian remains the dominant
term throughout the day. It would be more likely to suppose

that the subsynoptic scale momentum transport over a large

area, implied by the terms

wgi VW o 36 which are derived from V-(wai)
Y ’ 'a_z— ’ §Z

is responsible, if the effect is to be relatively time
independent. Since the pressure term has violated our simple
scale analysis, such additional violations would not be

unreasonable. It is worth mentioning again that the pressure
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used here is already a sort of "perturbation pressure", as
the low-pass pressure field has been subtracted out. If one
examines the ageostrophic patterns seen in the low-pass
fields, it may be noted that we have found that the crossing-
angle patterns are remarkably consistent from case to case
and from one analysis time to another. This also suggests
some relatively large scale, time-independent effect on the
flow field, which may be below the scale of the low-pass
analysis, but of the same scale as the subsynoptic system.
It is not clear at this time that we can isolate the afore-
mentioned terms as those that balance the pressure Laplacian
term. But it does seem obvious that if the pressure term is
large in comparison to the remaining terms and the effect is
not temporally dependent, then friction terms generated by
small-scale eddies are probably not responsible for the
balance, as proposed by Matsumoto, et al. (op. cit.).

The second problem, which is the lack of balance of
the observed divergence tendency with the terms remaining
after omission of the (presumabiy balanced) band-pass pres-
sure Laplacian is also unresolved. It is here that the
temporal variation of the friction terms as a result of dry
convection may play a role, as suggested by Sasaki (1973).
The convergence immediately behind the dryline could be
related to this effect, since convective mixing develops
rapidly in the morning within the dry air as the morning

inversion is eroded by solar heating. There may also be a
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pressure perturbation, superimposed on this subsynoptic scale
pressure field, which is of subérid scale and hence, un-
resolved. This could also contribute to the observed temporal
and spatial divergence variations, but we have no data to
support small-scale pressure influence at this time.

In summary, it appears that the subsynoptic scale flow
field satisfies a special type of "balance" equation with its

mass field -- namely,

>

-aVzp = V-(wgg) .
When this is satisfied, the observed time changes are at
least of the same order as the remaining calculable terms in
the horizontal version of the divergence equation. If we
assume that the friction term is responsible for the resid-
uals in the revised divergence equation, we have

%% = -§-V6—62 + fr + 2keVux Vyv + v.f"
where ¥ is of the form 3/9z (a'w').

The corresponding vorticity equation makes use of the
fundamental balance we have just described. Since the bal-

anced condition implies

9 oV
—odP = U and -o-L = wi=—
3% - "3z Y 0z '

when we compute the tilting terms in the vorticity equation,

we find that
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This model agrees well with the calculated results from the

band-pass data -~ i.e.,

-a-—E—= —+o
5t VeV (g+f) + (g+£)6§ .

Also, the friction term appears not to be necessary in the
vorticity equation. This finding also agrees with the work
of Matsumoto, et al. (op. cit.), in which the frictional
forces‘are considered irrotational. Thus, we have indica-
tions that friction on this scale is predominantly the result
of eddy momentum transport, as postulated by Matsumoto,

et al.

— —



CHAPTER VI

SUMMARY AND RECOMMENDATIONS

We have developed a band-pass filter which can produce
a detailed subsynoptic analysis from relatively noisy surface
data. The analyses can be correlated with severe storm
events on this scale, provided that the organizing dynamical
system is within the resolution limits imposed by the data.

From these results and available theoretical and
numerical studies, we have developed a subsynoptic scale
analysis which is internally consistent and seems to be veri-
fied by the band-pass data. This analysis has suggested that
anisentropic effects play a major role in subsynoptic events.
The surface data are consistent with the hypothesis that the
circulation is a low-level baroclinic instability phenomenon.
These circulations can be detected well in advance of thunder-
storm development and appear to localize storm activity in
such a way that very strong convection results. Indications
are that convection is instrumental in causing the decay of

this subsynoptic scale circulation. There is evidence that
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a subsynoptic scale balance exists between the pressure
forces and the momentum transport generated by the vertical
circulations of the subsynoptic system. This momentum trans-
port may also influence the larger scale flow, creating
characteristic patterns of ageostrophic winds.

As in most research, there remain some unanswered
questions. The band-pass filter we have developed is re-
latively new, and to the author's knowledge, band-pass mois—‘
ture divergence calculations have only been done by Hylton
(1972). Hylton's method of computing moisture divergence
differs somewhat from the method used in this study, so it 1is
somewhat difficult to compare results. A method similar to
band-pass filtering has been presented by Darkow and Livingston
(1973) in which a Shuman (1957) filtered "low-pass" field is
subtracted from the analyzed field. But no attempt at analysis
of the spectral modification of this technique is made.

Also, only pressure and static energy (Krietzberg, 1964)
fields are analyzed, with no kinematic analysis.

Because of the lack of previous work in this area, a
considerable effort should be made to relate band-pass
analysis to a wider range of cases. The work of Charba
(1975) or Hudson (1971) has shown that "low-pass" moisture
convergence has good correlation to severe weather events.
Since this study has s#bstantiated this finding and indicated
a possible extension to band-pass moisture convergence, this

seems to be a fruitful avenue for further study. A guestion
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of some practical significance exists in this area -- i.e.,
whether or not the results shown here can be useful in real-
time forecasting. If this method can be applied on a real-
time basis, we will not only extend the range of test cases,
but we will be able to see if the method can be useful for
refining the areas of severe weather threat, as suggested by
this post~storm study.

Another potentially useful avenue of research is
modelling the subsynoptic systems we have isolated with the
band-pass filter. The results of the scale analysis provide
a preliminary framework for additional numerical simulations.
If one can successfully parameterize the anisentropic effects,
the results we have shown can be applied to a simplified
model, perhaps incorporating the implied balance equation as
a diagnostic constraint. The role of diurnal effects in the
dry air seem crucial to storm development, but it is not yet
clear how the dryline (which is not a baroclinic zone) inter-
acts with the frontal wave. This interaction could be clari-
fied by numerical experiments.

Lack of knowledge of the subsynoptic scale vertical
structure is a critical gap which inhibits further elucidation
of subsynoptic processes. Available serial soundings in
proximity to tornadic storms (Schaefer, personal communica-
tion) show deepening of the moist layer and erosion of the
capping inversion prior to the onset of convection. This

supports our hypothesis of the role of subsynoptic scale
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moisture convergence in localizing convection. But we need a
broader scope to our knowledge of the time variations of
static stability, moisture and wind profiles, etc. to determine
the validity of our suggestions about the dynamics of the
subsynoptic system, especially in the dry air. Budget studies
on the time and and space scales we have considered would be
fruitful in answering questions on the nature of energy
conversions.

Our examination of the problems inherent in analysis
of meteorological data has shown that we need to examine the
theory of the information content in our observations. This
has a definite impact on the design of future experimental
observation networks and the ways in which data are analyzed.
We need to develop some means of ensuring that our networks
will, in fact, resolve the phenomena that we seek without
excessive redundancy, for purely practical reasons. This
developing theory will have to account for the variety of
physical mechanisms that can give rise to meteorological
waves. It should also be able to account for networks that
are non-uniform, owing to the relatively random distribution
of most meteorological data.

We cannot reasonably expect to have subsynoptic scale
data available operationally in the foreseeable future, so we
need to examine how motions on this scale interact with other
scales. Our analysis has suggested several possible inter-

actions and it is likely that continuing research in the
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dynamics of these subsynoptic scales of motion will indicate
more interactions. Since this scale is intermediate between
the complex mesosystems seen in experimental data and the
standard large-scale analysis, it is possible that it plays
an important intermediary role between the scales. 1In any
event, subsynoptic systems represent an exciting area of
study that is accessible with more or less conventional data.
It is hoped that this work will stimulate further efforts to

examine subsynoptic scale processes.
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APPENDIX A

SOURCES OF ERROR IN THE ANALYSIS

Meteorological observations contain many sources of
error, which we can summarize in three basic categories:
measurement, interpolation, and sampling errors.

By measurement errors, we include such problems as
bias, lag, hysteresis, and system noise in the instrument
used to measure a quantity of interest. Also included are
any human errors in operating the measurement system and
external influences (e.g. -- lightning strikes, mechanical
shock, etc.). Aside from the gross error check of the data
described above, there will be no treatment of this subject
here. There is not much that can be done in the immediate
future to improve the quality of measurement in the opera-
tional surface data network. This is not to be construed as
a statement of satisfaction with the quality of these data,
as improvements are indeed desired. For the moment it is
reasonable to assume that more serious errors will arise,
meteorologically speaking, in the second two categories. In
a sense, Bengtsson (1975) conéurs in this assessment by
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pointing out that the interpolation error will generally be
larger than the measurement error, if the latter is uncor-
related. This implies that measurement error is potentially
less serious (owing its random nature), as a result of the
smoothing effect of interpolation.

The subject of interpolation error has been treated
extensively by Gandin (1963) and his work on so-called opti-
mum interpolation is the basis of Eddy's (1973) work. For
our purposes, however, interpolation error will also not be
treated in any depth here. Gandin himself states (op. cit.,
p. 67), "For a dense network of stations, any reasonable
interpolation method will have an accuracy which is only
slightly lower than the accuracy of optimum interpolation."
Although not explicitly defined by Gandin, a network is dense
when it samples the phenomena of interest at a frequency well
above the Nyquist.

The final source of error in meteorological observa-
tions is sampling error -- i.e., the errors introduced by the
finite, discrete nature of our data. There are several
aspects to this problem, some of which have received rela-
tively little attention. A series of tests using the inter-
polation methods of this paper have been made under various
conditions of data sample size, density and so forth. The
input is a known, analytic function and the output is compared
to this standard with the intent to provide a qualitative

estimate of the sampling error of this analysis method.
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Except where noted, the input data contain two harmonics, one
just below the spatial Nyquist frequency and one well above
it, superimposed on a mean field. The field mean is 103
(arbitrary units) and each harmonic has an amplitude of 20.
The firs£ aspect.considered is comparison of a data
sample distributed pseudo-randomly in space with one spaced

at reqular intervals. The regularly spaced data locations

are shown in Fig. Al(a), while the random data locations,

given by
Nl*2
N2*2

(where ( )r is the coordinate in the random mesh, ( )o is

the coordinate of a point in the regular data mesh, Ni and

Ng are pseudo-random numbers uniformly distributed from -1 to
+1, and s is constant grid spacing in the regular data mesh)
are illustrated in Fig. A2(a). We see the resulting inter-
polated fields in Figs. A3 and A4. The influence radius used
is 18 s. Two observations can be made. First, the regular
network has somewhat underestimated the theoretical amplitude
that is to be passed by the band-pass filter while the low-
pass results are about correct in terms of the amplitude of

the long harmonic. No obvious aliasing of the short harmonic

appears in either analysis. Second, the results for the
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random mesh show a éubstantial degradation of the "true"
field, for both the low- and band-pass analysis, although
some of the basic features come through. The negative
aspects of a random distribution may be the result of spatial
variations in the aliasing of the shorter harmonic. This
subject is discussed somewhat more below.

Another aspect that has received relatively little
attention is the effect of edges and corners. As the edge of
the analysis grid is approached, unless data from outside the
grid is considered, the number of points used for the weighted
average falls off markedly. If the data mesh is uniform, an
edge grid point considers half the points that an interior
point uses. In the corner, the average is over one-fourth
the data points. This can lead to serious biases. An esti-
mate of the effect depends, of course, on the weight function
used and the radius of influence. Figures A5 and A6 show the
results on a grid which -has three fewer grid points along
each side, but uses the original data mesh. This results ina
grid which has data well outside of the units of the grid.
The influence radius is 11 grid lengths and the weight func-
tion used is the one which samples the center of the band 8
times. The data grid is regularly spaced.

Low-pass results show that exclusion of data outside
the grid has seriously contaminated the analysis, giving
about 10 units of gradient across the grid where no gradient

really exists. The band-pass analysis shows a similar
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degradation, but the effect diminishes rapidly toward the
center of the mesh, as expected. The band-pass error along
the boundaries is of the order of 5 units or more, but more
important is the substantial change in pattern.

The third aspect under consideration is the effect of
variable data density, particularly that associated with a
boundary where a dense aata mesh gives way to a sparse one.
This problem of variable aliasing is related to the question
of random vs. regular data samples as well as the typical
situations on coastlines or where data networks are "nested".
In an effort to show the effect, the standard regular mesh of
data as seen in Fig. Al(a) is used for the first 6 columns of
data in the mesh -- about halfway across the analysis grid.
Then the data spacing in both the x and y directions is
tripled. The data mesh appears in Fig. Al(b). Results,
shown in Fig. A7 should be compared to Fig. A3, which is
otherwise identical (except for the "coarse" data mesh
part). It can be seen that the quality of the analysis is
degraded almost immediately at the edge of the dense network
and considerable noise appears in the form of shorter wave-
lengths.. The patterns are distorted and strong gradients are
developed, especially along or near the edges of the grid.
Clearly, aliasing has significantly altered the analysis.
Figure A8 shows the same test on a randomly distributed data
mesh (shown in Fig. A2(b). The problems that show up for the

"regular" grid are even more acute when the data are distrib-

uted randomly.
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It appears from the tests seen so far that a data mesh
which allows the aliasing/truncation effect to vary spatially
(or temporally) has difficulty with returning the input
signal. The implications for network design are serious but
no recommendations can be made on the basis of the limited
testing done here. It does seem clear from what we see in
these simple tests that an average data density is not ade-
quate to describe the resolving power of a randomly spaced
data mesh.

Aliasing is one of the key concepts in the general
topic of sampling error and is discussed in broad terms in
almost any text on spectral analysis (see Jenkins and Watts,
1968). If one considers the frequency at which standard
meteorological observations are taken it is clear that if
instantaneous data (such as would be the result of automatic
digital observing) were taken at hourly intervals, severe
aliasing would result, especially for winds. The normal
wind field contains large amounts of power at high frequencies
and this would be folded and refolded until a nearly white
noise spectrum can result if the observations are instanta-
neous and at hourly intervals. However, human observers
currently record the winds manually and, fortuitously, do
what amounts to a time averaging process on the instruments’
output. The amplitude of high frequency modes in temperature,
pressure, and moisture observations is normally low enough to

allow some hope that the folded part of those observations
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falls mainly in the high-frequency portion of the spectrum
where a low-pass filter can eliminate the noise. As a con-
sequence, some hope exists for using the standard surface
observations, provided proper filtering is done (which, of
course, is.the part of the point of this work).

A second key concept in sampling is the truncation
error. If we sample a wave at or near the Nyquist interval,
we have "resolved" the wave in terms of simple sampling
theory, but we really know little or nothing about the wave.
In particular, if we compute spatial or temporal derivatives
of the wave, we cannot rely on our results. Truncation error
is generally taken to mean the difference between the "true"
derivative and its finite difference analog. Consider the
standard centered difference operation on a function of one

independent variable, f(x), where

af  : £(x+d) - £(x-4)
dx 2A ’

where A is the difference interval. If we let f be a wave of

the form

f(x) = A sin =—x ,

where A is the amplitude of the wave and L is its wavelength,

then
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If we consider the difference form

f(x+A) - £(x—-A A 2T . A
Y ) =-§KZCOS —L—}551ng—%— ’

which simplifies to

£(x+A) - £(x-4) _ A . 2Tx _. 27WA
34 =% Ccos T Sln‘—L—

When A is small in comparison to L, then

. 2TA 2TA
sin %— = — ,

and the finite difference form becomes identical to the true
form. Suppose that L is at the Nyquist interval, however.

Then L = 2A and

£ (x+A) ;Af(x—A) =B os ?.%5 sin T = 0.

>

Clearly, then, we can compute derivatives of our analyzed
fields properly only for wavelengths long enough so that
truncatioﬁ error is not a problem.

Having examined the qualitative effects of the sampling
error, there remain two questions of interest before we turn
to the results of the filtering. The first of these questions
concerns the radius of influence to be used for the weighted
average. If we were using the successive corrections inter-

polation scheme of Bedient and Cressman>(1957), the influence
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radius would be the parameter that determined the weight
function; but our interpolation weight function is expo-
nential and, in principle, extends to infinite radius.
Clearly, we have to set some finite limit to its extent. 1In
his paper on the method, Barnes (1963, op. cit) points out
that beyond some limif that depends on the analysis parameters
(the Ki), the weights are so small that we may safely exclude
points outside that limit. Barnes' work is directed toward
reproducing the initial input as accurately as possible by
choosing the analysis parameter in a specific way and making
successive passes until the interpolation error is acceptable.
In this work, the analysis parameters are chosen to derive a
specific band-pass filter and, having established them, it is
expected that we may lose some of the amplitude of intermediate-
scale waves in the low-pass filtered analysis. Our interest
in the radius of influence is, in fact, only to choose a
large enough radius so that we do not effect the analysis
significantly by further increase of the radius. Accordingly,
our.standard test program has been used to assess the effect
of the influence radius. The same basic data as before is
used here with the only change being the influence radius.

The dense data mesh with regular spacing is our data base and
the results for influence radii of 6As, 11lAs, and 18As are
shown in Figs. A9, Al0, and A3. The smallest influence
radius clearly gives unsatisfactory results, apparently a

result of the aliasing of the short wavelength input. The
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radius of 1lAs is nearly satisfactory in the band-pass
result, but the low-pass is somewhat noisy (although the
amplitude is reasonable). From these results, an influence
radius of 18As is chosen for all actual analysis.

The final question considered is the homogeneity and
isotropy of the weight function. A simple spatial spectral
analysis has shown that the real waves that will be con-
sidered are not symmetric (in general) and the ésymmetry is
not constant in time. The question can be stated simply: Is
an homogeneous, isotropic weight function able to give reason-
able results for inhomogenous, anisotropic waves? 1In an
effort to evaluate this, a final test has been run in which a
wave with only x-dependence is input to the analysis test
program. Results, shown in Fig. All, demonstrate that the
analyzed fields accurately portray the lack of y-dependence.

In summary, if enough knowledge of the waves can be
gathered (either by physical understanding or through statis-
tical study) then an inhomogenous, anisotropic weight function
can be constructed that will be optimum in some sense (see
the remarks in the beginning of this chapter). But it seems
likely that a simple symmetric weighted average interpolation
of the éort used here is capable of giving acceptable results
for a wide class of problems, with considerable computational
economy. When developing an interpolation scheme, care
should be taken to include data from outside the mesh when-
ever possible and to choose the influence radius wide enough

to include all points which effect a datum point significantly.



APPENDIX B
OTHER CASE STUDIES

An outbreak of severe weather associated with synoptic
scale forcing occurred in Oklahoma and Kansas on June 8,
1974. This event has been described in some detail by Ostby
(1975) and is somewhat atypical for severe weather in the
Great Plains. These data have been subjected to the same
band-pass filtering methods developed in this study. Results
are shown in Figs. Bl and B2. We see that the low-pass
fields are dominated by the effects of a large cyclone, which
has moved from northeast New Mexico. This cyclone is near,
but not centered in a low pressure center ~- the trend during
the analyses period is for the circulation to approach this
low pressure area. There is a trough of low pressure from
the main low, in which exists a streamline confluence region.
This is roughly coincident with the surface dryline, as seen
in the moisture pattern. As in the June 18, 1973 case, we
find that the kinematic convergence in the dry air lags
behind the moisture convergence zone along the dryline. We

68
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also find that the pressure center and trough line are again
characterized by minimum ageostrophic wind speed, with the
ageostrophic speed maxima in the moist air (with low crossing
angles) and in the dry air (with high crossing angles).

The band-pass analysis shows a dramatic wind speed
ﬁaximum in the dry air, which has developed rapidly during
the mid-morning. The band-pass moisture field shows a good
correlation with the momentum maxima, both in the dry air and
in the moist, southerly flow ahead of the dryline. The
combination of a strong surface temperature maximum in west
central Oklahoma with the moisture field suggesta a local
surface static stability minimum in central Oklahoma. A
striking feature is the relative minimum in moisture con-
vergence in Oklahoma, between the maxima in Texas and along
the Kansas-Okléhoma border.

The satellite photo valid at 1452 CST (Fig. B3) shows
that severe storms have developed (several tornadoes have
already touched down in the vicinity of Oklahoma City) in the
relative moisture convergence'minimum of the band-pass fields.
These storms are in the low pass moisture convergence maxi-
mum. These results can be interpreted as indicating that the
dynamics that trigger and maintain thunderstofms in this
event are probably on a scale well below the resolution of
the data. As seen in the chapter on scale analysis, moisture
convergence on the large scale is inadequate to supply the

thunderstorms (Fritsch, op. cit.). Since the band-pass data
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seem unable to explain the observed storms, we suspect the
presence of smaller scale systems.

A final case study is May 24, 1973, the day of the
well-known Union City tornado. This storm has been the
subject of intensive study at NSSL and the overall synoptic
picture can be obtained from Brown, et al. (1976). When
comparing the low-pass results for May 24, 1973 (Fig. B4)
with those of June 18, 1973, one is immediately struck with
their similarity. The major difference between them is in
the moisture pattern. Even the ageostrophic winds and
isobaric crossing angle patterns are remarkably alike!

It is only when we examine the band-pass fields
(Fig. B5) that differences become apparent. The orientation
of the dryline is markedly different, the magnitude of the
moisture discontinuity is substantially lower, the config-
uration of the moisture convergence reflects the different
orientation of the features, and so forth. The time history
of this case also departs from June 18 -- the intensity of
the sevefe weather parameters decreases rapidly from 1500 CST
onwards (not shown) while the severe weather and analyzed
patterns of June 18, 1973 remain strong on this scale for a
longer time. This is reflected in the events of the day --
the Union City storm produced the only major tornado of the
day and this individual storm is only poorly related to the
band-pass parameters (see the radar photo in Fig. B6). The

conventional surface data seem unable to resolve the system
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that produced the Union City storm. As we shall see, there
are data available which nearly provide the required reso-
lution. However, some of the features of the day's analyses
are well-depicted in the band-pass fields. As an example,
compare the shape of the thunderstorm line in Fig. B6 with

the shape of the moisture convergence zone in Fig. B5.
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APPENDIX C

COMPARISON WITH OTHER ANALYSES

The analyses we have seen have put the center of the

pushing the truncation error, since at L = 6A

2mA - 1.047 , sin -2—%4—: 0.866;
L

at L. = 8A we have

21A  _ in 2TA
T 00785 ’ Sln T - 007071

Results of a revised analysis using a band centered

times the Nyquist show that as one might have antic-

the fields are smoother. Many of the "details" are
out, while basic features show a reduction in ampli-
An obvious conclusion, based on the truncation error

t, is that the smoother analysis should give more
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three times the Nyquist interval in space and time.
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reliable resuits. If we push the data to its useful limits,
we can expect a certain amount of contamination. We can also
expect to eliminate more signal along with the noise if we

try to be conservative with the data. Without more cases to
examine, the question of where a useful limit point is reached
remains unanswered.

Turning to analyses done using other methods, we
find that Tidwell (1975) has used the analysis package at
NSSL developed by Barnes to examine the evolution of the sur-
face fields for June 8, 1974. Results of that method are
seen in Fig. Cl for 1200 CST. The basic data set is more
detailed in that it contains the special NSSI surface sub-
synoptic stations. This yields a smaller average station
separation near the center of the grid. However, only ob-
servations valid at map time are used -- no time-weighted
averaging is done.

It is immediately apparent that fundamental similarities
exist between the methods, but some substantial differences
exist, as well. Qualitative comparison of the streamlines in-
dicates that the low-pass field shown by Tidwell is roughly
intermediate to the band- and low-pass results of Figs. B4 and
B5. This is borne out by comparison of the kinematic divergence
and vorticity patterns. The results presented here show con-
siderably less "detail”, even in the band-pass results. It is
difficult to assess the extent to which the fine scale features

seen in Tidwell's results are true signal on the subsynoptic
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scale. The temporal continuity of Tidwell's results (not
shown) is generally inferior to the results of the filtering
presented here. The greater station density used by Tidwell
may be in part compensated for by the time-weighting we have
used. This is not to imply that the transient features shown
in Tidwell's paper are not real -- only that the data do not
allow good continuity when time-weighting is not used.

We now turn to a second comparison; namely, with so-
called subjective analysis. In a sense, the skill and expe-
rience brought to bear by an experienced hand analyst is a
standard by which we may compare our results. The results of
hand analysis are not reproducible, which is the main draw-
back. Also, the expertise is neither guantitative nor easily
acquired. Nonetheless, we would like our analysis to be able
to do most of what an experienced synoptic meteorologist can
do.

If we compare our results for June 18, 1973 with
Figs. 8a and 8b in Siebers, et al. (1975) we find a very good
relationship. The distinction between the activity developed
in association with the cyclonic circulation and that devel-
oped further southwest along the dryline is clearly portrayed.
As we have seen, this case and the one for May 24, 1973 both
support the contentions of Tegtmeier (which form the basis of
the Siebers, et al. paper). The objective depiction of these
cases shows the ability of this method to support the subjec-

tive results of skilled hand analysts. An obvious advantage
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of objective techniques is the possibility of actual calcula-
tion of kinematic properties, which adds a dimension to the
depictibn of the situation.

Next, iet us compare another application of the analysis
package at NSSL (using a low-pass Barnes technique, somewhat
modified), this time on the May 24, 1973 case. As seen in
Fig. C2, at 1600 CST there are two strong vorticity maxima in
Oklahoma portrayed by this analysis. These are not shown as
dramatically in the band~pass filtered results. However, by
examination of the preceding analysis at 1500 CST (Fig. C3)
we see that the vorticity pattern does not have good time
continuity. The fact that the Union City tornado is asso-
ciated with one vorticity maximum (and the weakest one, at
that) which has little time continuity implies that the
phenomenon which is driving the particular storm that struck
Union City is on such a small scale that even the NSSL sub-
synoptic station network is nearly unable to resolve it. The
fact that the "details" of this pattern are smoothed over in
our band-pass fields is not surprising. 1In fact, as in the
June 8, 1974 case, we find that the detéiled behavior of
severe weather outbreaks often cannot be resolved by conven-
tional observations -- a conclusion that is not particularly
surprising.

Finally, we compare our results for May 24, 1973 at
1200 CST with an analysis based on the paper by Stephens and

Stitt (1970). The method is basically a successive corrections
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technique but includes post-interpolation smoothing of the
fields. The same stations that are used for our results have
been used for this successive corrections analysis. As may

be seen in Fig. C4, this smoothing pass results in smooth
fields throughout the analysis. As with all comparisons to
our results, we see similarities (e.g., compare the stream-
lines with the band-pass streamlines of Fig. B5) and dif-
ferences (e.g., location of the fronts, as seen in the stream-
" lines). Successive corrections analysis shows little detail
in the thermal field, whereas the band-pass thermal field

has several distinct features. On the other hand, the band-
pass moisture convergence shows fewer features than successive
corrections along the Red River. It is not the intent of this
comparison to say which is the "better" analysis -- however,
the dual-pass (low- and band-) nature of the current work is
obviously better at depicting medium-scale features, since

it has been designed to do so.

On the basis of these comparisons, we conclude that
hand analysis cannot be used reliably to obtain kinematic
properties of the flow although qualitative features may be
represented. A second conclusion from these comparisons is
that asking a low-pass filter to do the whole job is asking
too much, regardless of the particulars of that filter. If
one uses a low-pass filter to portray subsynoptic events as
well as larger scales, one may run the risk of contamination

from "noise" -- noise from signal below the level of reliable
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detectability or noise of a more random nature. However,
the results are too smooth, one may have eliminated useful

signal along with the noise.

if
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Figure 1l. Satellite photo at 1221 CST on
June 18, 1974.

Figure 12. Satellite photo at 1642 CST on
June 18, 1974.
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Figure Al(a). Hypothetical uniform grid with
roughly the same average spacing
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-22 T T T T T T T T T T T T T T I T T T T T TTT

| O 1 T T T I I |

LB AR MEMEMERIREEE]

) S VY W U N T N N I Y (O Y A I I |

[

Figure Al{b). Hypothetical uniform grid with
dense and coarse distribution of
stations.



91

22 7 'I'fI.Illll‘ll.lll-ll.rlll.lIll

2 M e it R I O
‘(ll'llJ_.lllll'llllll

PSRN T T N 0 T N T O T B A B
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Figure A7 (b)
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Satellite photo at 1452 CST on June 8, 1974.
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Figure C2(a).

Same as Fig. Cl(a), except for 1600 CST, May 24, 1973.
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