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Abstract 

The use of social media plalform · . uch as Facebook or TwiLter incrcasC'd rx

ponentiallv over Lhe last years. They have become a major tool for people to 

communicate, and for ne,,·, media Lo relay their ·onLent. In parallrl with this 

growth, researcher. ha,·e start d to use social media in various domains or st ud.v. 

including the analysis of people's behavior on t he.-e on line plat forms during n::it u

ral disasters. Diverse a5pects of this behavior have been studied in the lit era! ure. 

including Lhc detection of a disaster the variations of the sentiment exprC'sscd. 

the differences regarding the distance to a disaster, or e,·en t he imprm·emcnts 

of relevant content labeling. To Lhe best or our knowledge, 11 0 st udy has hrcn 

conducted that con iders Tv\'itter as a sensor with different ensit ivity level. · to 

different types of natural disasters. which brought us to an('tl.vze Twitter as a 

social sensor during different types of these events. 

The data used in this study is stre('tmed from the Twitter Public Stream and 

Lweels have been pre-processed to keep those in English , with gco-coordinatcs and 

from Lhe contiguous United States onl y; the text cont. nt. has al.-o been cleaned 

aud twPPls have' been filtered using a list of g('llcral lu'ywords that we' built. \\'c· 

select 5 nat ural disasters of different type that occurred over the recent years. and 

for earh of Lhem wed Leet Lhe shifts in behavior of the Twitter daLa in order to 

compare and contrast before , during and a ft.er the disaster the variations oft wret 
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frequency. the proximi ty Lo the cent er of the' disaster. the ,·a ri at ions of sentiment 

expressed a11d the va riat ions oft wcet frequency by level of socia l vulnerabilit y. 

The result s obta iued in the empiri cal ana lysis demonstra te that Twitt er is 

indeed a social ·ensor with different ensitivi ty level to nat ural di as ters. As a 

mat ter of fact we ob, en-e. depending on the type of disaster. different pat terns 

oft weel frequency and prox imi ty-Lo-disaster: negati ve sentiment tweets a lso lcucl 

to clu ter closer to t he disaster during the d isrup ted period. and finally areas 

with high leve l of socia l vu lnerabili ty a re generally more sensitin ' compared lo 

the others. Tlte lack of availab le data can somet imes be an issue. but this work 

is an i111p or la11t finding to define Twit kr as a social sensor lo uat m a! disaslc'r . 

Xl 



Chapter 1 

Introduction 

1.1. Purpose of the study 

\ owad ays. socia l media have become a major way to communicate. either about 

conver ·aLional topics or to relay more info rmat iona l content such as 11ews J27J . 

They a re in t his way an import ant tool for news media Lo sprPad infonu a t iou. 

and for res a rch purpose lo coll c t what people think , to drtec l some cvcnls c,·en 

b efore t hey arc p ublicly relayed by officia l agencies . and so on. Sc, ·eral recent 

studie~ a re based on l he use of socia l media during na tu ra l disas ters. st udy iug 

mainly eit her Lhe mood of t he people or l he .-ens ili viLy of the public during a 

specifi c case study. This is a recent domain of research linked ~·i th t he import an t 

growt h of socia l media uses by t he population . One of t he first works iu this 

area was in 2008 after t he wildfires in Sout h Carolina J25J. Since t hen , t he main 

case .-t udies in recent years have been rela ted to Hurrica11 Sa ndy a nd thc H c1 iti 

ear thquakes . They were bolh major di sa.-Lers tha t allowed scient ists to conclnct 

different types of research based on how people respo nclecl in so ·iRI rn ecli R during 
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these events . 

1.2. Twitter 

Twit ter is a soc ia l network plaLforn1 laun ·heel in 2006. I t p rm· icles a microblogging 

scrvi ·e t hat a llows users to end , read . share (" retweet" or "RT ') short messages 

up to 140 characters ca lled "tweets". One of the major characterist ics is tha t 

the feed i provided in real- t ime, a cording to the people t hat t he user. "follow·'. 

t rends (keyword: or labels called '·hashtags'') the.v a rc looking fo r. etc . These 

feat ur s a llow re ·carchers to measure whaL Lhe crowd thinks, how people reac t 

Lo an e, ·ent., bow Lo deLect event , ct c. T hese soc ial media based re. ·earch became 

more and more common in Lhe ame ti me when socia l media like Twitt er or 

Face book became more and more popula r aud used as a way Lo comnmnicat e. 

express a ll kind of feelings or relay news. T he oLher advanLage of Twit ter is 

LhaL the research is fac ili tated by the Looi. provided by Twit tcr to st ream or get 

data from the stream of twee ts with ma ny possib ili Lies (k0yword Largeting. geo

location restrict ions , a nd so on), allowing researcher: Lo easily get and use t h0s0 

da ta in experim nts for their stud i · s. 

1.3. Problem Definition 

In t h exis ting works on t he u es of socia l med ia d uring na tu ral disas ters . tli0 

ma in q ues tions involved are: How a naluml disaster could be dderled on Twi lt rT '.l 

18. 20\ How does lhe crowd 1·cacl in lPrn1.s of mood varird ions? 14 , 17, 221 or 

regarding their distance lo lhe di.sasler'? 115, 2lj !low crm we bcUer defin e lwef' l.s 

lhal nrc relcvrm l lo a particular di. a. Ler? j 14, 27 j. Fur t. hen norr. a wide n 111 ge 
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of the research already conducted in this area covers a specific case study (i.e. 

one nat ural disaster) Lo illusLraLe LhC' study, and if SC'vcra l ua t ural disasters arC' 

studied. iL is 11ot to compare the results between them . To thC' best of our 

knowledge. no st udy has been cond uctC'd that considers TwiltC'r as a sensor with 

differmt sC'nsitivity lC'vds to different typ<'S of natural disast<·rs. 

ThereforC'. we would like in this work lo st udy se\'C'ral nal ural disasters. co111-

pare the results on the ·a.me scale. · and draw Lhe conclusions a l out Twitter 

·ensit ivity leveb according to different metric and different natural disasters. 

Conseqnent ly. the main research quest ion of t his work is 'H ow rmd under which 

circamslance · Twitter can be a social sensor during a natural disaste1·? '' 

• Which metrics could measure the variat ions of the sen.- iti vily iu Twitter 

cla ta ? \ \ e define the e metrics as fo llowing: 

the Frequency over time of twceL · posted 

the Emotion of the crowd rlefined h.v a , ent iment ana l,vsi. 

Lhe Proximity Lo Lhe disaster of tweets posL cl 

• What i the sensit ivity level of Twitter data during different types of natural 

di asters (i.e. Severe Winter Storms , Severe Thunder ·torms , Wildfires. etc.) 

for each of the metrics defined? 

• \Vhat is the sensiLiv iLy level of TwiLLer daLa in terms of durntiou of the 

disrupted state and Lhe time Lo recover Lo a stable slate? 

• Whal is Lhe sensit ivity level of Twitter data in terms oft he socia l nducra

bility of Lhe populations Lhat use Twitt er during natural disast Ns? 
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1.4. Structure of the Thesis 

Firs tly, this t hrsis deta ils in Chap ter 2 t lie background and li teral ure re\·iew ;:i,houl 

socia l media arntlysis during n;:i,Lma l disasters . SecollClly, C lrn pter 3 presents the 

methodology of thi. work a11d t he propos cl solu tion fo r Lhe qua nt it a ti\·e aualysis 

of 1\vitt er ens i t ivi t ~ · with the different met rics. Chap ter -1 describe t he analysis 

conducted on real ·ase s t udics. in terprets and d iscu:es t he result s ohLai11Pd to 

define its \·iahili ty and sensibili ty according to t he met rics. Finally. Chapter 5 

concludes t his t hesi . 
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Chapter 2 

Literature Review 

Thi · Chapter reviews the exist ing work in the area of .'OCia l media aua lysis during 

natural rlisasters. 

2.1. Sentiment Analysis 

Sentiment Ana lysis, a lso called Opinion lining. is a common tool used with so

ri al media to define the opinion of people about a product, a movie, etc. In the 

cas of a natural d isaster , several studies su ·has [41 or ll 71 ·lassify tweets either as 

Po. itive, N eulral or N egative, according to the polarity of Lhe emotion expressed . 

This is the most common class ifi at ion in Sent iment An al_vsi . However. other 

studies iu Sent imenL Analysis such as 1221 claim LhaL iL is not the rnosl accurnt r 

way Lo classify emotions, and Lhen try Lo classify them fo llowing the well-known 

classificat ion from Ekman [91 who statPd than t lw lrnmau ca11 have TV<'ll diff('r

ent kind of emotions: Anger , Disgu. t, Fear , Happiness, Sadnrs. ·. Surprise a nd 

eutral. As clas. ifiers , we found out in t hese papers but a lso in. tudic. from 1221 
or [41 l ha t Bayesian Models are widely t es led and compared wilh Support Vector 
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l\ fa chincs (SVJ\I) . ScYcra l simila rities exist in t he fea ures used in t hese pa pers 

a11d Lhe tools behind a.re ofLen ci ted in the do main of Sent.irne11 t Ana lysis . 

P os it i\·e a11d :'\egati ve we ights: these weight s a rc gi\·en according to sevNa l 

lexi cons or tools: 

• AFINN: Present ed b_y :'\iclsen in 20 11 ll 1- t his sc11 Li111ent lexicon is com

posed b:v 2.'177 E ngli sh words ma nua lh· la.bcled between min us fi ve (nega

ti ve) a nd plus five (po it ive ) by it a ut hor. 

• Hu and Liu lexicon: Prescnt e I in 2004 1101 , Lhis .-ent iment lexi con i.- corn

po.- .d by 6 , 00 E 11glish words ma nu ally la beled eit her negati,·e or posiLi\·e 

by it s a uLhors . 

• SentiWordNet: SenLiWorlcl:'-Jet 3.0 , the last version of this se11Limc11t lex

icon , is based on the lexical <lat.abase World\f et , which groups synonym 

words (noun , verb , adj e t ives and adverbs) into sets called .. synset s .. wi t h 

a brief definiti on , t hese sets being linked to each others wit h semantic re

lat ions (i .e. Synonymy, Antonymy) 1161. l11 [11. t he a u t hors developed a 

semi-supervised technique t.haL gives for each synset ( ,..,_,, 117 .000) a posi Li\'('. 

11egative and obj ective (neu tral) weighL , which , compared Lo Llw AFJ;\ \f 

lexicon. gives for a sam e word different cores depending on it meamng 111 

a senLeucC'. 

• SentiStrength: Tool t ha t defin es the average sentiment strength of a 

sent en ·e according to iLs words a nd the conLexL a ro11nd 1261. Informa l 

language is recognized , a.nd resul ts ·an be give n 111 different wa.:vs : two 

sent imen t. s trengths (-1 no t. negative to -5 extremely nega ti ve, 1 not pos

it ive Lo 5 extremely posit ive) , bina ry (po. it ive negative). tri11 a ry (pos i-
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tivc ncgati,·c neutral ) and sin o-lc scale (-cl Lo - 4) result s. 

Syut act ic f(' a t ures : 

• P1mcLuation: Exclamation and in terrogation marks can be count r d and 

used as a feat ure reprc.'c11ting t he iut c11s ily of the emot ion expressed. 

• Emolicons Smileys: They arc widely used in online interactions lo express 

emotions: can be detected. or even more detailed counted and clas ified a 

positives or negat ives. 

2.2. Event detection 

If several studies focused partly on sentimen t ana lysis during natural di~Rs t ers. 

others LargeL on evenL deLecLion a nd more part icu larly on cart hquakc dctcc-t ion. 

The work by l20J, which was one of t he fir t ones in the area of event detection on 

socia l m dia, t nds lo focus on detect ing Lyp hoons and ea rLhquRkcs in .J apa n by 

raw ling tweets with specific keywords, and th n u::;ing a Support Vector :Vlachinc 

a lgori t hm to determine Lhose Lruly relaL cl Lo a natural disaster. Later , anoL hC'r 

sLudy focused on ear t hquake deLccLion worldwide 181, a rguing that the real-Lime 

asp ct of socia l media a llows Lo detect events 1 cfore they a rc pub licly a m1 01111 cC'd 

by the U.S. Geological Survey (USGS). They implemented a short- term-ax rage 

over long-term-average (STA LTA) algorithm with three different levels of t hresh

old. and were ::tble Lo detecL with a moderate threshold 48 earthquakes ovC'r 5. 175 

catalog('d by t he uses, a rguing that .. t he majority of 1 ... 1 (•arthquakC'::; an· ci

ther too small to produce perceivable shaking or occur outside populated areas ... 

Among the la rger earthquakes when TwiLLcr is a viable sensor. ii has the ab il-
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ity Lo detect earthquakes fa.ter than trad itional system. · and consequently 1s a 

powerful additional tool for weather rela ted agencies. 

2.3. Geo-location of the tweets 

Sin ·e 2009. tweets can cont ain geographic meta-data indicating the position from 

which the LwecL ha · been posted on the socia l med ia. These information c;:i 11 

represent the exact locat ion provided by the GPS component of the device, or 

a pccific place the user can choose when po~ t ing a tweet. By default. t he e 

informat ion are not available if the user docs not grant access lo Twitter. Thal 

being said , not a ll t he tweets contain geo-locat ion informat ion. In fac t . according 

to a st udy from 2013 1131, only 1.6% of the otal stream of tweets ·ont aiu the 

exact locat ion where the tweet was posted . To mitigate thi. issue, in some works . 

such as 11 .-1, th au tho rs geoparsed the text of the twee ts to extract gcogra phic 

content and u.·e a uamcd eut ity r cogni t ion Lechniqu . in order to m;:i tch locations 

up to the place street level of accuracy. 

In [4] . the au thors mapped the moods reflected in tweets during Hurricane 

Sandy. According Lo them and showed by their re.- ults, even if Hurricane Sand.\· 

has a regionally limi ted impact in terms of damages, people have been cmot ionally 

affected by the storm far away from the coast . Their maps display t he popula

t ion ·s response in space and t ime Lo the disaster mea. ·urecl t hrough a sentiment 

analysis, showing that the closer people were Lo the point the storm made landfall 

the more they tweeted, negative sentiment tweets being always clu. tercel in closl'r 

proximity to t he .-torm. 

Another interesting case study also . bowed that people Lend to tweet dif

ferently depending on t heir proximi ty to t he disaster but wi t h some different 
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conrlusions 1211 . The authors performed a trend ana lvsis of the tweets whcu the 

Grca t East J apan earLhquak hil Japan alld the period arou ud . Thev showed 

that the tweet frequency peaked dranrnlically when the earthquake hit. Hm\·cver. 

by comparing different regions. they fo und out that people posted fewer tweets in 

the clos0d areas heav ily damaged compared lo further areas with less damages. 

Thi:-; is expla i11Pcl by the fact that people were not in a safe situa tion to tweet. or 

were not tcchmcally able to ac css the Int ernet. 

2.4. Relevance of the data 

In .-everal studies . data available and used arc often already labeled as relevant 

or not regarding a specific topic. e.g. nat ural disa, ters . Ilowever. in case of a 

new disaster, the data olle Led from social media such as Twitt er are unlabeled. 

Therefore. some r search focused on how t hey ro11ld label data as relernnt. In 

IJ..tJ, the authors used a domain adaptation algorithm based on i\a'i've Bayes and 

Expectation-::viaxirnization to learn classifiers from ource labeled data collected 

during a disasrer Lo classify unlabeled data collec t eel during another disaster 

(Hurricane Sandy and the Bo. Lon bombing a rc used in th0ir experiment at ions). 

They compared t he performance of t his clas ifier with a classic \"" ai\re Bayes 

classifier on t he source labeled data only for three classifications, and the first 

one gives better resul t in task more specifics to the target disaster (i . . i t his 

tweet rela t d to the target d isaster?). However , t hey discuss the need of testi ng 

uch algorithms on bigger datasets with other types of classifiers. 

In 127], the author.- stated t ha t with the import ant increase of social rn ccli8 

uses and consequent ly t he increase of socia l media data. it would be profitab le. 

especially during disasters, Lo only keep valuable information from them. T lw re-



forr. they developed a Bayesian model to classify t wects during Hurricane Sirndv 

as eit her "Informational" (tweets that provide concrete and valuable in fo rma

tion) or ·'Conversationar ' (t hat do not provide valuable info rmat ion) . In their 

approach , they compared a Bag-of-words technique ("' 3,000 fea ture.-) with a set 

of 9 frntmes they defined and trained on a mannally labeled set f 1.086 tw<"ets. 

• Conversational content: The presence of emoLicons. Internet slang aucl 

abbrt'viat ions, curse words and a brupl sentences can be det ee l eel a11d arC' 

characteristics of a conver. at ional text. 

• Informational content: T he presence of instructional keywords (such as 

.. texf ' or ''catr} phone numbers. retweets , and multiple sentences can he 

deLected and are charactcri sLics of informational content. Original lJRLs 

ca11 a lso be extracted from shor tened URL · to check the presence of news 

source and informative Lcxt. 

The authors used a ~ai ves Bayes cla sifier wi th a 10-fold cross validation 

to train and tes t their model, and t hen compared it to a Bag-of-Words model 

and a combination of t he Lwo models. According to t he results. their fea t urcs 

obtain precision rates slightly under the ones with the Bag-of- words but they can 

still h used solely if computing and t ime resources arc limited. Nevertheless. 

the precif:i ion rate fo r informat ional tvvcets is low for a ll the scenarios, clue to 

unbalanced data at the beginning (139 informational against 943 com·crsational 

tweets). 

l' urther work in t hi s fi eld foc.:us on t he "rctwcetabi li ty" of a tweet. a rguing that 

informa tional and important. tweets (posted by news channels, Nat ional Wea l her 

Services, or even first people on t he ground) will be more retwceted and therefore 
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arc more relcrnnl during emergeucies 1241. Socia l med ia dal a from locals , also 

call C'cl people on Lhe ground , can bC' valuable to emcrgeucy responders. 123 I 

stated that locals are "uniquely po ·itioned to share info rmation that may not yet 

be a\·a ila hle C'l cwhcre in the informa tion space l··· I lancll may havC' knowledge 

about geographic or cultural feat.ur<·s of tht' a ffected ar<'a that could b ~ useful to 

those responding from outside the a rea: ·. 

2.5. Social Vulnerability Index (So VI) 

The Socia l Vulnerabili ty Index (SoVI) has been created in 2003 aL Lhe l!ni\·er-

sity of Sout h Carolina in order to define , for the u nited States a t count\·- lewl, 

the ocial vulnerability of communities to environmental hazards 151. The first 

version of LhC' index has been built on demographic and socioeconomic dat a from 

1090 primarily from Lhe U.S. Census Bureau. iL contained 42 varia blC's reclucwl 

to 11 factors , includiug p rsonal wealth , age, race, etc. Acros: the time and 

the different versions of So VI. se\'eral 'patial changes can he observed regarding 

the mosL vulnerable cornmuniLies IGI. T he las t version of the illclcx . built frolll 

data collect ed between 2006 and 2010 , fo llows new direct ion tha t ··emphasize the 

coustrainLs of fam ily sLrucLure , language barriers . vehicle availa biliLy. med ical 

disabiliLies. a nd healLh-care access in the preparation for and response to dis<'ls-

ters". After running a Principa l Component Analysis, scientists from the Hazards 

and Vuluera uili 1 y Research Ins Lil n t. e out ai1wd seven sig11i fi ca11t compo11<'11I s I ha t 

explain 723 of Lhe variance of Lhe da ta . Once Lhe index is ralcula Led for each 

counLy, they a rc> decomposP.d inLo percenLilcs. Scores in Lhe lop 20% corrn-;po11cl 

to the most vu lnerable counties, where scores in Llie bot tom 20o/c indi caLC' tlte 

least vu lnerabl . nes. 
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This i11dex can be found in .-ew·ral applications . such as slale- lewl hazard 

mitigation plau (e.g. Colorado and Ca lifornia), or l he Sea Level Rise Coastal Im

pacts Viewer by t he \laLiona l 0 ·eanic a11d Atmospheric Administration (:\OAA) 

(sec http: //coast. noaa.gov/s lr/). Howcwr, no studv has been coudncl cd 

on social media sensiti vity to natural hazards \\·iLh an emphasis on t he soc ia l 

Yulnerability le\·el of the concerned area and it potential effect on the results. 

2.6. Resilience and Social Media 

The term resilience originally refer to the abili ty to "bounce back'' from a specific 

disrupt ive event 17]. Therefore, Lhe co11cept of resi li ence can be decomposed in two 

step~: (i) preparedness measure. lo minimize the impacl.- of po lent ia l d isruptive 

events and (ii ) l he abili ty lo adapl and recover lo failures in a timely manner . 111 

121, t he authors defined the d iffPrenl states and transitions a111ong them whc•11 a 

disruptive eYcnl eJ happens whi le a yslem is operating. In their Figure 2.1. 5'0 

denote~ the original as-planned slate, Sd denotes Lhe d isrnplecl stale a lld 81 l he 

recovered state. 

The resilience of t he system over time can then be defined as: 

. . Recovery(!) 
Res1/ience( l) = L ( ) 

088 l 

If we focu.- the concept of re ·ilience in terms of soc ial me li a hehav ior clur-

ing naLural disasters we have the concept of community disaster resilience· in 

the emergency management li terat ure 17, 121. The different terms employed in 

Figure 2.1. t hat is original stable state , disrupted slate. recovered stale aud the 

related events will be used in the fo llowing C hapLC'rs . 
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<p (t) 
Disruptive 

Event ej 

rp (to) i-----~ 

Reliability 
Vulnerab1lrty
Survivab1lrty 

Stable Ong1nal Slate System Disruption 

Resilience 
Action 

Disrupted Slale System Recovery Stable Recovered State 

Figur 2.1 : Sta te t ransit ions over t ime when a d i.Tupliv0 event happc11s 
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Chapter 3 

Methodology 

This Chapter presents the methodology of Lhis work and the proposed solution 

for the qualltitative analysis of Twitter sensit ivity wi t h the different metr ics . 

3.1. Tweets pre-processing 

3.1.1 Data extract ion, cleansing and selection 

Twi tter provides several APis for developer a nd researchers . includ ing a stream

ing API. In iLs lasL version, Lhree Lypes of .-Lreams arc freely available with a 

developer account: Public, ·er a nd SiLc. ser strea ms provide a sLrra rn of data 

and events specific to the authenticated user . Site streams allow· services , such as 

websites or mobi le push servicrs, Lo receive real-L ime updates for a large munbn 

of users. Public streams are , ac ording to Twitter , "suit able for follov:ing spccihc 

users or topics . and data mining'·. Two Public st reams exist: 

14 



Tweet 

I id: Integer 
User 

I id - str : String 
I er ated - at: String I id: Integer 

text: String user I id - str: String 
I user: U ·er 0 .. * 1 I name: String 
I coordinates: Coordinates I description: String 
I Jang: String I url: String 
t rctwe t _count : Integer 
I re tweeted status: Tweet -

Figure 3.1: Simplified UML diagram of the Tweet JSON object 

• the Sample Stream, which provides a random sample corresponding up to 

1 o/c of the total t ream 

• the Filler Stream which provides tweets related Lo research cri teria. Results 

cannot exceed 13 of the total stream. 

Additionally, Twitt r provides the Firehose Stream, which provide 10010 of th 

total stream, however accessing this stream is expensive and not common for 

research. 

The tweets are stored in JSON (JavaScript Object Notation) objects , a pop-

ular data format Lo transfer data on th Internet. Each obj ct is represented by 

attribute - value pairs, wher values can consist in basic data types such as 

string or integer, or a JSON sub-object. For each tweet , all the details regarding 

its author are included, see Figure 3.1. A broad range of information is also 

provided by Twitter for each tweet , the complete list being documented on their 

website: https: I /dev. twitter. com/ overview/api/tweets. 

The data used in this work come from the Sample Stream and have been 

collected during several mon ths by the Archive Team (a group of volunteers who 
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ro ll ecL and archive publicly availabl(' Internet da ta). Datasels arc freely avail ;:iblc 

on the websiLe www . archive. org. For each rnonLh, the data is stored as follows: 

one master folder for Lhe mont h, sub-fo lders fo r C'ach day, sub-sub-folders fo r each 

hour a nd compress('cl a rchives fo r each minut e. containing Lhc t wcct s in .J SO ' 

formal. Curre11Ll:v, dat a for Lhc cnLire years 2012 Lhrough 2014 arc ava ilable and 

more is added each monLh. T his broad range of date · a llows Twitter analy:, is 

with respect t.o several important natura l d isasters that occurrw l during t hese 

year.·. In this study. we filt er the tweets as follows : 

• Language: English 

• Geo-Lagg('d: Y cs 

• Location: Originating from the Uni ted SLaLes 

These constraints have been established in ord r to compare the sensit i\·ity of 

Twitter regarding natural disasters that occurr d inside the Unit ed States. and 

u ·ing sent im nt analysis tools on tweets written in Engli .. h. To implement thc.'c 

filt ers, several steps must be taken: 

• Data extraction: Extract a ll the .json. bz2 file 111 the ame fo lder for an 

easier f urLher access 

• First pre-process: Extract the content of each .json. bz2 file, test each tweet 

if iL is in English with geo-locaLion informat io11 , clean the lexL (remm·c lin r 

breaks , punctuation , html links, eLc.) and write it inside a . r. v fil e. 

• Geo-location pre-process: Test if each t wert kcpL in the previous stC'p has 

been posted from the Uni ted States, and only keep those which validate 

Lhis constraint. 
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Both first two steps have been implemented in Python with two functions: 

p.rlrarlA!onlhTwPfls() (sec Algorithm l ) mid prncessMont,hTwccls{) (scC' Algo

rithm 2), the HHiables fil enames and folrl crnames containing rrspC'c t ivr ly the list 

of file in memory to proces (all named mrhivelPam- lwiUe1·-slrPam-201 X-XX. to r 

drp 11d ing on lhC' yC'ar and month clat a have he(' n co li c ·t eel) and l he list of folders 

to extract the data in (all nan1C'd arrhivPlemn-lwiller-slrcam-201X-XX. grncratC'cl 

from Lhe filenam es list). 

The textual conlenL of a tweet can be noisy, in LhaL iL may include a varictv 

of non-English content such as HTl\11 links, lags. special characLcrs , rte . Con

sequently. <luri11g the pr<'-proce ·sing of the data. we "scrub" the t<'xl. i11 or<ll 'r lo 

have better results during the cxpcrimcnlal ion . espec ially for Lhc ·rntimenl i'l na l

ysis . Herc arc the different data-cleansing processes implemented for the tweet 

message: 

• remove lags (Lagging someone refer. Lo includ ing a (Ql character followed by 

the usernam , e.g. @UofOklahoma.) a11d rctwcct entities (e .g . RT ,nlUoJOk

lahoma) 

• remove HTML links 

• remove a ll punctuation , spec ia l characters, numbers .. line breaks and any 

additional whitespace 

A few example · of s Tubbed Lweel messages a rc provided in Figure 3 .2. 
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AJgorithm 1 Sle1 l: DaLa extract ion 

procedure EXTRAC'TMO TIITWEETS(filenarne, filename II · folclcrnarnes ii ) 
mainTar +- Opc11 (filcuamc. n·acl) 
members +- get Iembcrs(mainTar) 
for all member in members do 

if ! rncmber.isDirecLory() then 
mainTar.cxtract(mcmber , foldernames lfilenamc . index( filename) I) 

end if 
end for 
mainTar.close() 

end procedure 

Algorithm 2 Step 2: DaLa cleansing and pre-processing 

procedure PROCESS Io 1THTWEETS(foldernamc) 
tweetsB uff er +- I ] 
expor t.File+- open(folderna me - ' .csv ', wrile) 
for all bz2filc in fo ldername do 

j sonBZ2 +- open(bz2file , read) 
cont en t +- read(j sonBZ2) 
for all line in content do 

lweet +- load .JSO (line) 
/ / Tweet µro ces ·ing and LexL cleansing 
twcetsB uffcr. append(tweet) 
if len (twectsBuffer) 250 then 

write( export.File , tw(:'PtsBuffer ) 
twcetsBuffer +- I J 

end if 
end for 

end for 
end procedure 

18 



• 24 children believed to have died in the OK tornado. I can't imagine the 
grief 

• 80447: Winter Storm Warning issued May 01 at 11:20AM PDT w1til May 
01 at 5:00PM PDT by WS Boulder http:t.coh5MJty7VWK 

• RT Perfbieburr: " ItsFanAbdul: Can you stay in my life, forever?" 
Forever and always 

Data-cleansing 

• children believed to have died in the ok tornado i can't imagine the grief 

• winter storm warning issued may at am pdt until may at pm pdt by nws 
boulder 

• can you stay in my life forever forever and always 

Figure 3.2: Resul t example of Lhe funcLion clearTweet () 
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3.1.2 Data geo-location selection 

Tf we only keep tweets in English. those come fro111 a ll over the world. As d iscussed 

in Chapler 2. a small percent age o [ the total st ream o [ tweets cont ains the exact 

location where the tweet was posted . HmYevcr. we defin e our study domain as 

tweets posted in the Uni tcd St ates. and t hcreforc we u e these geo-tags to Jilter 

the data. Fi ltering coordinates can be done in several ways. son1e more complex 

than others. For instance, one ca11 define a rectangular area and only keep th e 

tweets that come from inside Lhis basic area, or even inside another area with one 

location and a radius. I\' evertheless , filt ering according to the country is more 

complex. The website Global Administrative Areas (G ADf\l - www. gadm. org) 

provide for a wide range o [ countries, including Lhe un iL cl Sta tes. daLasels wit h 

the geographic limiL of Lh ir admiuistraLivc areas. DaLa arc available a t the 

count · level for the .S. and in several formats. includ ing data easily processable 

in R. 

Algorithm 3 de cribcs the coordinate fi ltering procc s. F irst ly. it loads the acl

rninislraLi\·e areas da taset. The result in R i. · a SpatialPolygonsDataFrame 

object called GADM. Secondly. from the TWEETS daLaseL, the a ttribut es lon 

and lat that represent the coordinate. a re transform ed int o SpatialPoints oh

jecLs wiLh the function coordinates() in order Lo proj ect them int o the GADM 

object with the fun cLion proj4string; sin ·c t he GADM objec t represents the lim

its of the United State , we can access the coordinates proj ected inside and finall~, 

get hack all the claLa related Lo these remain ing coordimtLes from TWEETS. 
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Algorithm 3 Step 3: Data g<'o- locatiou fi]t(•riug 

procedure GEOLOC \T IO FILTEHI 1G 

GADl\ l f- load aclminislrat ive areas 
TWEETS +- n·acl ("lwc'l'l s.csv .. ) 
Create Spatial Points from the coord inates in T\VEETS 
Proj ect the Spatial Points into lhe GADJ\I 
Get th<' coorcl inaLcs project eel inside lhe GAD!\! only 

ST\VEETS f- coorclinale. · remaining data 
end procedure 

As shov.·n in Figure 3.3 , the tweets arc correct ly filtered to keep only those 

po tcd from the nited States. For further filtering in the next chapter. the 

GADJ\I object Lists all Lhe SLaLes and their respective counties wiLh their gco

graphic lirniL . which will b useful when dealing wiLh Lhe Social Vulnerability 

Index (SoVI). In a similar way. we can filt er the tweets by State and countv and 

then add attribul es lo our USTWEETS dataset to label our <lat a based ou lhc 

result" 

3.1.3 Keyword filtering 

As stated in Subsection 3.1.L TwiLLer only provides up Lo 1% of the toL~ll stream. 

either if we select filters or if we clo not. l\Iorcover , as one can expect. messages 

contained in Twitter data arc di\ erse. Consequently. there is a need to filt er 

by keywords in order Lo limit Lhc text messages Lo those which arc germane to 

the Lopic of study namely nal ural disasters. The goal of Lhis research is lo test 

the sensitivity o[ Twitter Lo natural d isa.5tcrs . Consequently, we build a cornmou 

ratalog (list of kPywords) for a ll Lypc. of disasters , and no hashtag or keyword 

specific to an event is incl udcd (e.g. "M oorc Tornado " or ·Hurricnne Sandy ''), as 

it is usually used Lo analyze the Lrcnd of a part.icular evcul on social med ia. To 

build Lhis list of keywords , we procc:. · iu scvcral steps. 
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Figure 3.3: Tweet geo-locations before/ after filtering 
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Table 3.1: Examples of word stemming 

Stem Related words 

connec t connc lion. connected. connrcting 
a ro·u a rgue. ::trguing. a rgued 
tall tall er. t a ll es t 

prod uc prod 11ct . prod uccd, pro cl ucl ion 

First. bui ld a prelimin ary li s t with a dozen basic keywords . such as: sf.mm. 

tornado. flood. hail, wildfire in order to '·pre-filter" the tweets for t he next step . 

Secondly, based on the tweets previously filt ered , we huil l a DocumentTer-

mMatrix object. The rows of the matrix r prcscnL Lhe documents (in our case 

the text of the tweets) . and Lhe columns rcprc.-ent a ll t he words in a ll thr dorn

ments. Th refore. for the i 1
h document and the j 1h word: 

r,,1 = { : . 

if j E i 

otherwi c 

In ord r Lo redu e the size of thi · matrix, words a rc stcmmecl. Stemming is 

t h process of reducing words Lo their word sLcm . which can be a rooL word or not. 

That way, several words a re considered as their common stem and consequently 

the number of columns in the matrix is reduced. Some examples arc shown in 

Ta hlt> 3.1. 

Once t his mat rix is builL, we look a t two Lhings: (i) the frequrncy lis l: the 

sum of occurrences of each word , from which one can geL the most used words iu 

t he corpu~ and derive Lhose Lhat a rc the most related to disas ter c\·rnts: (ii ) the 

Lalenl Dirichlet Allocation (LDA): LDA is a model that, for a given munbrr of 

i-opic& k. is look ing a ll the do ·urnents for k topics across Lheru and group words 
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tha t ha\·e high probabili ties to belong to the same topic 131 . 

Finally. CrisisLc.r; is a lexicon presented in 1191 aimed to improve "the recall 

iu the sampling of Twitter communica l ions tha t can lead lo greater situationa l 

awareness during crisis situa tions··. If se\·eral keyword and combina tions of key

\\·ords w0re not useful in our s t u ly, it helped us building our catalog or keywords. 

3.2. Metrics Definition 

3.2.1 Frequency Analysis 

The first s tep is to evaluate sta tistically any , ·ariation 111 the data ai1d sec if 

there is any correla tion with the el a tes or the events . In order Lo ac:l1ien ' this 

goal, several breakout detection too ls exis t . Breakout cleLcc: liou is a sta tis ti cal 

technique for detecting either sudden jumps in Lime series data (mean shift ) or 

a gradual increase in the value of a melri · between two stable sLR Les (ramp up ). 

A r cent technique d veloped by Twilter called Energy Divisi\·e with I\kdians 

detects breakouts by detecting divergence in mean. According to the R.utlio1s, 

their technique is "robust against the presence of anomalie. l·· ·I and is 3.5x 

faster than a st a te-of- t he-art technique for breakout detect ion'' I 11 I. This recent 

work is used on a daily basis a t Twilter according lo Lhe authors R.ncl it ha. · !wen 

tested at the Univer ity of Loui ville School of :vfcdicinc to iclcntifr past influenza 

outbreaks from CDC da ta 12 I· 

Using this loo! , and for a disrupti ve event such Rs a na tural disas ter. t hn'e 

different breakouts are defined for the case st udies: (i) the disrnpf,ive l im r I r1 , 

when a change is observed in t he norm a l flow. i. e. a signifi cant increase in the 

tweet frequen ·y when an event occurs; (ii ) t.lw recovering l im,e tr whe11 a second 
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cl1ange is observed , i. e. a signifi ant decrea e in the tweet frequency a ft er the 

evcnL; (iii ) Lh C' slabi lizalion l ime l 8 w heu it stops decreasing Lo reach the recovered 

sta t . These da tes will he used throughout the different ana lysis, and will help 

to defin e any variat ions in some met ri cs o\·er time such a · t he tweet frequenc,v. 

The idea here will be to compar(' bd v\'('('11 t h(' different na tura l disast('rs how long 

the normal flow of tweets is di rup ted and wha t is the reco\·ery t ime for each of 

them. 

3.2.2 Proximity Analysis 

For each disast (' r. the location of it s C<'utcr is defined. D<'p ('ndiug on the type of 

event, t he center can either be t he city or location a tornado fir t hit the ground 

(e .g . I'vloore, OK for the Moore torn ado in 2013) , Lhc city t ha t fa ced . or the 

areas around . most of the event dam age (e .g . Buffa lo , ::\Y for the \Tew York 

winter storm in 201-! ). or the closest nearby location of a wildfire (e.g. Black 

Forest wildfire in Colorado in 2014). Based on t his location , '"e compute fo r 

each geo-Lagged Lwcet iLs disLance from Lhe center of Lhe venl. Thi. · a llows lo 

define for any c<tSe sLud,v Lhe media 11 <lisl auce aud thC' third quartile va lu(' of 1 lH' 

distribution of filtered tweets during the event . and sec if varia tions occur fo r 

different typ e of di sasters. 

3.2.3 Sentiment Analysis 

A ::;('ntirnent analy is is run on tlw filt C'red hn1d s to defiue whPthcr th(' ('lllOtiou 

expressed is positive, negaLi v or neuL ral. This will be done wiLh th qdap R 

package, which provides a polm'il.IJ () fun ction tha t , by default , uses the Hu aucl 

Liu lexicon llOJ seen iu Sect ion 2.1 Io com pule a pola rity scor ' 8 for a giH' ll 
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tcxL. Firstl. , the a lgorithm checks the prese11cc of any polRrize<l word. pos iliw 

or negative , based on this lexicon. Once pola rized word arc defined. a content 

cluster .r?' is created for each of them , pulling by default the cl words before a 11cl lhc 

2 \\·orcls a ft er . T hese words, call ed valence shift crs. a rc t aggcd cit her as ncgat or 

.r;" (<'.g. ''11ofl amplifier 1·~1 (e.g. "heav ily.,) or d<'-arnplificr J·:' (e.g. "barely") 

hw ·ed on related lcxic ns . or as n ut ral ( .r~) ot herwise. Then , each pola ri zed 

word if-. weight ed w, wilh a weight of -1 if it is a ncgat ive word, - 1 oLhcrwisc. An 

add itional weight is added, based on the number of valence shifters in :r{. Finalh·. 

t he cont ex t clusters are surnm d and divided by fo, with n t he lotal munbcr 

of words. The result is the pola ri ty score>, 6. unbounded. Steps a rc detailed as 

follows: 

Wn,,9 = ( L x~ ) mod 2 

Finally: 
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After having computed the pol<'lrity score fl, the rela ted emotion expressed by 

the text is defined as follows: 

positi,·c. if o > 0.0 

polarity = neutral. if 0 = 0.0 

ncga l i ,.e. ot herwisc 

Once this polarity will be defined for each tweet , we ,,·ill look at the negat ive 

L\veet: and the skewness over Lime of the distance to the centC'r of the disaster. 

The idea is to observe if negat ive sentiment tweets cluster in closer proximity to 

the disaster location during the event . 

3.2.4 Social Vulnerability Approach 

·sing the GADf\1 object as in Subsection 3.1.2, i11 formaLion regard ing the cnunt v 

and the slate tweets hav been posted from can be dC'termincd aucl a lclcd to the 

rlata. Once each tweet is labeled with the stale and county it comes from . we 

can relate to the Social Vulnerabili ty Index detailed in Section 2.5, and see if tlw 

variations in terms of tweet frequency ca11 be related Lo the varial ions of So VJ in 

the concerned areas. We will look al l he uat ional percenti le rank NP R of each 

related county, and label the level of vulnerability as follows: 

high , if NP R >= 0.0 

uulnerabilil1.1J = ] ow. if NPR <= 20.0 

m cliurn. ot herw ise 
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Chapter 4 

Analysis and Results 

This Chapt r details the experiments eva luating Lhe sensitivi ty of Twiltt'r to 

different types of natural disasters. It de crihes t he case s tudies on which the 

experimen1 a t1011 are conducted and their resu lts. 

4.1. Case studies 

The goal of this study is Lo he as di verse as possible, therefore the case st udi ef> 

ha,·e to include several nat ural disaster of different types. The.v arc group cl 

into categories used by Lhe Federal Emergency r..Ianagement Agency (FE IA) 

to classify di. a. ter declaration : Tornadoes , Winler Slorms and Wild.fires. T hC' 

events used as case studie.· a re surmw1rized in Table 4.1. In ord0r of rows: two 

Tornado related events, one \Vildfire and two Winter Storms. PA and IA stand 

for Public a u<l Individual Assistance, listed by the FEJ\.IA (rounded, in 111illio11 

dolla r. ·). 
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1. 

TR hie -L l: List of t he different cRsc studies R irn l~·zcd 

Event Location Start Date Peak Date End Date PA IA Casualties / Damages 

l\Ioore Tornado l\Ioore. OK 5 18 12013 5 20 2013 6 2 2013 47 .6 1.5.2 24 deat hs. $2 billion 
-

AR l\ IS Tornadoes 
V ilonia . AR 

4 27 201-J. 
4 27 2014 

4 30 2014 
9.9 3.0 16 deaths. $223 million 

l'V 
Louisville, l\ IS 4 28 2014 87.9 5.9 10 deat hs 0 

Black Forest F ire Black Forest. CO 6 11 2013 6 20 2013 7.4 - 2 deaths . 22.31 milc2 burned 

i\'Y \Vintcr Storm Buffalo , ~y 11 13; 2014 - 11 26 201-1 30.6 

SC \\'inter Storm Half of t he state 2 10 2014 2 15 2014 219.2 



• Moore Tornado: This tornado has hecn rated as an EF5. the highest 

level on the Enhanced Fujita sca lr. It hit the ground of Oklahoma iu l\lav 

20. during the .\fay 18- 21, 2013 tornado outbreak that occurred mainly in 

l\ liclwestern nited Slates. Anotlwr import anl tornado touched l he ground 

lhe day before in >Jorman , close Lo the ciLy of l\loore . and has been rated 

EF4. 

• Louisville/ Vilonia Tornadoes: T hese lwo lornacloes are part of Lhe tor

naclo outbreak tha.L occurred mainly iu Southern nit ed Slates between 

April 27-30 2014 , including Arkansas , l\ lississippi and Tennessee. T hey 

have bolh been rat cl as EF4. We will refer to the na me Louisville Tornado 

in lhe a nalysis. 

• Black Forest Fire: Forest fire that started on June 11. 2013 near Col

orado Springs. Around 500 houses hav burned in what is ca lled Lhe mo~ t 

destructive wildfire in Colorado history. It took a week to fully cont ain the 

fire. 

• NY Winter Storm: Sev re . now storm lhat occurred in Lhe st.ate of \'cw 

York between 13-21 November 2014. Several counlies have been conccrucd, 

mainly in the a rea around the city of Buffa lo , \'"Y with 5 to 7 feet of snO\\'fall. 

• SC Winter Storm: Severe snow and ice storm that a ffected t lw East Coast 

of lhe united Stat s between 11-17 February 2014. Several slates, inclucli11g 

Georgia , North and South Carolina were impactC'cl. 'vVc fo cused 011 Soul l1 

Carolina, where the damages were t he highest, with several counties affected 

and up to 27. 5 inches of .- uowfall in some a reas. The city of Columbia , in 

Lhe center of the state, will be chosen for Lhe proximit y ana lys is. 
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Table -!.2: Results of the keyword filtering on the tweets with our lexicon 

Time Period Raw tweets Filtered tweets Percentage 

f\Iay 1 - 31 2013 516.750 3,997 0.77 
.June 1 - 30 2013 524.749 3,537 0.67 
February 1-2 2014 627.909 7,578 l.21 
April 15 - f\lay 15 2014 712 ,879 4,664 0.65 
.'.'<"ov0mber 1-30 2014 479.1 7 4,233 0. 8 

The list of keywords built regarding the melhodology seen in 3.1.3 consists 

of 6-! keywords rclaLed lo the voca bulary of natural disast ers. con.-rqucnccs and 

emergencv rcspon e. There i no ke.vv:ord related to a pecifi c event . as we 

want to measure the sensiti\·iLy of the crowd regarding the use of general tcnus, 

and thereby not having possibly bia. ed results by using keyword related to our 

particular event. 'The result · of the filtering arc displayed in Table 4.2 , and we 

will use these tweets filtered by keywords in the following experiments. The 

number of tweets for each time period is given. before and after the filtcrinp;. The 

tweets before t he filtering are in English , from the United States , while the tweets 

after filtering arc from the contiguou United State only (tweets labeled a from 

Hawaii and Alaska are not considered for Lhc analysis) a nd must contain ouc of 

the identified keywords. Sec Appendix A for the exhaustive li t of kc.\·words. The 

percentage of filtert'd tweets varies from 0.67% to 1.21 % of the-' raw tweC'ts. with 

an average of 0. 4o/c . 

4.2. Frequency Analysis 

sing Lhe breakouL deLcction Looi , we dcL ct lr1, lr a nd l 8 for each case study awl 

the resulLs arc listed in Table 4.3 . The lasL co lumn provides the lolal obsrrverl f'lrn e 
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Tr1ble 4.3: Breakou t dates and total obserTccl t ime for each nal urnl disas ter 

Event f r1 t,. f ,, f oh" 

!'door<' Tornado 05 19 13 6Pl\1 05 22 13 12A7'1 05 24 13 OGA:\1 108 
Louisvilk Tornado 0-l 27 1-l 6P:\I 0.J 29 1-l 12 J\ :\I O.J 30 14 12P:\l 66 
Black Forest Fire 06 12 13 GA:\1 06 13 13 06P:\I 06 1--l 13 12P:\I 5-l 
NY Wint er Storm 11 13 1-l 5Al\I 11 17 1-l llAl\1 11 20 14 llP:\I 186 
SC Winter Stonu 02 12 14 6P:\l 02 1--l l.J 12P :\1 02 17 1-l 12A~ I 104 

within these breakouts . that is l 0 1Js =ls - l r1, in hours . Twe<'ts have been grouped 

h_v 6 hour time windows to determ ine the frequenc.v over Lime and the breakouts. 

These dates will be u.-ed in further a nalysis to retrieve the twee ts posted cluriug 

the peak activity re lated Lo each event. Observed times vary from 54 hours for 

the Black Forest Fire Lo 186 hours for th Winter Storm in ~cw York . with a tota.l 

average of 103.6 hour . By grouping the disasters by their type. \Vin ter Storn.if-5 

are on average the longest oh erved nat ural d isa t rs. fo llowed by the Tornadoes 

and finally the \i\ ildfire . 

Ta bie 4.4 summarizes Lh tweet frequency variaLiou::i for ca.ch case stud.v. This 

i.- done by cornpuLiug the average frequency during the 7 days prior to Id· defined 

as the original stable state frequency v0 , and comparing Lhis frequency wit h the 

disrupted frequency llct between lr1 and Lr iu order Lo establish the rate increase. 

The significance of the difference between the two frequency mean i stab t i-

cally verified with a independent two-sample l-Le.t (with unequa l sample siz0s 

and either equal or unequal variance.- based on the result s of Levene\ test for 

homogeneity of variances) and the p-valuc PI obLai11cd . The value v~, dcfin <'cl 

as the recovered stable talc frequency, computed during a ,,·eek after I s. is a lso 

provided to see if the system go s back to the same sLaLc as before Lhe disrupti\'C 

event or noL. The p-value p2 is obLaiucd sim ila rly as PI cxc0p t it c01T0spoucls to 
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Table 4...1: Resul ts of the frequency analysis for each natural disaster 

Event T/o l/d V,9 3 inc. 7J I 7J2 I r r>r 

Ioore Tornado 
31.67 75.9 27.71 

139.68 0.0232 0.50.59 
(24. .96) (50.60) (l .00 ) 

.)4 

Loui.-villc Tonwdo 
30.26 75.5 29.03 

149.51 0.0541 0.760-1 36 (15.01) ( 4.4.:32) (1:3.64.) 

Bia k Forest Fire 
26.85 3 2-1.21 

209.10 0.0112 0.4527 
(13.4.7) ('.20.02) ( 12.37) 

18 

:\Y \\.'int er Storm 
25.93 52.28 40.57 

101 .64 0.0046 0.00 2 4 
(10.43) (:33. 77) (25.56) 

SC 'vVinter Storm 
91.31 206.5 64.6 

126.16 0.0332 0.0303 60 
(50.06) (122. 6) (35.63) 

t he test for difference bet\\·een v0 and 1/, (in ot her words , is the recov reel st ate 

statistically equiva lent Lo the ori ginal state?). The lasL column provides t hC' rr-

covf' r_\· t11ne. that is the time to recover to a stable statt' , c.ldinecl as I rrr = I , - I ,. 

in hours. 

As one might expect, the recovery lime t rrr i. proportional lo I he t olal oh-

served Lime l obs, and except for the Black Forest Fire, the !,.('(' , ·alues arc resprc-

t ively equal or greater than l 0 1J,/2, that is iL lakes more t ime to recover to a stabll' 

state than shifting Lo a disrupted state. Finally. Figures 4. 1 - ..J. .3 depict for each 

disastrr Lhe breakouts detected with the tweet frequency per 6 hours. In some 

cases, t he t hree breakouts were disLincliv l.v detected (and arc clear ly visible in 

the ploLs, such as for the i\.Ioore Tornado) , while in other cases. such as the :'\Y 

'vVinter S Lo rm, more than three grouped breakou Ls were deLecLcd. In that case 

we use t he extreme breakouts for Ld and/ , and the middle breakout for/,. that 

correspond to the group of breakout points best reflective of the disaster clat s 

listed in Table 4.1. 
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All ca cs except t he Louisville Tornado refl ect stat istically significant fre

qucuc.v changes from the s table period l o the disrup ted period . VVhilc Ll1c p 1 

\·alu(' fo r the Loui." vi lle Tornado exceeds 0.05, we f('cl this is likely due to the lack 

of arnilable data . We note that t here is a statistical di ffe rence in the variance 

of this same da La before a nd a ft er tlw disrupti ve evenL. Again , by grouping t hl' 

d isasters by their type. tlw \i\! inter Storm events a rc tho~c with the smallest in

crease (101.64 a11d 126.1 6o/c) . then the Tornado events with 139. 698 and 1.J.!J. :- l o/t 

and fin ally the Black Forest Fire has the highest rate increase with 209.10%. In

terestingly. the Black Forest Fire has bot h the highest increase and the sma llest 

recovery Lime. Regarding the recovered sta te of each disaster , the null hypothesis 

of difference in means (i.e. t he y tem has recovered to a t able state statist ically 

equi valent to t he original state) is not rejec ted for the Tornado event s a nd the 

Black F'orest Fir . However , it is rejected for both W inter Storms, therefore. the 

frequency increase for t he . Y Wint er Storm and the frequency decrease fo r lhr 

SC Winter Storm Lhat a re observed during Lhe 7 days fo llowing l s a rc sta t ist ically 

significant . 
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Figure 4. 1: TweeL frequency for the Tornado venLs 
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Tweet frequency and breakouts for the SC Winter Storm 
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F igure 4.2: Tweet frequency for Lhc WinLer Storm event 
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Tweet frequency and breakouts for the Black Forest Fire 
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Figure 4.3 : Tweet frequency for the Wildfire events 
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Table 4. 5: RC'sult s of lhC' proximit .v c-11rn lysis for raclt 11a t ural disaster 

Event Median Q3 Stdev 

Ioorr Tornado 803.51 1153 .:59 432.12 
Louisville Tornado 517.75 776.42 466.11 

Black ForesL Fire 123 1.31 1479.69 350.97 

l\Y \\ inLr r Storm 459.9 1121.30 645.79 
SC Winter Storm 537.63 674. 51 4.56.74 

4.3. Proximity Analysis 

Using thC' breakouL: letectcd iu Section 4.2, we look aL the twC'cLs I ost ed betwC'C' ll 

Id and l . for each di ·aster (sec Table 4.3) and more preci. ely at thC' distribution of 

their distance' from the cent er of the relate 1 disa:Ler. Table 4 .. s lists for rach casr 

study Lhc median . Lhc third quart ile valuC' (Q3) and lhr standard deviation of the 

distance distribution. 1edia.n values range from -159.9 miles for Lhr ~y \Vi11t cr 

Storm to 1231.1 miles for the Bia.ck ForcsL Fire. However, if thr Winter Storm 

in . ew York has the smallest median rnlue, it has Lhc third highC'st Q3 rnlur 

with 1121.30 miles, where the smallest Q3 va lue is for the \i\TinLer Storm in Soul h 

Carolina. with 674.51 miles and a median of onl.v 537.63 miles. The Wint.er St on11s 

have less than 0 miles difference in their median values (despite an important 

gap in their Q3 values) . However, il is noL Lhe case for thC' Tornadoes. We 

observe a high median value for the 1\ Ioore Tornado compared to a nrnd1 lowr r 

median value for the Louisv ille Tornado. Finally, Figures -!A Clncl 4.5 depict for 

each disaster thC' histogram of the distance distribution of lwc<" Ls posted bet w en 

l r1 and l .~ · The median value is reprcse11Lecl in blue and the third quart ile value 

in red. 
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Distribution of the tweet locations during the Moore Tornado 
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Figure 4.4: Distance distribution for the Tornado events 
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Distribution of the tweet locations during the SC Winter Storm 
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Distribution of the tweet locations during the Black Forest Fire 
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Figure 4.6: Distance distribut ion for the Wildfire events 
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4.4. Sentiment Analysis 

Csing the breakouts deLeC'Lcd in Scc·l ion -1. 2. wr look at lhc tvvects posted be

tween Id and l 8 fo r each disaster (sec Table 4.3) cu1cl more precisely a t t he twccls 

labeled as expressing a n gat i\·e sentimen t a ft er t he sentiment analysis scc'11 in 

Subsection 3.2.3 . Table 4.6 lisLs for each case study Lhe vari a tions of the skcwnrss 

of lhe dis tance dis tribution of these negat ive tweets. T he value ~10 i defin ed as 

the kewness of the distance disLribulion of negative :::enLimenl tweets during the 

7 days prior to l c1 This value i.· om pared lo the disrup ted skewness , d bet ween 

l c1 and tr in order to establish the rate increase. The significance of the difference 

between the two skewness means is stat isti cally verified with a independent t\rn

sample t-t est and the p-value p'1 obtained. The rnluc ry,.. defined as the recovered 

. table state skewne."S , compu ted during a week aft er l .~· is also provided lo sec 

if t he system goes back to t he same stale as before the disruptive c\·ent or not. 

We perform a data transformation for Lhe skewness values in order to onl.v 11 a\'E' 

posit ive values to compute Lhe rate increase. Each skewness value "(; from Lhe lis t 

-y of ·k0wness values over t ime is Lran. formed as fo llows: "(1 +-- ~f i + min ("!)+ 1.0. 

The p-value p; is also obLained simila rly as p'1 except it corresponds to the lest 

for difference bet \\·een /'o and 'Ys. Since we are fil tering again the data by the 

polari ty of tweets, thereby d iminishing the amou nt of availa ble daLa over time, 

tweets have been grouped by 12 hom l ime win dows. 

Simila rly to l4J. the idea is Lo verify if during natural disasters, negat ivc 

sentiment Lweets Lend to cluster closer to the disaster , thaL is having a higher 

posit ive skewness in their distance- to-cl isaster clis lri bu Liou cl uring Lhe di saster. 

Regarding the resul ts obtained in Table -1.6. we observe a statist ically significant 

increase of Lhe skewness for the Louisville Tornado aud both \i\l int cr Storms. 
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Table 4.6: Result s of the senl iuwnl ana lysis for each nat ural disas ter 

Event 'Yo 'Yrf "/.- 3 inc. P
1

1 p; 
l\ Ioore Tornado 

2.<109 1. 39 2.193 
-23 .67 0.0153 0.306!) (0 .525) (0. -169) (0 .569) 

LouisYille Tornado 
2.230 2.750 2.2 15 

23.32 0.0036 0.9264 (0.3 1 ) (0.206 ) (O.GO I) 

Black Forest F ire 
2.011 1.486 2.737 

-26.12 0.08cl7 6.65e-05 (0 130) (0.5 13) (0.37 ) 

:\Y Wint er Storm 
2.340 2.832 2.936 

21.02 8.54e-04 0.0116 (0.Lll2 ) (0.2 8) (0.7 11 ) 

SC Winlcr Storm 
2.4817 3.0425 2.5337 

22.60 0.0170 0. 8067 (0.504 ) (0.465) (0.605) 

011 the oLher hand . the .' kcwuess fo r the l\Ioore Tornado actua lly decreases by 

23 .67o/c . De.'pit e the fact LhaL we do observe clustering of negative Lweet s fo r 

diff ereut types of disasters. howevC'r. the c i11creascs a rr wit hiu t lw salll{' raugc 

of rv 2l-24o/c . \ Ve fina lly obserYe anot her decrease of 26.123 for t he Black Forest 

fir , neverLhelPss iL · related p~ value shows t hat it is not statisticallv sign ificant. 

likely due Lo t he b rief d isrupted period an I thereby a lack of da ta. The PS \·alues 

obtained show t hat t he skewness goes back lo a sLaLisLi cally equ ivalent recovered 

stale lo t he origina l stable slate for both Tornado events and the SC \r\l int cr 

SLorm . The negative .'ent imenl Lweel skewness shift s Lo a u even higher positive 

skewness for the Black Forest Fire and Lhe NY Winter Storm. Figures 4.7 - 4.9 

depict for each disaster t he skewness varia tions per 12 hours . 
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Distance skewness of negative tweets during the Moore Tornado 
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Figure 4. 7: Skewness of n gative tweet distance distribution for the Tornado 
events 

44 



Distance skewness of negative tweets during the SC Winter Storm 
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Distance skewness of negative tweets during the Black Forest Fire 
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Figure 4.9: Skewness of negative tweet distance distribution for the ·w ildfi re 
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4.5. Social Vulnerability Approach 

Each tweet is labeled with a socia l \·ulnerabili ty level defined as lmv . rnecli um or 

high based 011 lhc So VI 1-1 and the count .\· whrre it comes from . Once aga in . we 

use the breakout listed in Table -1.3 and lcfine for each level of social \·ulner

a bili ty l he origina l frequency ( vb0
" ' , v~"'d and ugigh) during 7 days prior to the 

disas ter, the di. rupled frequency (v:t•'. v;j1 <'d and u:t9h) bclw0en fr1 and l ,.. lhe 

rate incr'asc a nd Lhe p-value from Lhc I-t est Lo determine whether or uol the 

difference in means is statisti cally signi fi 'i'Ul t (JJ1n"" Pm <>d and p1119,,). Result s a rc 

list e l in Table -1.7 with the statist ically significant differences highlighte l. and 

Table ~.8 lists for each case sl udy the percentages of l wee ts by social vulnerabi lity 

iewl of Lh coll11lies they are from. 

Fro111 the resul ts , we observe that not a ll the ca. e studies have <t slalist ica ll.v 

, ignifica nt increase from mediuml.v vulnerable areas . like for the Louisville Tor

nado or the SC \!\'inter Storm. Both \!\!inter Storms have a significant increase in 

areas \\·i th low and high vulnerability, and the >.Y Winter Storm obsen-es signifi

rnnt shifts in a ll areas. Interestingly. in four of five disasters a significant increase 

i11 the highly vulnerable areas is observed. For the a reas with medium soc ia l vul

nerabilit~·. we obs<'rve less signifi cant changes - thrC'<' of fiw disa, tC'rs d<'lll on:t rntc 

statistically signifi cant changes , a l though the frequen cy shift for the SC \\·inter 

Storm is nearly significant. For the counties with lmv socia l vulnerability. we ob

serve even less statistical evidence of a behavioral change: a significant increase in 

three of five disasters. hovYe,·er , one of which (the Louisville Tornado) i close to 

the ~ignificauce threshold. The statistically significa11l rate incn·ase · observed for 

high vulnerability a reas ra11gc between G2-16Go/c while Lhosc observed in 111cdiu111 

and low vulnerabi li ty range [rorn 98% to 306 Yc.. That is, clue to the inherenl 
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, ·a ri a bility in the d a La by SoVI Jew!. it seems tha t TwitLer is more sensitive to 

cha nges iu the more vulnerable a reas. 

The proportion of tweets fo r each of the three vulnera bility levels a r<' rcla

t i,·cly consis tent across each o f the disasLcr scena ri os under invesligaLion . Ap

proxima tely 11.5 - 15.5% of Lhe LweeLs orig ina te from low v ulnerabilit y a reas . 

\•,;hereas 53.5 - G07o a nd 28.5 - 32. -% o f the tweets orig ina te from medium a nd 

highly vulm·rable a reas, respec Lively. Figures 4.10 - 4.12 d epicL for each disas ter 

the LweeL frcq11 C'ncy pe r 6 hour. by socia l vulncrabili Ly level. 

48 



I 

,j::.. 
c.o 

Event 

r-.Ioore Tornado 
Louis,·i lle Tornado 
Black ForesL Fi re 
0JY \ \Tinter SLorm 
SC \Vinter Storm 

Table 4.7: Results of the socia l vu incrability approach for each naL ural disaster 

I vbow //l ow 3 inc. Pioli' I v O'H'(l l/m<'d 3 inc. P111 ('r1 I h1yh /u gh 
rl d //() l/rl 

3.48 8.1 132.66 0.0726 19.19 48.9 154.88 0.0141 9.0 18.7 
4.19 17.0 306.19 0.0496 15.89 42.0 164.34 0.0704 10.19 16.5 
3.85 12.6 227.12 0.0710 13.59 50.2 269.32 0.0115 9.41 20.2 
3.78 7.5 98 .53 0.0150 13.52 29.22 116.16 0.0039 8.56 15.4-1 
14.69 38.50 162.04 0.0250 53. 12 105 .38 98.39 0.0508 23.50 62 .50 

Table 4.8: Percentage of Lwcets by level of social vulnerability 

Event Low (3) Medium (3) High (3) 

r-.Ioore Tornado 11.59 60.11 28.30 
Louis,·illc Tornado 14.71 53.33 31.96 
Black Forest F ire 13.34 54.26 32 .39 
\'Y 'Winter SLorm 13.54 55.83 30.63 
SC \,\:int er Storm 15.55 55 .17 29.28 

3 inc . JJ1i ,91i 

107.78 0.0689 
62.0 0.0201 

114.72 6.047e-06 
80.52 0.0146 

165.96 0.0440 
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4.6. Discussion 

First, regarding lhe re.-ults oblc1 ined in the frequency a na lysis, aucl more partic

ul a rly regard ing the breakout detection and recovery times. we ob erve different 

patterns. On avrrage, Lhe Lota] obsrrved lime of disruption is the longest for 

~inter Storms. fo llowed by the Tornado e\·ents and lastly the \\"ildhre . Tor

nado breakouts can be brief events compared to \VinLer Storms. so Lhis order 

makes sense. However. for the Black Fore t Fire , we do obsen-e a significant 

variation in term.- of t \\"eet frequency bul the breakout detected for Lhe end of 

t he cvenL is nCJt even close Lo Lhe end daLe of Lhe disaster, as if people on ly talked 

about it when the fire started and then topped. rnayhe because t hey were not 

directly impacted by the disaster. A secoud increase can be observed aft er the 

fire has heen contained and can he explained by people and news media talking 

about the darnag(' - and casualt ies caused lJy the fire once the fiual nurnlJt•rs w<'H' 

publicly known. \Ve also ob. erve for boLh Winter Storms thaL Lhey do 110L recover 

to a. tatist ica lly equivalent state as before the d isruptive event. \Ve int erpret the 

increase observed for Lhe NY Winter Storm in a similar way as Lhc Black Forest 

Fire, Lhat is the storm stopped several days after Lhe breakout detected on soc ial 

media, and therefore this increase is possibly clue to posL-en'nt traditional med ia 

coverage. The decrease of frequency observed for the SC W int er Storm ca.11 he 

interpreted in the opposite way. Indeed , we observe that the beginning of the 

storm occurred before we detect it on TwiLLer data, hence we do have pre-ew11ts 

that influence the frequen cy hefore the first breakout. A previou ]:\· stated. an 

interest ing finding is that the recovery time detected is proportional to the total 

observ d Lime, and except for Lhe Black Forest F ire, we observe Lhat it t aim:> 

more time Lo recover Lo a stabk stale than shifting Lo a d isrupt ed s t ate. Couse-
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qucntly. \ve conclude tha t the tweet frequency along with t he breakout detec tion 

is ~ en itive t o different t~·pes of natural di sa ters. 

Regarding the resul ts obtained during the proximity analysis. the fir t trend 

we ob:C'rn:- is that. regarding \Vint cr Storms. the n1C'dian distance is about the 

same for both event s. However. the difference between their Q3 values is impor

tant. \Ve expla in it bv the fac t tha t . dC'spitc the highest damage's occurring in 

the state of !\cw York. this s torm originated from t he Pacific \'ortlrn·cst before 

hit ting the Ea<> l coa t of the U.S. . while the SC Wint er Storm mainly hit t hC' 

Southern East coast of the nited Stales. We also observe that. for the Black 

Forest Fire. t weeLs a re widely spread in th country, which can be rcla tC'd to the 

fact that incc a forest fire docs not direct !~· hit a la rge populat ion a rea (at least 

not a L the begiuning). tweets ar less clustered close Lo the disaster. Finally. for 

the Tornado event s, we observe for the Louisville Tornado values slightly higher 

than for the \Vinter Storms. Howc\·er , for the T\loorc Tornado . we do ha,·e ,-al11es 

way above the Louisville Tornado. We explain it by the fact that this specific 

event , due Lo the high damage · it caused a.s an EF5 tornado and Lhe ca."ua lties. 

has been uniqu<'ly relayed in media and has beeu an imporLaut topic a ll over t hC' 

country. We conclude that the proximity is in indeed cnsitivc to different types 

of nat ura] disasters. 

Regarding the results obtained during the sentiment analysis, 111 Lhc four 

cases where the negative .'enLimenl tweet skewn ss variat ion was sta tdicall .v 

significant during the natural disaster. we observe in three of t hem an increase of 

Lh<' skewucss of the dis tauce di.'lribuLion , that is t wceLs LhaL express <1 uega t i,·c' 

sentiment cluster c loser to the disaster. Th<' increase is rela tively cow;t ant in 

these cases, around 22% regardless the type of disas t r. Nevertheless. th<' fomt h 

C}tSe. which is the Moore Tornado. observes a decrease' or this skC'w ness. tha t is 
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ncga tin' t wcets clu tered furth er during the disaster. This can be explained hy 

llw same reasons we observed higher values for l his case in the proximity analysis. 

Furthermore. the skewne.'s docs not go back to normal fort wo disasters, thr Black 

Forest Fire and the :\Y \\>.inter Storm. In bolh cases, the skewness .'hifts lo an 

en:•n higher posi ti vc skewness d ming the rr ·overcd st able period. Therefore. 

eit her the breakout detected should be modified to account for the full disaster 

or. morr likcl.\'. longer term events require more complex analyses. Such analyses 

should account for end-of- event traditional media spikes , recapping fin al casualty 

anJ damag est imates. Finally, we conclude that lhe sentiment is indeed scnsiti\'C 

to different types of natural disasters. 

Lastly, regarding t he results obtained during the social vulnerabili ty approach. 

we clearly observe t he most tati tica lly ignificant changes in highly vulnerable 

areas compared to counties with medium and low social vulnerabili ty in which 

we obscffc, respectively, less and even less significant changes. We arc drawing 

the conclusion that the sensitivity level to natural disasters in terms of t wrel 

frequency increases as the social vulnerability of the ·oncerned areas increases . 

that is areas highly vulnerable are likely to be more sensit ive than thosr less 

vulnerable. Therefore the social vulnerability level is ensitivc to different types 

of natural disasters. 
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Chapter 5 

Conclusion 

The principal motivation to conduct this resea rch is. Lo the best of our knowlcdgc. 

the gap in literal me regarding Twitter sensitivity lE:>vels lo different l,vpt·s of 

natural disasters. Consequently. we buil t a set a general keywords. defined several 

case tudies and studied the sensitivi ty of Twitter to these events on different 

metrics: lhe I weet frequency with breakout detectiou , the proximity-I a-d isaster 

and the sentiment expressed . Add itionally, a novel contribution is the analy!:i is of 

th frcque11cy s ·us1t ivity by level of soc ial vulnerabili ty of Lhe populat ion. 

The results of our empirical analysis show that indeed , each of Lhese metri cs i ~ 

sensitive Lo na tural disasters and the type of disaster. In the Discussion Sect ion. 

we also explain that Lhe traditional media coverage of an event may play an im

portant role. The breakout detection method successfully capt ures Lhe beginning 

aud ending of shorter duration even Ls (e.g . Moore Tornado) , however. t hr cud 

breakout dates do noL correlate well with Lhe end of longer durat ion event s (e.g. 

Black F'oresL Fire) . This is evidence Lo support the hypothesis that the intrnsity 

of LhP socia l media response is not susLai11cd for longrr events which may loose 

the aLt.ention of Lhe public over Lime. However , renewed int Prest is cvidr ncC'd 
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111 post-disaster socia l media sp ike ·. possibly clue to trad itional media co\·er<1 ge 

recapping da m1-1ge a nd or casualty reports. 

An import ant cha llenge is the potential lack of available relevant data. \Vr 

filt er T\,·i th'r data with g<'11cral disaster rd at <'cl k<'ywords, as opposed to (•w11t 

related keywords to help generalize the efforts and not to focu · on single events 

~possibl .v biasing the resu lts). We a l. o filt er based on language . presence of gco-

tags and gco-lor.ation , which mav lead to an insuffi cient amount of ava ilable 

rdernnt data. 

To summarize. we hypothesize the t rue effects of Twitter as a social . cnsor 

LO 1mt ural cl basters as a fun ction .f of the informa tive content rela ted lo na l ural 

disasters plus S<' \·eral potent ia l sources of error as depiclcd in Equat ion 5. 1. There 

is a need lo account for th ree of t hese factors by minimizing t heir rcspecLiw error 

in order to better process and analyze Twitter data. 

T.. ,, ,,sor = .f ( rrnformativ<" Filtering. Brea/..:oul Detection. 
ronlf'nt 

Sen lim('nl Detection. c) 
( 5.1 ) 

Filtering is t he most importa nt factor . The validi ty of using Twitter as a 

sensor is rlep ndenL on the ability Lo extract informative content (signal) from 

t he vast a.mount of unrelated content (uoise) in so -ial med ia . T he goal with 

filtering is to isolate the relevant data from the noise without eliminating the sig-

nal. Having a sufficient amount of data is important, especia lly when t he lexicnn 

does not inclu<lv k<'ywords spc•cificall.' · relat<'d to a particular c·vc'nt. Filtering by 

geo-Lagging is a lso a non-negligible source of data reduct.ion. 

Several models and tools Lo detect shifts in time srries da ta. exis t , the goal of 

Brc(/,kout Del eclion is to detect the breakouts t hat best reflect the disaster re-
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lated social media respon. e and thereby mitigating the modeling error. The tool 

u.-ecl in this st udy wa.- developed by Twitt r and is fast and robust against the 

presence of anomalies. However , further enhancements to such tools will benefit 

signal detect i >11. 

HC'garding the S enli1nenl Det ection factor. analyzing the seutiment expressed in 

a text i a difficult task that requires sophist i ated tools and lexicon in order to 

minimize the misclassification. In this anal.\·sis we use t he Ilu and Liu lexicon 

and compu te a polarity score for each tweeL. Sent iment analysis in general is s t ill 

an act ive a rea of re earch . 

f represeuts t he irred ucible error , t hat is the variat ions of human act ivi ty in social 

med ia. 

We believe· that t he informative content is a fun ct ion g of l he following factors : 

T inforrnuf/l'i' = g (Proximity , Social V uln e1·ab-ility. Technology) (5.2) 
1·onff'nl 

The P ro.T im ily or distance-to-di aster influences individuals to post content 

ahout a nat ural disaster. People in closer proximity to the disaster a re rn ore 

likely to posL. 

The level of Social Vv,lnerabil ily is also a factor which influences sensitivi ty to 

natnral disast<'rs. More vulnerable a reas obst'rve more significaut variatious iu 

Twitter behavior . We use in t his st udy the So VI in order to define this vulncra-

bility at the coun ty level. 

Both access and adoption to Technology are factor that can influence th' sen-

sit ivity. Indeed , populations need to have a device with power and connected 

to Llw Internet in order to use TwitLer. It is also dependent ou their willing11 css 

t.o use . uch online platforms to communicate, and their wi llingness to provide 
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informa tive conl enL , includ ing personal senlirneut. needs . a nd possibly adv icr 

and recommen dat ions to affected individua l . In th is st udy, we ass ume both the 

access and adoption to be sufficient . 

In this work. we contribute to the Filt r1·ing of Twitter data by using a set 

of general keywords created b:v us iug La.Lent Dirichlet Allocation among ot her 

techniques. \ Ve use a rt'cent a nd powerf1il tool clcvcloped by Twitter for the 

Brrakou l Dr f rel ion , as well as effi cient and ommon polarit)· estimation t ech

nique. for the Sentiment Detect ion. Fina lly, we analyze the impacL of the 

Prn:r;imi ly on Lhe public and we bring a new contribution by contrasting the 

sensitivity to natural di ·asters ba.'ed on Lhe Social Vuln erability level of the 

populat ion. The source of error and areas for poLenLi a l future research include 

the improved abi lity to filt er by keywords. to better detect tatistically ignificant 

shift s i11 tweet ing and a n enhanced ab ili ty Lo analyze a nd unders tand sent irnent . 
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