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A B STR A C T

This work is concerned with the analysis and control of thennoelastic vibrations in rectan­

gular plate structures using piezoelectric materials for the sensor(s) and actuator(s). Both isotropic 

and symmetrically laminated, cross-ply composite plates subjected to mechanical and thermal loads 

are studied. Chapter 2 develops an analytical solution for the case of a simply supported, rectangu­

lar symmetrically laminated, cross-ply composite plate subjected to a thermal shock. The analysis 

includes the interaction between the strain and temperature fields and. in the case of the composite 

plates, investigates the efiect of accounting for the orthotropic material properties in the governing 

elastic and thermal equations. The resulting solution for the vibration of the composite plate is 

compared to a  previous analysis of a homogeneous, isotropic, rectangular plate. Comparison indi­

cates that, while the solutions have similar forms, the explicit summation in the isotropic solution 

has been replaced by implied summations resulting from vector inner product multiplications in 

the composite solution. Chapter 3 develops a new coupled thermoelastic finite element model of 

a rectangular plate with embedded piezoelectric patches suitable for closed loop vibration control. 

The open loop response of this model subjected to a  thermal shock is validated against the response 

of the Chapter 2 solution, and the closed loop response is validated against previous work. In both 

cases, the new finite element model compared favorably. Chapter 4 describes an approach used to 

design controllers suitable for closed-loop control of plate thennoelastic vibrations, and applies this 

approach to two different design problems. Chapter 5 presents the conclusions and suggestions for 

future work.
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C H A P T E R  1 

IN T R O D U C T IO N  A ND LITER A TU R E R E V IE W

1.1 Introduction

The past two decades has seen a flurry of research activity in the field of intelligent, or smart, 

structures as witnessed by the number of reference articles contained in the survey papers of Rao 

and Sunar [1| and Crawley [2], a pioneer in this field. Intelligent structures are defined by Wada et 

d  '3i as actively controlled structures with a highly distributed, as opposed to a  localized, control 

system. Much of this %-ork has focused on the use of piezolectric materials to provide the sensing and 

actuation capabilities of the control system. Piezoelectric materials can be used as sensors because 

they possess a phenomenon called the direct piezoelectric efiect. This means that, when the material 

is subjected to a mechanical force, the induced strain produces an electrical charge in the material. 

Conversely, when the material is subjected to an electric field, the material reacts by producing a 

strain or mechanical force. This is the converse piezoelectric efiect. and is the basis of the use of 

piezoelectric materials as actuators. The most commonly studied piezoelectric materials are lead 

zirconate titanate (PZT) and poUndnylidene fiouride (P \’DF or PVT2). Most studies of intelligent 

structures are in the area of vibration control, with some work in the area of buckling enhancement 

:4l . Recently, research has focused on control of thermally induced vibrations of intelligent structures. 

e.g.. the papers by Tauchert [Sj, Tzou and Howard [61. Chandrashekhara and Kolli [71, Tang and Xu 

[Si. and Zhou et d  [91. A thorough understanding of the coupling between the thermal, mechanical, 

and electric fields is required to achieve the promise of intelligent structures as. by definition, these 

structures will contain the heat generating power electronics as part of the distributed control system. 

This work is concerned with the control of thermoelastic vibrations in rectangular plate structures 

using piezoelectric materials for the sensor(s) and actuator(s). Both homogeneous, isotropic and 

symmetrically laminated, cross-ply composite plates subjected to thermal and mechanical loads are 

studied and compared.



1.2 Literature Review:

The following literature review lists all papers reviewed over the course of this work. The 

papers are grouped according to the field of study, thennoelastic. piezoelectromechanical, and 

piezothennoelastic. Within each group, the papers are listed in chronological order.

1.2.1 Thennoelastic Literature Re\’iew

The response of a homogeneous isotropic plate subject to a thermal shock vas first treated by 

Boley and Weiner [10], and Kovalenko and Khamaukhov [111. These works ignored the interaction 

of the strain and temperature fields which adds damping to the system. Kozlov [12! included the 

interaction of the strain and temperature fields in his analysis of a rectangular, homogeneous isotropic 

plate.

Chung [13] performed an early survej' of dynamic problems of thermoelasticity. Both lin­

ear and nonlinear vibration problems in thermomechanics associated with elasticity. \TSCoeiasticity. 

plasticity, and magnetoelasticity were presented.

Ignaczak's survey paper [14] presented a look at the historical development of linear d^mamic 

thermoelasticity over the period 1836 -  1981. A linear theory of non-steady heat conduction was 

combined » ith  elastodynamics to describe thermo-mechanical processes in a solid body. Due to 

the complicated structure of the governing equations, only a few one-dimensional initial boundary 

value problems had been solved in a form suitable for complete analysis- A relatively large number 

of problems that had been solved successfully concerned periodic thennoelastic disturbances. The 

reason is that the periodicity hypothesis allowed the reduction of the governing equations to a form 

appropriate for the application of classical elastodjmamics. The survey also included a description 

of the fundamental results of a basic system of field equations for d>'namic thermoelastidty with 

relaxation times. Suggestions concerning areas of the theory that were critically in need of further 

investigation were given. This survey paper contains 50 references. The second survey [15] covered 

the significant and numerous developments in the field of thermoelastidty that had occurred during 

the first half of the 1980’s. This induded coupled thermoelastidty with or without relaxation times.



Included were new global balance laws, domain of influence theorems, convolutional variational 

principles, closed-form aperiodic-in-time fundamental solutions, qualitative properties of particular 

solutions, and results on thermoelastic waves propagating in beams, plates, and shells. This survey 

paper contains 84 references.

Tauchert [16| presented a survey of investigations concerned with the response of flat plates 

to thermal loadings. The three major topics were: (i) thermally induced bending, (ii) buckling, 

postbuckling, and large deformation behaviors, and (in) vibrational characteristics associated with 

elevated temperatures and rapid heating.

Chandrashekhara il7| used a finite element formulation to analyze the buckling behavior of 

laminated composite plates subjected to a uniform temperature field. Transverse shear flexibility 

was accounted for in the analysis using the thermoelastic version of the first-order shear deformation 

theory.

Mukherjee and Sinha [18! examined the coupled dvmamic thennoelastic response of a fibrous 

composite plate etposed to a thermal shock. An explicit and integrated finite element method was 

employed to solve the associated coupled thermoelastic equations simultaneously. Classical linear 

coupled thermoelastic theory was considered for a laminated composite plate. The structural model 

included the effects of extension-bending-twisting coupling, shear deformation, and rotary coupling 

inertias. .An example was presented of a simply supported carbon-carbon composite plate subjected 

to a central thermal shock.

Tamma and N'amburu [19] presented an overview of non-classical and classical dynamic ther­

moelasticity models and equations governing thermal-structural interactions. Attention was focused 

on the computational approaches for the modeling and analysis of various classes of problems encom­

passing thermal-structural interactions. These interactions were broadly classified as: (i) thermally- 

induced stress wave propagation problems. (») thermally-induced dynamic (inertial type) problems, 

and (Hi) the general field of thermal stresses. A variety of illustrative numerical examples encom­

passing non-classical and rtassiral influences were presented to provide an improved understanding 

of the behavior of thermal-structural problems via effective unified computational developments.



This review article contains 142 references.

Blandino and Thornton [20] described the first detailed study of thermally induced vibration 

caused by internal heating. A mathematical model was developed to predict the thermal-structural 

behavior of an internally heated beam. The results from the model were compared to the results 

obatined from an experiment. The model accurately predicted the steady-state temperatures, ad­

equately predicted the steady-state displacements, and predicted the displacement histories with 

some error. The analysis revealed that the natural frequencj’ of the beam was more important 

than the heating rate in determining if vibrations will occur, and the convection heat transfer gov­

erned the amplitude of nbrations and steady-state amplitude. This study showed that thermally 

induced vibrations of internally heated beams belong to the class of vibrations called self-sustaining 

oscillations.

1.2.2 Piezoelectromechanical Literature Review

Crawley and Anderson [21j developed techniques for modeling induced strain actuation of 

beam-like components of intelligent structures. The models presented described the detailed me­

chanics of induced strain actuators bonded to and embedded in one-dimensional structures. The 

specific characteristics of one type of induced strain actuator, piezoceramic materials, were discussed, 

and implications for practical use of piezoceramic actuators were outlined.

Crawley and Lazarus [22! developed and experimentally verified the induced strain actuation 

of plate components of an intelligent structure. Equations relating the actuation strains, created by 

induced strain actuators, to the s trains induced in the actuator/substrate system were derived for 

isotropic and anisotropic plates. Plate strain energy relations were also developed.

Lee [231 presented theor}- and experimental validation of various aspects of vibration control 

using piezoelectric sensors and actuators. Topics covered included Classical Laminated Plate Theory 

with embedded piezoelectric sensors and actuators, twisting/bending sensors and actuators, vibra­

tion control of a cantilever beam using modal sensors and actuators, spatial filters to measure wave 

propagation which can be used to develop non-causal vibration sensors, and piezoelectric strain rate



sensors.

Chandrashekhara and Agarwal [24| used a  finite element formulation for modeling the be- 

ha\dor of laminated composites with integrated sensors and actuators. The formulation was based 

on the first-order shear deformation theor}', which is applicable for both thin and moderately thick 

plates. The model was valid for both continuous and segmented piezoelectric elements that can be 

either surface bonded or embedded in the laminated  plate.

Tzou and Fu. Part I [25], developed a plate model for segmented sensors and actuators using 

a modal decomposition method. A model with single-piece symmetrically distributed sensors and 

actuators was compared to a model with quarterly segmented-distributed sensors and actuators. 

For symmetric boundary conditions, it was analytically shown that the single piece sensor/actuator 

was incapable of sensing/controlling the antisymmetric (even) modes. The quarterly segmented- 

distributed sensor/actuator was capable of sensing/controlling all but the quadruple modes. In 

Part II '261. active vibration control of a plate with various sizes of sensors/actuators and control 

algorithms, proportional feedback and Lvapunov. was investigated. Time-history responses of the 

plate with and without feedback controls were analyzed and compared.

Barret [2T| investigated the characteristics of directionally attached piezoelectric (DAP) ele­

ments and constructed a low aspect ratio DAP torque-plate wing. Qosed-form expressions of DAP 

strains based on laminated plate theory were presented. The models demonstrated that DAP ele­

ments can generate pure extension, bending, or twist deflections in beams and plates. Experimental 

beam specimens were constructed to verif}’ the models. Tests showed that 0.030-inch (0.0762-cm) 

thick a lum inum  beams with antisvtnmetrically laminated DAP elements produced twist rates of 0.23 

degree/inch (9 degree/meter) and bending rates in excess of 0.36 degree/inch ( 14 degree/meter) with 

theor}' and experiment in close agreement. A DAP torque-plate was constructed of 8.0-mil-thick 

piezoceramic elements bonded antisymmetrically on a 5-mil steel substrate. The torque plate was 

then used to induce pitch deflections in a subsonic missile fin with a XAC.A 0012 profile and an 

aspect ratio of 1.4. The wing demonstrated a break frequenc}- in excess of 80 Hz and static pitch 

deflections of 8.5 degree, showing excellent correlation with theor}'.



Rao and Sunar [Ij presented a survey of the recent research trends addressing piezoelec­

tricity in the context of distributed sensing and control of flexible structures. A brief historj' of 

piezoeiectricitj' is also noted. This article contains 145 references.

Anderson and Hagood i28| developed a general formulation for coupled electromechanical 

modelling specialized to the analysis of transducers used for simultaneous sensing and actuation.

Crawley [21 presented an overview and assessment of the technology leading to the develop­

ment of intelligent structures, and listed the present and future needs required to fulfill the promise 

of intelligent structures. This article contains 128 references.

Gu et al ,291 performed an experimental in\’estigation into the implementation of shaped 

PVDF modal sensors to control specific modes of vibration of a  simply supported rectangular plate. 

The plate was excited by a steady-state harmonic point force while the control was achieved by n̂ -o 

Independent piezoelectric actuators bonded to the surface of the plate.

Main and Garcia 30! presented data illustrating the need for inclusion of piezoelectric non- 

linearities if accurate system models are desired. The analysis used describing functions to improw 

the overall accuracy of the system model, but also noted that describing functions are extremely 

sensitive to amplitude at low actuator displacements which compromises the accuracv" of system 

models that include voltage-controlled piezoelectric actuators. It was also demonstrated that using 

charge-feedback control with piezoelectric actuators makes the use of nonlinear elements less press­

ing since the charge control describing functions are much nearer unity than their voltage-control 

counterparts.

Chen and Chopra [31| developed a smart rotor with active control of blade twist using embed­

ded piezoceramic elements as sensors and actuators to minimize rotor vibrations. A 1/8 Froude-scale 

(dtmamically scaled) bearingless helicopter rotor model was built with banks of torsional actuators 

capable of manipulating blade twist at frequencies from 5 to 100 Hz. The effectiveness of the torsional 

actuators and vibration suppression capabilities were assessed using wind tunnel tests. Accelerom­

eters embedded in the blade tip were used to measure the osdUatoiy blade twist response. The 

changes in rotor vibrator)- loads due to piezoinduced twist were determined using a  rotating hub

6



balance located at the rotor hub. Experimental test results showed that tip twist amplitudes on 

the order of 0.3 degree were attainable in forward Sight. Although these amplitudes were less t han 

the target value (1 to 2 degree for complete vibration suppression control), test results showed that 

partial \ibration reduction was possible. Open-loop phase shift control of blade twist at the first 

four rotor harmonics was used, and changes in rotor thrust of up to 9 percent of the steady-state 

values were measured.

Barret et al f32| presented two new designs for aerodjmamic control surfaces that employ 

piezoceramic actuation elements. These control surfaces consisted of a graphite/epoxv’ shell that is 

free to rotate around a stiff graphite/epoxy spar, with the rotation controlled by piezoceramic (PZT) 

element(s). The authors refer to this class of control surfaces as Flexspars. The tip-joint Flexspar 

was designed for low-torque large deflection applications, and uses one PZT bender element. The 

shell-joint Flexspar was designed for high-torque small deflection applications, and uses multiple 

PZT bender elements. Classical laminated plate theorv" was used to predict the bending curvature 

of the PZT bender elements and kinematics was used to determine the associated control surface 

deflection. A tip-joint Flexspar was constructed to veri^' the theorv’ and determine the dynamic 

characteristics. Several bench and wind tunnel tests were performed to determine the actuation 

range and frequency' response of the test specimen.

1.2.3 Piezothermoelasticitv Literature Review

Xowacki [331 presented a thorough treatment of the theorv- of dvmamic thermoelasticitv- in­

cluding piezothermoelasticitv' and magnetothermoelastidtv'. The theoretical foundations of dynamic 

thermoelasticitv' were presented in a context useful to practicing engineers and scientists. It de­

scribed. through examples and discussions, the magnitudes of the coupling effects which distinguish 

this subject from previous works in thermoelastidty. This book, published in 1975. is an English 

translation of the original monograph written in Polish and published in 1966.

Tauchert [5] examined the response of a thin composite plate constructed of piezothermoelas­

tic laj’ers and subject to stationary thermal and electric fields. Solutions based on classical lamination



theor}' were extended to include piezoelectric eSects for a "free" plate of arbitrai}' contour and for a 

simply supported, rectangular plate. This analysis assumed a linear temperature gradient through 

the thickness of the plate.

Tzou and Howard [6j developed a generic piezothermoelastic shell theorv' for thin piezoelectric 

shells using the linear piezoelectric theor}' and Kirchoff-Love assumptions. A simplification proce­

dure. based on the Lamé parameters and radii of curvatures, was proposed, and applications of the 

theor}' to (1) a  piezoelectric cv'lindrical shell, (2) a piezoelectric ring, and (3) a piezoelectric beam 

ware presented.

Tang and Xu [8] presented a theory for d}'namic analv’sis of piezothennoelastic laminated 

plates. The general d}'namic equations, which include mechanical, thermal, and electric effects, 

were derived based on the anisotropic composite laminated plate theor}'. Analv'tical dynamic solu­

tions were obtained for the case of general forces acting on a simply supported piezothennoelastic 

laminated plate. As a special application of the solutions, they examined the harmonic response to 

temperature variations and an electric fields. Their analv'sis assumed a linear temperature gradient 

through the thickness of the plate.

Chandrashekhara and Kolli [71 developed a mathematical model for the activ'e control of ther­

mally induced vibration of laminated doubly curved shells with piezoelectric sensors and actuators, 

assuming a linear temperature gradient. Their model took into account the mass, stiffiiess. and 

thermal expansion of the piezoelectric patches. A continuous nine noded shear flexible element 

was implemented to model the shell. A constant gain positive position feedback algorithm was used 

to activ'ely control the d}'namic response of the shell in a closed loop.

Lee and Saravanos [34! used discrete-layer mechanics to develop a  model of the completely 

coupled mechanical, electrical, and thermal response of piezoelectric composite beams. Finite ele­

ment equations were developed and implemented for a beam element with linear shape functions. 

Comparisons with conventional thennoelastic finite element anal}'sis and classical beam theor}' were 

presented. Numerical studies were used to demonstrate the capabilities of the model to predict 

the thermal deformation of composite beams, as well as the active compensation of these thermal

8



deformations using piezoelectric structures.

Smittakom and Heyiiger i35l studied the steady-state and transient behavior of laminated 

hygrothermopiezoelectric plates under the coupled effects of mechanical, electrical, thermal, and 

moisture fields. A three-dimensional discrete-layer model was developed for anal\-zing rectangu­

lar multilayered laminated plates with various tj-pes of boundary condition. The discrete-layer 

model employed one-dimensional finite-element approximations in the chrough-thickness direction, 

and two-dimensional in-plane analytical functions [e.g.. trigonometric and polynomial functions). 

The lam inates were excited by surface tractions, electric potentials, temperature, and/or moisture 

concentration on top. interlaminar. and bottom surfaces.

Zhou et al [9] recently developed a completely coupled thermo-piezoelectric-mechanical the­

ory to model the response of composite plates with surface bonded piezoelectric actuators. They 

used a higher-order lamina te  theory to describe the displacement fields to accurately model the 

transverse shear deformation. They used a higher-order temperature theor)' to model the temper­

ature distribution through the thickness of the composite plates. A two-dimensional finite element 

model was used to implement the coupled theory. Studies were performed to anah'ze the response 

of a plate under thermal and piezoelectric loads. Numerical results indicated that the the thermo­

piezoelectric-mechanical coupling has significant effect on the dynamic response of composite plates.

1.3 Significance of This Research

In the current work, two models that can be used to solve the coupled thennoelastic differen­

tial equations governing the response of a lam inated  composite to mechanical and thermal loading 

were developed. These models accurately predict the temperature field in a laminated composite 

subjected to thermal loads.

The first model is an analytical solution of the dynamic response of a  rectangular, simply 

supported, symmetrically laminated, composite plate subjected to an external thermal shock. This 

is an extension of the work on rectangular, homogeneous, isotropic plates performed by Kozlov fl2[. 

Comparison of the two solutions using a rectangular aluminum plate indicates very good agreement.



The second model is a  finite element model of a symmetrically lam inated  composite plate 

containing surface mounted and embedded piezoelectric elements in a form suitable for feedback 

control design. This model includes two-way coupling between the thermal and mechanical fields, 

and one-way coupling between these fields and the piezoelectric field. The piezoelectric sensors 

account for the one-way coupling of the thermal and mechanical fields with the piezoelectric field, 

and the piezoelectric actuators account for the one-way coupling of the piezoelectric field with the 

mechanical and thermal fields. A new technique to couple displacement plate finite elements with 

three-dimensional thermal finite elements was developed. Although this work is ver>’ closely related 

to the recent work by Zhou et al [9j. the major differences are:

1. A three-dimensional finite element model with linear shape functions in the plate thickness 

direction was used to describe the temperature distribution through the thickness of the plate 

instead of an assumed functional distribution. This approach allows for more general boundary 

conditions in the plate thickness direction at the plate edges, and the incoporation of internal 

heat sources.

2. The piezolectric actuators and sensors can be embedded in the plate and are not restricted to 

only surface bonded actuators and sensors.

3. The current work uses a  1*‘ order shear deformation theory to describe the displacement fields, 

while Zhou et al used a  third-order theory.

4. The current work formulates the coupled thermopiezoelectric model in state-space form and 

applies recent advances in control theory to reduce the order of the model.

This model was used to design feedback controllers for two different smart plate applications using 

classical control performance and stability metrics in conjunction with a constrained optimization 

routine. The first application is concerned with designing a set of constant feedback gains to min­

imize the mechanical impulse response of a  clamped graphite/epoxy/PZT smart plate. This study 

compares a linear controller with two controllers that Umit the applied negative electric field to within
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the recommended limits for PZT. The second application requires the design of a set of constant 

feedback gains to minimize the thermal impulse response of a  simply supported graphite/epoxj'/PZT 

smart plate.

II



C H A P T E R  2 

TH E R M A L  IM PA C T T H E O R E T IC A L  SO LU TIO N

2.1 Introduction

This chapter de\'elops a theoretical solution for the response of an orthotropic simply-supported 

plate subjected to a thermal shock. Specifically, the solution is developed for a simply-supported. 

:V-Iayer. s>Tnmetrically laminated, rectangular plate (0 < x < a: 0 < y <b) that is subjected to a 

step heat flux of intensity q applied to the upper surface. z = h/2. at time t =  0. The lower surface. 

2 =  - h / 2 . is assumed to be thermally insulated and the temperature of the peripherv' of the plate 

is maintained at the initial temperature Tq. Additionally, the simple supports at x =  0 and y = 0 

are fixed while the simple supports at x =  a and y =  6 are free to move laterally. This assumption 

decouples the dififerential equations governing the in-plane effects from the differential equations 

governing the plate displacement. These initial and boundar}' conditions were chosen so that the 

solution could be compared to the solution for an isotropic rectangular plate derived by Kozlov : 12|.

2.2 .\nalvsis

The governing difierential equations for the system described in the Introduction are:

Plate displacement (ignonng mechanical damping)

Plate thermal

, a a r \ ^ ar
"  Tz r â l )  ~ ^'"aT
â tc â u’

(Qll«r ~ QlZûy) ~  ( Q i2 ^ x f  Qa2“v) =  0 (2.2)

where

Dfc = Di2 t  2Z)gG (2.3)
;V

m  =  I pdz = y^h ,P i (2.4)
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r i
niTz =  I  {Qiictz ~  Qi2(^y) [T ~  Tq) zdz (2.5)

rriTy =  j   ̂ {Qnctx ^  Qzicty) {T -  Tq) zdz

and À, is the thickness of the i''* layer. These coupled difierential equations are subject to the 

lolloping initial conditions at time ( =  0:

w = Q; ^  =  0: T  = Tq (t =  0): (2.6)
at

and the following boundar}' conditions:

df^v:
w = 0: — T =  0 (x =  0. x =  a):

ax'‘

u- =  0: =  0 ( ÿ = 0. y =  6): (2.7)

, a r   ̂ dT  . ^
^ -T z  =  =

r  = To (X =  0. X =  a. y =  0. y =  6).

To facilitate the solution, the following dimensionless quantities are introduced

r, =  t :

’h-pCu 'qôtzd^' '  qh

= â .  =  i è h . a
m a^kz J h h

1 .V 1 V
f  =  T z  Q  =  T z

n t=l u 1=1

Substitution of Equations (2.8) into Equations (2.1)and (2.2) yields the following dimensionless 

coupled partial difierential equations.
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where

.\/rç =  X :^C 3(oecdÇ :

Dkor
C i =

=  C4(oecdC;

Djaa'*
D n l^ ' 

A3

Ca =
Dnb*'

CaCC)  =  n  _ ( Q u Q i ^ Q i a Q y )L»UQi

A3a2

Cs (C) = 

C?K) =

f{-k,pC, 
d ^ k .p C y  '

kzpCy 
kzPCy '

Toàxa'
pC\*u fc*

Q  (0  =  (O12Û1 ^  QTl^y) :

Ci (C) =  - 4 ^  (Q u û r -T Qiiocy) :
pCf

fc-

(2 . 11)

Note that while the parameters C3 through Cm are functions of C. they are constant in each layer of 

a laminated composite. For a  complete derivation of these non-dimensional equations see .\ppendix 

A. Substitution of Equations (2.8) into Equations (2.6) and (2.7) nelds the following initial condi­

tions and boundarv' conditions for the non-dim ensional, coupled, differential equations expressed in 

Equations (2.9) and (2.10):

dW
H'" =  0: -T— =  0: 9  =  0 ( r  =  0)

or

^  = 0  (( =  0. (  =  1)IV'=  0:

W' =  0:

0  =  0 (^ =  0.^ =  I ./7 =  0.7/= 1)

dPW = 0  (q =  0.% =  1)
arj~

(2 . 12)

C ,„(0 ^  =  1 (c  =  i ) :  ^  =  0 (< =  - ! )

w ith  the given boundary conditions the following double finite Fourier sine series in ^ and 7/ can be 

used to obtain the solution of Equations (2.9) and (2.10) subject to Equations (2.12):

I I' ' (m.n.r)  = f  [  IV' ((. 7/.T) sin(77!-() sin(nm/) d^dr/
Jo Jo

Q'(m.n.i^.r) = [  [  0 ( ( . 7/ , ( . r)sin(77i-()sin(n% 7/)d^dt/
Jo Jo

(2.13)

(2-14)

The inverse transformations of Equations (2.13) and (2.14) are obtained from the theorj' of Fourier
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series and have the form:

W = 4 ^  W"  (m .n.r)sin(m z^)sin(tibt?) (2.15)
m=l n=l

8  ( ( .7). (. r) =  4 ^  0 "  (tn.n.i,‘.r)sin(mxÇ)sin(nîrT/). (2.16)
msl n=l

Apphing the transformations (2.13) and (2.14) to Equations (2.9) and (2.10) yields

(PW

_£
ac

where

•"'i =  (tri* — 2Cim~n~ — Can*) (2.19)

-•^(s-) =  T ^(C 3m --C 4n-) (2.20)

4 ( - : } = ^ I C i m ^ ^ C 6n-) (2.21)

- i  ( ; ) = ? ' (C m --C g n ^ )  (2.22)

The parameters -;o. ^ 3. and 0/4 are functions of but are constant in each layer of a laminated 

composite. The differential equations (2.17) and (2.18) are subject to the following initial and 

boundary conditions, which are obtained by applying Equations (2.13) and (2.14) to Equations 

(2 . 12)

d WIT* = 0: =0: 0* = 0 (r = 0)
or

Cto-^T =  (m .n =  1.3.5— ) ^  j  (2.23)
æ -  4

æ *
( ' ■ “ - I ) '

For a  layered composite, it is possible to use the finite element method to solve Equation (2.18). 

Properly formulated, this method constrains the temperature and heat fiux at the boundaries of each 

layer within the plate to be equal. Using the weak form of the Galerkin finite element formulation.
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the weighted average of the residual can be written as

 ̂ -wgw@"

~  fC-. (

i .  -  C7W-5J-

dr dr

- C 7V1
ÔQ'
d<

(2.24)

m n r2 p (i)C i,(^ )

where 6 * is the trial function and w is the test function. In the second form, the domain has 

been discretized into k  segments, with segment 1 being associated with the bottom of the plate 

(i,' =  -1 /2 ). Let 9* be approximated using piecewise linear shape functions, such that over the i"' 

segment the trial function is

è :  =  f f , ( o e : - f f 2 ( c ) e r . i  

e- = 0*(c.) 

e r - i  =  e -

(2.25)

and in Galerkin s method the test functions are

wi = Hi (C)

W'2 = H 2 (C) • (2.26)

The linear shape functions are defined as

^i(C )

% (( )

h.

(W i ~ s )  

(C ~  S i )

W i -C ,-

(2.27

where i and i -r 1 are the nodes of the segment. Substituting Equations (2.25) and (2.26) into
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Equation (2.24) and performing the integration on the segment yields

I, =  —M e '

'
©r ©:

* — ICe •

©:.i
> -r- Tie

d W '
dr

where

c.

6

Hx

Hi
H x  H i dÇ

2 I 

1 2

K-e =
- t

/ ' ' \

H x H x ■

^ 7 ,  < ► H ’x H . ~  *  3 i  ' > H x H i

\
H i H i

d^

Ct, 
■ d,

1 - 1 2  1

6
- 1  1 1 2

r ( . -1 H x
T ie =  -  r ■“' î t S  '

J C .
H i

é è i
6

(2.28)

(2.29)

(2.30)

(2.31)
W I -2 C .

2 C -1 -C .

As shown in Equation (2.24). the element integrals are summed to form the expression for I. Since 

each element has different nodes associated with it. we expand /C* and M e  into (k — l ) x  (k — I) 

matrices by adding rows and columns of zeros for all nodes not associated with the current finite 

element. Similarly. Tie is expanded into a  column vector of size fc -r 1 by adding rows of zeros for 

all nodes not associated with the current finite element. A detailed explanation of this process can 

be found in [361. This procedure allows one to sum the resulting element matrices and vectors and 

is represented by:

M  = Y , M e  (2.32)
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(2.33)

(2.34)

To obtain the finite element form of Equation (2.24) apply the boundary' conditions to node 1 and 

node fc — 1. This is accomplished by adding the specified boundary conditions to nodes 1 and I. 

and adding zeros to all other nodes. The boundary' conditions are applied in the foUcm'ing equation 

through the \ector

I  — —,'Vt <

ê î

è5 05
* 1C * ►

e i - i

mn’
,  d i V (2.35)

0

0
(2.36)

Equation (2.35) can be solved by setting /  =  0: if the number of elements used to discretize Equation 

(2.24) is large enough, the finite element solution will be a good approximation of the actual solution. 

Since this problem is properly constrained, the matrices M  and AC are invertible, which allows the 

problem to be wTitten in a form well known in linear systems theorv'.

ê î

05 05
► - A <

è L i

y = B • mn~^
diV’
dr

(2.37)

with

A  =  M - ‘AC

T\  T i

(2.38)

(2.39)
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The solution to Equation (2.37) is obtained using the variation of parameters method [37j. and is 

given by

ei(r)

eô(V) 4 r  dlV’
> =  :çA ^ ' . e x p ( A T ) - I ] B i -  e x p ( A { T - f ) ) B 2 —Tz-dT (2.40)

mniT- ' ' JO dT

where I  is the identitj' matrix of dimension (A r-r l)  x  ( f c - r l ) ,  and the set of initial conditions is. 

0 ’ (r) =  0 for i =  1 . ..  1: -r I. At steady-state this reduces to

ei(')
05(7)

• =  lexp(A r) -  /! Bi
mn~~

(2.41)

( ■ )

Substituting Equation (2.40) into Equation (2.17). and performing the integration yields

= - B ^  j  G ( T -  t ) ^ d f  ^  *  (7)
dr-

2.42)

with the conditions

W '  =  0;
dir-

dr
= 0 (7 =  0)

where

G(7) = F  ■exp(A{r))Bo

^ ^  -  2C. 2,- ..I  -  C. I

I 04
$ (7 )  ------tF - , 4"^ F -e x p (v 4 7 ) |6 i

mnr-^

(2.43)

(2.44)

(2.45)

(2.46)

For a complete derivation of Equation (2.42) see Appendix A. Equation (2.42) has a form similar to 

that of the integro-differential equation governing the non-dimensional plate deflection found in [121. 

Since |C ( r  -  f) | <K wj. the Method of Averaging [381 may be applied to Equation (2.42). subject
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to conditions (2.43). This yields the following approximation

'  ^  ' ( {Gxp (~Qi^) [^i-5~ sin ( (u.’f -r Q2) r )  /

-  cos {{JiB-  -  Qo) r) >4] -  .4exp (A r )} {A^ ~  ’

-r4"^ {I -  ex p (4 r))) Si (2.47

where

Q2 =

2

..•fSS
F - ( A ' ^ 4 8 ^ 1 )  ‘ S2

(2.48)

(2.49)

For a  complete deri\-ation of Equation (2.47) see Appendix A. Applying the inversion formulas (2.15) 

and (2.16) to Equation (2.47) vields the solution for the deflection. IF. of a symmetrically laminated, 

cross-ply. composite plate subject to a thermal shock applied at the upper surface. The solution 

may be separated into a quasistatic deflection. IF,;, and a dynamic deflection. IFj. where

IF = IF., -  IFrf. (2.50)

Here

16 ^  sin(m -$)sin(nrr/) ^  i

m=l n=l 
m odd n odd

F - A ~  {I -e x p (4 r ) )B i (2.51)

- ÿ f  f  î £ l 2 S i ^ F , e q , ( - „ , r ,
m=l n=l 
m odd n odd

mTlLJx

X [cos ( ( w j f - f  Qo) r )  4  -  4 ^ ' sin ( (w fS* -  q o )  r )  /] 

- 4 e x p ( 4 r ) [  ( 4 * -u .’iF * /) ' Si

(2.52

At steady state the temperature solution is

© i ( " )  

02 (r)

9fc*i ( ')

= |E E
m=l n=l

mn
(2.53)
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For comparison. the solution technique found in [121 was applied to the isotropic equivalents of Equa­

tions (2.1). (2.2). (2.6), and (2.7) to yield the steady-state, isotropic, nondimensional. temperature, 

quasistatic and djtiamic deflections:

^  16 ^  ^sm(»Ti77{)siii(nffT7) f  a*
® = ?  4  4 -------- 3m=l n=l I

7 6 8 (1 -:/) ^  ^  sin(m-()sin(nTrq) ^  l - e x p ( - f ^ T )
T« 1 -  1 ;  mnu,’2 ^  kH '

m=l n=l k=l
m odd n odd k odd

%  = . l Ë l ^  f  f  A  ,
IT , ^  "ms I nst k=l

m odd n odd k odd
a ~ \

where

[<?*cos((u,-^B* - i iO o ) - )  -u r B -  sin((LLTg  ̂-  fiOo) r)j -<?‘ exp(-<?
fca(^-‘ -u.-‘B'<)

k odd

6
k odd

o fi /ÂcT p E
12(1-1/2

TpEa^
(1 -  t/)pCi.

(2.59)

-̂i =  ( l ^ t ^ ) , / ° ^ r L  (2.60)

(2.61)

.-2 =  (2.62)

In Equations (2.55) and (2.56) the summation over k  comes from the solution of the isotropic version 

of the nondimensional thermal differential equation. Equation (2.18). using an infinite cosine series. 

Comparing Equations (2.51) and (2.52) to Equations (2.55) and (2.56) reveals that the solutions 

have the same general form. However, in Equations (2.51) and (2.52) the irmermost summation 

on k  has been replaced by implied summations resulting from vector inner product multiplications.
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Additionally the parameter 5i in Equation (2.56) is now embedded in the parameters a\  and qo in 

Equation (2.52).

An alternate solution method that does not depend on the assumption that \G{r - f ) \  <  

used by the method of averaging is derived in Appendix .A.. Figures comparing the two solutions are 

also presented in Appendix A.

2.3 Numerical Results

To test the validity of this solution technique. Equations (2.51) through (2.53) were applied 

to a plate 6 inches (in) square. 0.125 inch thick, consisting of four-equal thickness layers of aluminum 

alloy (i.e.. an isotropic plate). The mechanical and thermal properties used can be found in Table 

2.1. The response using Equations (2.51) through (2.53) was compared to that obtained using the 

homogeneous isotropic solution. Equations (2.55) through (2.54). Figures 2.1. 2.2. and 2.3 show 

a comparison of the displacement per unit heat flux (   ̂ at the center of the plate using the

two different solution methods. In the layered solution 24 finite elements were used to approximate 

the solution of (2.18) whereas, in the homogeneous isotropic solution, the summations on k  in 

Equations (2.55) through (2.54) were truncated at 99. In both cases, the summations or m and n 

were truncated at 21. Figure 2.1 shows good agreement between the two solution techniques for the 

quasistatic deflection. H',;. Notice that this deflection converges to a steady-state condition very 

rapidly. Figures 2.2 and 2.3 show a  comparison of the dynamic deflection. IV'rf, for time 1 = 0  and 

time t =  10 seconds, respectively. In both cases, the solutions show very good agreement. This 

indicates that the frequency and decay rate of the vibrations predicted by the layered solution are 

the same as those predicted by the homogeneous isotropic solution, and that the solutions do not 

diverge with time. This result is .significant since the parameter q i in Equation (2.52) is composed 

of a  product of a row vector. F . a matrix. (>1- A.  and a column vector So. while the

equivalent parameter. SiQi. in the homogeneous isotropic solution. Equation (2.56). is given by an 

eq)licit summation. Figures 2.2 and 2.3 also illustrate that the dvmamic response is dominated by 

the first mode response. A comparison of the normalized decay of the dynamic deflection. W^. for the
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two solution is shown in Figure 2.4. Again, the two responses are in agreement. The overall decay 

rate of Wd. which is a summation of the decay of all the plate vibration modes, corresponds to a 

logarithmic decay of exp (—0.0764f). Figure 2.5 shows a comparison of the steady-state temperature 

profiles. T - T q. gi\’en by Equations (2.53) and (2.54). at the center of the plate for the case where the 

plate was subjected to a unit heat flux. These results, presented in Figures 2.1 through 2.5. indicate 

that the solution technique is valid and that it reduces to the homogeneous isotropic solution when 

all layers of the plate are composed of the same isotropic material.

Table 2.1: Mechanical and Thermal Properties of Aluminum Alloy

M echanical [39] T herm al [40]

Young's Modulus 10.3 X 10® Conductivity 1 3 0 ^

Poisson s Ratio 0.334 Expansion Coefficient 14 X 1 0 -® ;^

Density 3.046 X 1 0 - ^ ^ Specific Heat 6.885 J^ "P

Equations (2.51) through (2.53) were then applied to a graphite-epoxy laminate, four-layer. 

0 /9 0 /9 0 /0  composite plate %ith the same dimensions as the aluminum plate above. The graphite- 

epox>’ lamina consisted of AS graphite fibers. 70% by weight, embedded in IMLS epox\' resin, with 

0% TOid content. The material and thermal properties of the lamina were calculated using the 

equations found in 41|. and are listed in Table 2.2. The solution for the composite plate used the 

same number of finite elements and summation limits on m and n as those for the alum inum  alloy 

plate described above. Figures 2.6 and 2.7 show the displacement per unit heat flux  ̂'"atu '  ) at the 

center of the composite plate. Figure 2.6 illustrates the quasistatic response, while Figure 2.7 shows 

the dynamic response. Figure 2.8 shows the normalized decay in the amplitude of the dynamic 

deflection. The overall decay rate of Wd corresponds to a logarithmic decay of exp (-8.468 - 10“ ®t). 

Comparison of Figures 2.1 and 2.6 indicates that the two materials have nearly the same overall 

response, but very difierent time constants and steady-state deflection. The difference in time 

constant can be attributed primarily to the difference in thermal conductivity in the z direction. 

For alum inum  Ar- =  130^ -“]^, while for the graphite-epoxy composite =  0.392 Thus, k^

23



for the graphite-epox>- composite is more than a factor of ^  times sm aller, which corresponds 

to the difference in the time taken to reach steady-state quasistatic deflection. The difference in 

the steady-state deflection caimot be attributed solely to a difference in stiffiiess between the two 

plates as the effective stiffiiess of the first mode is very similar in both plates. This can be seen by 

comparing the frequencies of the dynamic responses in Figures 2.2 and 2.7. The difference in the 

magnitude of the quasistatic deflection is mainly due to differences in the applied thermal moments 

which depend on the steady-state temperature distribution and the thermal expansion coefficients 

(see Equation (2.5)). Figures 2.5 and 2.9 are the steady-state temperature profiles. T  -  Tq. at the 

center of the plate for the aluminum and composite plate subject to a unit heat flux, respectively. 

The thermal moments based on these temperature profiles are shown in Table 2.3. As can be 

seen, the thermal moments in the composite plate are at least an order of magnitude larger, thus 

supporting the previous statement. The increased temperature at steady state in the composite case 

is mainly due to the reduced conductivitj'. .At steady state the plate can dissipate heat only at the 

periphery. Therefore, the lower conductivities in the x and y directions limit the rate at which heat 

can be dissipated: this leads to an overall higher steady-state temperature.

Table 2.2: Mechanical and Thermal Properties of a Graphite-Epox}’ Lamina

M echanical T herm al

Elastic Moduli Conductivities

Ell 19.72 X 10® kn 3 0 . 5 ^

Era- E33 1.236 X 10® A ^22.^33 0 . 3 9 2 ^

G12 0.641 X 1 0 ® ^

Poisson s Ratios Expansion Coefficients

U12 0.278 111 -1 .0 2 8  X 1 0 " ® ^

1/21 0.017 022.033 2.097 X 1 0 - ® ^

Densitj' Specific Heat

P 1.763 X 1 0 - 3 ^ Cu
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Table 2.3: Comparison of the Steady-State Thermal Moments at the Center of the Plate

Thermal Moment Aluminum Composite

niTx

rriTy

1.188 X 10-5 Wh

1.188 X 10-5 i #

1.658 X lO-’i?^ 

4.172 X 10-*mA

Comparison of Figures 2.2 through 2.7 indicates that the two materials have similar dj-namic 

responses. The main differences are that the composite response appears to consist of a summation of 

multiple frequencj' sinusoids whereas the isotropic response appears to be a single frequencj- sinusoid. 

Additionally, the magnitude of the oscillation in the composite response is smaller than that in the 

aluminum alloy response. In the composite plate D22 < D u so that the second mode is much 

closer in ffequenc}- to the first mode when compared to the alum inum  plate. Therefore, the thermal 

shock excites the second mode in the composite plate more than it excites the second mode in the 

aluminum plate as is indicated by the slightly different responses. The difference in the magnitude of 

the dvmamic responses is due to the reduced thermal conductmty. k..  of the composite plate. Since 

the plate nbration is excited by ^  ^ ̂ 1 “ ] • the reduced conductbity decreases the effect

of the thermal shock, resulting in a lower amplitude vibration. The different normalized decay rates 

in the dvmamic deflections, as seen in Figures 2.4 and 2.8. are also due to the reduced conductivities, 

(kf. ky. and k.) of the composite plate. The smaller value for k= in the composite plate reduces 

the coupling between the strain and temperature fields. As mentioned above, the smaller values 

for kx and ky limit the ability of the plate to dissipate heat, including the heat generated by the 

vibration. These two effects lead to a drastically smaller value for the thermomechanical damping 

in the composite plate when compared to the aluminum plate.

2.4 Summary

A solution was presented for the dynamic response of a symmetric, cross-ply. lam inated 

composite plate subject to a thermal shock. The solution was validated by using it to determ ine 

the response of a  homogeneous isotropic plate and comparing it to the response obtained from a
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solution derived for homogeneous isotropic plates. Comparison of the solutions indicates that they 

have a very similar form. The mam di&rence is that an explicit summation in the isotropic solution 

has been replaced by implied summations resulting from vector inner product multiplications in the 

composite solution.

xlO

1.4

I
1

11 Homogeneous ,-j

|a ah

I '

I  ^l ” * r

i;

I
0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

Tima (secondai

Figure 2.1: Comparison of homogeneous and laj’ered solutions: quasistatic deflection (in) per unit 
heat flux at the plate center.
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Figure 2.4: Comparison of homogeneous and layered solutions: normalized decay in the amplitude 
of the dynamic deflection W^.
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Figure 2.6: Graphite-epoxy composite plate quasistatic deflection (in) per unit heat flux at
the plate center.
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Figure 2.7: Graphite-epoxy composite plate dynamic deflection (in) per unit heat flux at the
plate center starting at time zero.
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Figure 2.8: Graphite-epoxy composite plate normalized decay of the dynamic deflection, Wd, am­
plitude.
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Figure 2.9: Steady state temperature profile: T  - T o  (°F), vs. z at the center of the graphite-epoxy 
plate for a unit heat flux •
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CHAPTERS

MODELING

3.1 Introductiog

In Chapter 2. an analytical solution based on modal expansion and Classical Laminated Plate 

Theory ( CLPT) %’as derived for the response of a simply supported thin composite plate subjected 

to a thermal impact. From a "Smart Structure" perspective, this solution represents the open loop 

response of the system. In this chapter, a model of an orthotropic composite plate tvith piezoelectric 

sensors and actuators that can be excited by mechanical or thermal loading is developed. This model 

does not include the differential equation governing the electric displacement associated with the 

piezoelectric elements, but includes the ptToelectric effect in the piezoelectric sensor equations, and 

the inverse pyToelectric effect in the piezoelectric actuator equations. This model is derived using 

finite elements to discretize both the displacement and the thermal governing equations. One major 

advantage of a finite element model over a modal expansion model is that it is suitable for any set 

of boundary conditions. The model is based on a first-order shear deformable theory and can be 

used to determine the in-plane responses. u(t) and r  It), the out-of-plane response. w{t). as well as 

the non-dimensional thermal response. 0 .  The stresses due to thermal and mechanical loads can be 

calculated using the displacement and thermal fields.

3.2 Finite Element Smart Plate Model

This section develops a finite element model of an orthotropic composite smart plate that is 

suitable for closed-Ioop control system design. It starts with the lamina constitutive relations for a 

piezothermoelastic material, presents the strain-displacement relations of a first-order shear theory, 

and then derives the laminate coupled thermo-elastic partial differential equations. These equations 

are subsequently converted to a set of coupled first-order ordinary differential equations using finite 

element methods.
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3.2.1 r.amina Constitutive Relations

The fc** layer orthotropic lamina constitutive relations relative to the principal material axes 

(1.2.3) of the lamina are

(rr)* =  iC|* ({€]“ -  {à \“ [ T f  - (3.1)

(3.2)

where {(t )* is the stress vector. 'Cj*' is the elastic stiffness matrix. {I}*" is the strain vector, (o}*’ 

is the thermal expansion coefficient vector. 0* is the temperature measured from the strain-free 

temperature, [dl** is the piezoelectric strain matrix. (£}*' is the electric field vector. (D)* is the 

electric displacement vector, jei*̂  =  [dl* C'* is the piezoelectric stress matrix, ej*' is the permittivity- 

matrix, and {p)*‘ is the pyroelectric coefficient veaor. The superscript T  represents the transpose 

operation. These parameters take the following forms:

I • 1 At ' ■ 7"[fT\ = /T] (To ro3 731 "12:

■) — £i £2 £3 *•■23 *'31 *'12;

(q)* = Qi 02 A3 0 0 0]^

{£}'■ = ;e i £2 £ 3:^ 

\D\'‘ = [Di Do D s f  

{P}*' =  ipi P2 PsF

Cti C12 Ci3 0 0 0

C12 C22 C23 0 0 0

Ci3 C23 C33 0 0 0

0 0  0  C m  0  0

0 0 0 0 C55 0

0 0 0 0 0 Cee

C!''' =

(3.3)

(3.4)

(3.5)

(3.6)

(3.7)

(3.8)

(3.9)
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0 0 0 0 di5 0

0 0 0 do4 0 0

^31 ^32 ^33 0 0 0

c n  0 0

0 £22 0

0 0 £33

(3.10)

:£!' = (3.11)

For the case where the electric field is applied only along the 3'''

(3.1). known as the piezoelectric strain, can be written as

t : t :  -  (
fc

0 0 4 i

0 0 f
0

1 . t Ic 0 0 d33
0

0 do4 0
4

0 0

0 0 0

= Et ( 4
fc

(3.12)

{d}* = dji  d32 d33 0 0 Oj^

Substituting Equation (3.12) into Equation (3.1) yields

(3.13)

(3.14)

Equation (3.14) is referenced with respect to the principal material axes. In order to incorporate 

the layer into the laminate, it is necessary to transform Equation (3.14) into the laminate x. y. 

and 2 axes. This can be accomplished using the following formulas |̂ 42|
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where

_ _ ,r— \fT̂  (Ty (T~ 7"y- 't'zx *xyi (3.17)

{4" — [-r -y -z  fyz ~*zx .’xy] (3.18)

= iüx Oy O; 0 0 Qryi^ (3.19)

T*.- =

cd

sd

R =

(3.20)

(3.21)

(3.22)

{cB)' {s6 )~ 0 0 0 2c6sd

(s 9 f  {cd)- 0 0 0 --Icdsd

0 0 1 0 0 0

0 0 0 ctf -SÔ 0

0 0 0 eg 0

—cOsê c6s6 0 0 0 {c6 )~ — (sô)*

cœiôk}

sia {6 k)

1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 2 0 0

0 0 0 0 2 0

0 0 0 0 0 2

where and are defined with reference to the laminate axes, and dk is the angle measured 

from the X axis of the laminate to the 1 axis of the lamina. Using these transformations, one can 

write Equation (3.14) as

r  . - t t

(3.23)

(T)* = [cr ({=}* - - [c] ' (df")

[cf =

(3.24)

(3.25)

(3.26)
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For a generally anisotropic material, the equations relating the heat flow to the temperature gradient 

in Cartesian censor notation are 431

d0
i . j  =  1.2.3 (3.271

where q, is the heat flow.' in the x, direction. 0  is the temperature change from the nominal stress 

free temperature, and k^j is the entr>' of the thermal conductivity tensor. For an orthotropic 

material, such as a uniaxial fiber reinforced composite lamina. Equations (3.27) become

-91

-92

-93

= k II

= k-r

= ^33

æ
9xi
æ
dxo
æ
5X3

(3.28)

where X[ is aligned with the fiber, x-i is in the plane of the lamina and normal to the fibers, and X3 

is normal to the lamina. Equation (3.28) is referenced with respect to the principal material axes. 

In order to incorporate the lamina into a complete laminate, it is necessary to transform Equation 

(3.28) into the laminate x. y. and z axes. This is accomplished using the following second order 

tensor transformation formula ,42!

Û,,  =

Qifcû jikki :. j . k . l  = 1.2.3

COS(l'.Xj)

(3.29)

where q,j is the direction cosine between the direction in the x^. Xo. X3 s\’stem and the j'*  

direction in the x j. xg. X3 system. For a rotation 9 about the X3 axis, the direction cosine matrix is

,Qyl =

cos (9) sin(tf) 0

-s in (^ ) cos {9) 0 

0 0 1

(3.30)
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Letting the primed system represent the laminate axes and the unprimed system represent the 

lamina principal axes, the thermal conductmty tensor for the laminate x. y. and z axes is

kx kxy 0

t,ji = kxy ky 0 (3.31)

0 0 kz

where

kxy —

=

k.  =

Aril cos" (fl) — fcoo sin" (9)

-fell cos (Ô) sin (Ô) -  k^cxys{9)sm{9) 

kii sin" {9) — fcoo cos^ (9)

*̂33

(3.32)

(3.33)

(3.34)

(3.35)

The equations that define the thermo-mechanical constants of a generally anisotropic material in 

Cartesian tensor notation are ;33j

= ctkiCijki i.j.fc.l =  1.2.3 (3.36)

where are the thermo-mechanical coupling coefficients, aki are the thermal expansion coefficients, 

and C,jki are the elastic stiffiiess coefficients. For an orthotropic lamina in the principal axes using 

ftdl and reduced notation, as well as symmetry of the stiffiiess coefficients. Equation (3.36) nelds

^11 = a u C iin -a2 2 C ii2 2  “-QaaCim

= OiCn QaC’is "" Û3C13

J jo  =  a i i C i a i l  — O22C 1222 ~ 0 3 3 C i2 3 3  

— a i C ie  -r Q2C 2S ~  o s C je  

=  0

j%3 =  Û llC uil ~®22C'l322 — Û33C’l333

=  a i C i 5 -r  Q0C25 — Q3C35 

=  0

(3.37

(3.38)

(3.39)
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^ (3.40)

Jt2 =  Q11C221I — “ 22^2222 ~  Û33C2233 

=  Q1C12 -r Q2C22 ~  agCga (3.41)

•̂ 23 —  Û 11C 2311 — 122^ 2322  ~  033^2333  

= û lC u  ~  <'2^24 ~  Q3C34 

=  0

J 3I =  ^13 = 0

J 32 =  j,)g = 0

•̂ 33 —  Û11C3311 ~  Û22C3322 ~  û 33C’3333 

= Û1C 13 — 02C23 — Û3C33

In tensor matrix notation, this is

J , i  0 0

= 0 J 02 0

0 0 J 33

The transformed tensor due to a rotation 6 about the 3 -  axis is

\ f ]  =

^11 -̂ 12 0 

fi2  4 a  0

0 0 ^33

where

d'il =

J'l2 —

—

—

J i i  cos* (Û) — jggsin* (0)

- d l l  cos (5) sin (Ô) -  d22C0s(tf)sin(tf) 

dnsin*(tf) -d22Cos^(fl)

■̂ 33

(3.42)

(3.43)

(3.44)

(3.45)

(3.46)

(3.47)

(3.48)

(3.49)

(3.50)

(3.51)
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For the case where the primed coordinate system is aligned with the laminate x. y. and z axes, these 

equations indicate that an orthotropic Lamina can generate heat only from the terms Jyéy.

3^éxy.  and

3.2.2 Strain-Displacement Relations

The derivations in this section follow the derivations found in [241. The first-order shear 

deformable theory outlined in i44i uses the following displacement field equations

u ( i . y . z . t )  = u° (x.y. t) ~  zn’x(x .y . t)

v(x .y .z . t)  =  v° {x.y.t) ~  z t \ { x . y . t )  (3.52)

tvix.y.z. t )  = w°{x.y.t)

where u. v. and ic are the displacements in the x. y. and z directions, respectively. u9. t'°. and 

are the displacements in the x. y. and :  directions of a point (x.y) on the midplane, respectively, t 

is time, and and Vy are the rotations in the xz  and yz planes, respectively, as a  result of bending 

only. To simplify the derivations, define the displacement vector and the generalized displacement 

vector corresponding to the midplane as

u | = u f ir:

|ii) = [uP c“ w° c’j  Cy\■,T

(3.53)

(3.54)

respectively. Equations (3.52) can then be expressed in matrix notation using (3.53) and (3.54) as

[u[ (3.55)

where

1 0 0 z 0

0 1 0 0 2

0 0 1 0  0

Substituting Equation (3.52) into the infinitesimal strain equations vields

(3.56)

(3.57)
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where

{ = } =  --y =: 7yz t zz  'IxvV

[fS 0 ..g, ..L  7 ^ ] ' '

(3.58)

\du° „
te  '% “

3u’° 3u’® du^ 3̂ r*̂  '  ^
dx dy dx

(3.59)

{x} = [Xx Xy 0 0 Q Xxy]"̂

t i  0  0 Q (3.60)
dx dy “ ~ dy dx 

In the first-order shear deformable theor\’. S; is usually assumed to be zero and %ill be ignored in 

subsequent derivations. To simplify’ derivations define the generalized strain vector corresponding 

to the midplane as

= [ 4  :y ' 4  (3.61)

With this notation, the relationship between Equation (3.54) and Equation (3.61) can be written as

(3.62)

where £ is a diflFerential operator matrix defined by

£  =

if) =:£ { ü )

; defined by

â
àx 0 0 0 0

0 à
ày 0 0 0

0 0 é 0 I

0 0 û I 0

û Û 0 0 0

0 0 0 à
àx 0

0 0 0 0 à
ày

0 0 0 à
ày àx

(3.63)

3.2.3 Governing Equations

For a symmetric laminate consisting of A’ layers, with the plane of symmetry at 2 =  0. the 

laminate constitutive relations, including piezoelectric and thermal effects, but ignoring the normal
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stress in the z direction, can be written as

{.V} =  IV] {r-} -  {Â>} -  { & } (3.64)

where {.V} is the stress and moment resultant %'ector, '\D\ is the generalized stiffiiess matrix. {-Vp} 

is the piezoelectric stress and moment resultant \ector. and {-Vr} is the thermal stress and moment 

resultant \ector. The definitions of these terms are

{Â1 = [N, -Vy Qy Qx -Vry -i/x My (3.65)

(-Vr. yty.Qÿ, Qx- -Vrv) = (l^r. ̂ y. "̂ yz ^XZ* *xy) dz (3.66)

[ Mr . My . •ifxj/J =V:{(Tx. (7y. ^xy ) zdz (3.67)

-•ill •il2 0 0 -•Lie Bii B \2 Big

•il 2 ••i22 0 0 .426 Bi2 B*22 B-26

0 0 ••i+J ••Lis Ü 0 0 0

=
0 0 •Ls -4.)5 0 0 0 0

(3.68)
•il6 ••̂ 26 0 0 -4se Big B26 Bgg

S „ Bi2 0 0 Big D u D \2 Dig

B \2 B n 0 0 B26 D i 2 D22 D26

B i6 Bis 0 0 Bgg Dig D26 Dgg

•'liy. ^ t j ' By) - i f [ l .z .: - )  dz (i j  =  1.2.6)

-4,j =  ^  f  C^jdz ( i . j =  4.5)
fc=i

(3.69)

The values for the shear correction coefficients, . depend on the the material properties, see Bert 

451. However, for comparison to previous works, x f =  |  will be used [46|. Laminates with a plane 

of svmmetrv- at z =  0 have the same symmetrv' as a  monoclinic homogeneous material. Therefore.
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they have the same elastic configuration as monoclinic homogeneous materials, which are defined by 

thirteen independent elastic constants.

The piezoelectric actuator stress and moment resultant vector. {A'p}- is given by

{ .\p }  =  Xpx  .Vpy Q p y  Qpz ^ P z y  .l/pr -1/piyl^ (3.70)

Assuming that there are .V4 piezolelectric actuator patches distributed throughout the plate, the

expression for .Vp^ is

-Vpr =  r  Ekd:
k=l
.V,,

= (3.71)
k=l

Here, the C* are the transformed elastic stiflmesses given by Equation (3.14) for the k‘^ piezoelectric 

actuator, the are the piezoelectric strain coefficients for the piezoelectric actuator. V t = Ekb-k 

is the electric voltage applied across the A:'* piezoelectric actuator, fit = (zi- -  rt—1) is the thickness 

of the piezoelectric actuator, and is the :  distance from the midplane of the laminate to the 

midplane of the k'* piezoelectric actuator defined by

-fc =  ̂  ( ’t-~ 2 t-i) (3.72)

The expressions for the remaining elements of {.Vp } are

-Vpy = r
k=t

= y ( c t i 4 i ~ C ‘̂ ià^^)Vk (3.73)
fc=i

Q p y = 0  (3.74)

Qpx = 0 (3.75)

-Vpx, =  r  Ekdz
fc=i
-V » ,

= (376)
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r  Ekzdz
fc=i •̂ '*'-1
•Va

=  ^  { C i id ^ l  C iod^nj  {2jt — (3.71
fc=l

=  E ( c ’f , 4 - C ’f 2 4 ) 4 v ;

. <  =  S ( c f 2 4 i - C ^ 4 )  r  Ekzd:
fc=l
-V,

= E  2 ( ^ ' ^ 4  -  C & 4 )  (:C -  zL i)E k  (3.78)
fc=i
Vi

= E ( ^ i2 4 - c ^ 4 ) - ' oVi.
k=l

■ <  = Z ( ^ U ' i - C 2 6 4 )  r  ^&.zdz
fc=l JSfc-
•Va  ,

= E  Ô ( ^ le ^ i  -  i n  -  z L i)^ k  (3.79)
it=i ■
.V.,

= E (^ l64-C *64)zâV fe

These equations can be reformulated so that the mltages across the piezoelectric laminates are 

a\ailable as inputs to the system.

{-Vp} =  ;P! {F} (3.80)
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where

'P ! =

iPfcl =

Pi Pî • P.v.,

C‘ 4 i - C f 2 4 2

0 

0

1̂6<̂ 31 ^26^32

(C i i^ i -C ia 'fS z )^

(^12'^31 ~ ^ ^ ^ 32) 0̂ 

(^^6^31 ~ ^ 26̂ 3̂2) '0

(3.81)

{V} = (3.821V'l Vo . . .  I'v .

This formulation is required to provide control input to the sv-stem since the response will be con­

trolled by the voltages applied to the piezoelectric actuators.

The thermal stress and moment resultant vector. {.V7-}. is

{.Vr} =  X t x  -Vry Qxy Q t i  -Vrry .'^Tx - ^ h y  ^ h x y .
■ T (3.83)

For a lam ina te  consisting of .V lav-ers. the equations defining the thermal stress and moment resul­

tants are
J L  r-‘

(3.84)-Vrx (jr.!/.() =  E  r  © N x .ÿ .z .tld z
fc=i

.Vry (X. ÿ. f ) =  5 2  ^  C U ’̂ -  /  8* (x. y .z . t )  dz
k=i ■'=*'-

Q ry(x .ÿ .f) = 0

Qrx(x.ÿ.t) =0

-V _ _  r x .

-Vrxv (X. y . t ) = Y .  (C fe^x -  C& ag ^  C ^ q ^ )  / e* ' (x. y. 2. t) dz
fc=i

.Urx (X.ÿ. t) =  5 2  r  e" ' (X. y. 2. t) zdz
i^T "/-k-

(3.85)

(3.86)

(3.87)

(3.88)

(3.89)

43



Mjy  [x.yA] =  Y .  /  8^  (x.ÿ. z. t) zdz (3.90)
fc=i

.U r^  (X. y. t ) =  5 ^  (Cfga^ ^  C^&j; -  C ^ a ^ )  / 8* (x. y. z. t ) zdz (3.91)
fc=i

where the are the transformed elastic stffiiesses given by Equation (3.14) for the layer 

of the laminate, the o f are the thermal expansion coefficients for the laver of the laminate, 

and 9*’’ (x.y. z) is the temperature change from the stress free temperature in the laver of the 

laminate.

Hamilton's variational principle can be used to derive the laminate equations of motion. In 

the absence of damping, this can be expressed as

r [6K - i U - d \ V ] d t = Q  (3.92)

where K  is the kinetic energv-. C is the strain energj'. and U’ is the werk performed by the surface 

tractions. The kinetic energv" term can be expressed as

6K  = é ( ^ J ^ p { ù \ ^  [u\dV]  (3.93)

where j û ( =  c? | u | / is the velocitv' vector of any point in the laminate, p is the mass densitv- of the 

material, and 1' represents the volume occupied by the lam inate. Moving the variational operator 

under the integral vields

^ ^  (3.94)

Since 6K  is a scalar, the terms contained in the brackets are also scalars. Therefore.

(3.95)

w h i c h  v i e l d s

and Equation (3.94) becomes
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Substituting Equation (3.55) into Equation (3.97) yields

6K  = j ^ p { S ü f G ' ^ Ç { ü \ d V  

ïnte^^Ltvag through the thickness yields the foUowdng expression for the kinetic energ>'

=  y  (6û}^[.\7](S)dA

where

f4
[.Û] = I ■ pç^gdz  =

h  0 0  h  0

0 A 0 0 /o

0 0 /i 0 0

A 0 0 A 0

0 fo 0 0 / 3

and

{ l \ - h - h )  = Y i  /■ ( 1. ;.■:■) d-
fc=ï

The strain energv* term is gi\*en bv

Defining the generalized stress v'ector

( T j  =  ;rr- IT,fix ' ys ‘ rs ' ry *̂̂y ry;

It is possible to rewrite Equation (3.102) as

éU  =  j

Integrating through the thickness and substituting Equation (3.64) yields 

êU  =  ^  ([Pi {?) -  -  {-Vr}) dA

The potential energj' due to the transverse loading is given by

6 IT = J  pSwdA

(3.98)

(3.99)

(3.100)

(3.101)

(3.102)

(3.103)

(3.104)

(3.105)

(3.106)

(3.107)
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Substituting Equations (3.97). (3.106). and (3.107) into Equation (3.92) yields

^  '  J  [.Ü] {Û} -  {[V\ (?) -  [P] {V} -  {.V r}) - dAdt = 0 (3.108)

Integrating the first term by parts fields the following form of Hamilton's variational principle

/  '  f  [.l7] {Ü} -  (il>! {I\ -  [P] {V} -  {.V r}) -p^u-{ dAdt = 0 (3.109)
Jt,  J a  '■

Rearranging vdelds 

r';
[  ' [  |{ÂÛ)^ [.Û] (ü) n- {[V\ {£) -  :p; {V) -  { .V r})- p 6w 

Jt,  J a
dA d t = 0 (3.110)

This equation will be used to develop the finite element equations for the plate displacement portion 

of the problem: it will be supplemented with a finite element formulation of the heat conduction 

equation.

The generalized heat conduction equation for a generally anisotropic material, including the 

inwrse pvToeiectric effect, in rectangular coordinates, is

where

'  ' " 'E  * ^'"=E) 

( ' ' - E  ■ ^"=E '
0  =  r  -  To (3.115)

— ‘̂ X-X ~ -^xy-xv — -^x:-xx ~  ~ -Jy:-yx ~  ■̂ z~x (3.116)

and p, and £, are the pjToelectric constant and electric field in the direction, respectively. For

the problem of a rectangular laminated composite plate composed of orthotropic la^-ers in which the 

thermal properties and electric field vary only in the z  direction, this equation becomes

, a= e  _  ( f e  . d ^ e  d ( .  æ \

~  ~  -^xy-xy ~  (3y=y ~  Pz^x) =  0 (3.117)
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Expressing the strains in terms of the displacements vields

-  Top.E: = 0 (3.118)

Only piezoelectric layers have non-zero p.. and in this work only those piezoelectric elements used 

as actuators are considered to have significant For the piezoelectric actuator, ignoring the 

change in the electric field generated by the strain rate and assuming the electric potential is linear 

across the piezoelectric element and increasing with increasing z.

and

= - I
_V.

h

(3.119)

(3.120)

where V; represents the external voltage applied to the piezoelectric actuator. Subsequent equations 

will also drop the r  subscript unless needed for claritv. Equation (3.118) can be reformulated so 

that the voltage rate across the piezoelectric elements are inputs to the system.

, d ^ e  3 ^e  , ( f e  d ( .  æ \  _ æ  _  a  r fdu°  d v .

\ d y  dy dx  dx )  ’' [ d y  dy )

p.v.
/l.V.A

- r o i> i { v - |= 0  (3.121)

(3.122) 

13.123)Vi VÔ . . .  I 'v ,

where the pk and hk are the piezoelectric actuator pvToelectric constant and thickness, respec- 

ti\.ely. and -V4 is the number of actuators.

3.2.4 Finite Element Model

The first-order shear deformation theorv' allows the use of linear interpolation functions to 

develop the finite element model. This follows firom the deriv^ative operator C. defined in Eq (3.63).



which contains first-order derivatives and constants. Thus, it is sufficient for the interpolation func­

tions to be C° continuous [24j. Formulating the problem with classical laminated plate theor>' 

(CLPT)  results in second-order derivatives in the differential operator £. This requires cubic inter­

polation functions on the variables which is computationally more difficult. In the first-order shear

deformation theorv- finite element model, this difficult}- is overcome by adding two more variables 

for interpolation, and In the present work, nine-node quadrilateral finite elements with 

fiv-e degrees of freedom at each node are used. To reduce the number of finite elements required 

for convargence of the solution, quadratic interpolation is used for all variables ovar each element.

Therefore, the interpolation equations can be written as

s . .

(ü '(x .ÿ .t) (  = ^ ; . V :  (3.124)
i = l

where

.Vf =  f i  ( j .x , .x „ )  // {t j .y i . yu,  (3.125)

AT = /u (x .X (.X u )//(ÿ .i/j.i/u )  (3.126)

V] = /u  (• r .x ( .x „ )/u (y .i//.t/u )  (3.127)

-Vf = /M X .x ,.x „ ) /u ( i/.ÿ ( .ÿ u j (3.128)

-Vf =  ! m  (x .x (.x u ) / i  ( y . y i . y u i  (3.129)

-Vg = A (-r- • -Tu) /m (y-1/1 • ÿu) (3.130)

— f m  (■3t. X/. Xy ) (i/.yf.ÿu) (3.131 )

-Vf =  f i  (x.X (.X u)/m  i y . y i . yu )  (3.132)

-̂ 9 ~  f m  f m  i y - y i ' y u )  (3.133)

and

/, =  2 r ^ - l 3 r . - x , ) x - | . . - x , ) x .  ,3 .m ,
(Xu - X / ) ‘

f m  ( x . X j . X a )  =  - 4 — ---- — -------------------------------------------------------- (3.135)
(Xu - X j )
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/ u  (x.Xj.Iu) =
2xr -  (Xu T  3xi) X -r (Xu -r Xi) Xf (3.136)

(Xu -  X i) '

Here .V„ is the number of nodes per element. N f  are the element shape functions. xi and Xu, yi and 

!/u are the lower and upper bounds on the x and y dimensions of the current finite element. [5 is the 

5 x 5  identit}- matrix, and the superscript e denotes the parameter at the element level. The local 

numbering of the nodes and nodal coordinates is shown in Figure 3.1. The interpolation Equations

y

( x i , y j K > y J K y J

Figure 3.1: Xine-node quadrilateral mechanical finite element showing local node numbering and 
nodal coordinates.

(3.134) through (3.136) were deri\"ed assuming

The interpolated variables are the displacements and rotations at each node

(3.137)

{“ f} =  [“ ? I’? '-•xt (3.138)
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Here u°. v°. w°. are the nodal \'alues of u°. i’°. u.’°. Cj,. respectively. Equation

(3.124) can be written in compact notation as

(3.139)

where

.......

(Ù'} = .............................. .......

Substituting Equation (3.139) into Equation (3.62) yields

11*1 =  ;b ' : { ù'}

B*' =  £  .V':

(3.140)

(3.141)

(3.142)

(3.143)

To deri\e a finite element model, we divide the plate area. A. of Equation (3.110) into a finite number 

of element areas. .4,. .-Vpphing this process to Equation (3.110) .vields

<f=i

- -  {.Vf}) -  { r } ]  dAdt = 0 (3.144)

where is the total number of mechanical finite elements, the superscript e denotes that the 

parameter is associated u-ith the current mechanical finite element, and

{ f '}  =  (0 .0 .p '.0 .0)^ (3.145)

is the element mechanical load vector. Substituting Equations (3.139) and (3.142) into Equation 

(3.144) j-ields

i :
Z  {à '}  -  [Klrl M l -  [FltPi ( V I  - \ r , r r ï - d t = 0  (3.146)

where

= r  T "  [ÿ[][N‘]dxdy
Jyi Jxi

(3.147)
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=  [  m ^ { v \ m c L A .
JAr

= r  [  ‘ [B‘f ’p \ [ B ‘]dxdy (3.148)
Jy, Jxt

^  [B‘^:^ ' r]dA  

= (^J^“ ^  " [B‘ f d x d y ^  [ f  j (3.149)

\n,r\ = ^ ;S';M-Vf}rf.4

= r  [  " [B^'.^ { X ^ )d x d y  (3.150)
Jyi Jxi

= r  r  ^ { B ^ } d x d y  (3.151)
Jyi Jxi

In these equations. xi and Xu (yt and {/„) are the lower and upper values of the x (y) dimension 

for the current mechanical finite element, respectively, and {.Ÿÿ.} represents the thermal stress and 

moment resultant associated with the current mechanical finite element. Special care is needed to 

insure that A'*,; and {f ' r r  ̂  properly calculated. To avoid shear locking, the shear portion 

A ''|’ should be under-integrated 36j. To facilitate this method, the element stiffiiess equation is 

separated into a bending stiffiiess portion and a shear stiffiiess portion

[Klu = J ^ { [ B t \ ^ [ D , ^ [ B t \ ~ [ B l f [ D , , [ B t \ ) d A

= r  ^  [Bn) dxdy (3.152)
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where

-■111 .4 i2 0 0 .4j6 Bii B \2 Bi6

-•̂ 12 .4o2 0 0 •426 B \2 B22 B26

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

.4i6 .426 0 0 -466 B,6 B’6 Bee

Bn B i2 0 0 Sl6 Dn Di2 Die

B \2 B22 0 0 B26 D\2 D22 Ü26

Bi6 B26 0 0 Bee Die D26 Dee

(3.153)

U  =

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 •4+j ■443 0 0 0 0

0 0 •445 ■455 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

(3.154)

A .
àx 0 0 0 0

0 d
ày 0 0 0

0 0 0 0 0

0 0 0 0 0

dy
a

àx 0 0 0

0 0 0 a
dx 0

0 0 0 0 A .
dy

0 0 0 é
A .
dx

(3.155)



Bt: =

0 0 0 0 0 

0 0 0 0 0

0 0 #  0 1 

0 0 ^ 1 0
f . \ " ’ (3.136)

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

In this case, exact integration is used to integrate the bending stiffiiess terms ( terms with the subscript b) 

and numerical integration is used for integration of the shear stiffiiess terms (terms with the subscript s). 

For quadratic shape functions, exact numerical integration of the shear stiffiiess terms requires a 

three-point Gauss quadrature. Therefore, to under-integrate the shear stiffiiess terms by one. a two- 

point Gauss quadrature is used. Gauss quadrature formulas for general limits of integration can be 

found in 47|. .\ppl>Tng the two-point Gauss quadrature formula to the shear stifhiess term nelds

= r  r  V, ,[Bl \dxdy  
Jtjt Jx,

= [  [  f  [x.y) dxdy
Jyi Jxi

(3.157)

=  -iyu-yi)(Xu -xi) [f(xi.yi)~f(x2.yi)~f{xi.y.z)~f{x.2.y2)\

where

xo

= g

!«! =  Ô

(3.13d)

(3.139)

(3.160)

(3.161)

Further expansion of the expression for { )  is deferred until the development of the finite element 

equations relating to the thermal portion of the problem. For a general mechanical load. Equation
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(3.151) can be reformulated so that {F*} is interpolated using the same quadratic interpolation 

functions as for the displacements and rotations.

(3.162)
1=1

where

{ F '( f )}  =(O.O.pf.O.O)^ (3.163)

and pf is the pressure at the i"' node. Substituting Equation (3.162) into Equation (3.151) yields

{F.u} =  (3.164)

For the case of a uniform pressure load. p. Equation (3.151) can be simplified to

i n
0 0 p 0 0

= p (3.165)

Summing over all mechanical finite elements. Equation (3.146) can be written as 

J ‘' I ^ U ) ^  ( : .U .u i  {Ü } -  {Ù} -  ;F ,u p i  (V) - { F m t \  - { F m } )  dt =  0

Since the variation I i^ù} is arbitrary. %e get

[Mm I {fi} -  [Km [ (fi) =  [Fm p : (V'} . { F m t \ - { F s,}

(3.166)

(3.167)

Equation (3.167) is the finite element differential equation governing the mechanical motion of the 

plate.

.\ppl\ing the weak form of the Galerkin finite element formulation to Equation (3.121). the 

weighted average of the residual is

. d^è . .  d^è , â^è  d f ,  d é ]  _  æ
dxdy dy- \

(3.168)

-  (  dv° au-.
' dxdydz
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where 0 . û°. ù". c , ,  and t ’y are the trial functions, and w is the weighting function. Integration by 

parts is then used to reduce the order of the derivath’es on 0  which jdelds

h
/o Jo

d v  dQ  j  ô w â è  âw^ô©\ d ^ 'd Ô  dwâ©

^  d e  _  d
-  T o w -

- ‘ ■ ( w - 4 )

j dvP d t 'x  \ (  dù° dt' j.  dVy

dydz

(3.169)

-  Tqw [pi |t^‘} I  dxdydz ~  j   ̂ ^

If the domain is discretized into .V„ cubic elements, the weighted av-erage residual can be written as

•V,-., ^  f ^ ‘ 1 d© , / ÔVC d© dw d© \ dw d© dtc d©
°  y „  L  L  r ' - â P â ;  -  -  % â7  j  -  % 3 ;  - " - â iâ T

^  a e  T 9- p c .w —  -  r . . -
' d û °

dx
_d ”- ' r

d x I dy '  dy dz '  dx

y -ro w [p ;{ v -} |d x d y d z

- I f ft=l

- S r r ( - " U - g r r h ' " U -

(3.170)

where S'Tex.,- A 'r» .,. A Te*, - -̂ *Tey„ •-Vrea, • and -Vxei, represent the number of elements that are 

adjacent to the boundarj' at x  =  0. x =  a. y =  0. y =  6. z =  —? . and z =  ? . respecth’ely. The 

t r a h ie s  Xi. x^. yi. y^, zi. and Zu are the lower and upper bounds on the x. y. and z dimensions of

0 0



the A:'* cubic element, respecth-ely. Let © be approximated using a combination of quadratic and 

linear shape functions such that, over the element, the trial function is

18
è'^(x.  y .z .t ) = ^ H ^ J x . y . z l Q U t )

1 = 1

where

Hy i  U.y . z )  = 

H ^ i x . y . z )  = 

fffjlX.I/.C) = 

H!f-^[x.y.z) = 

fffs lx .t/.z ) = 

HY^)x.y.z) = 

ff^(X.ÿ.2) =

f l  (x .X ; .X „ ) / (  (ÿ .ÿ l .ÿu )  

/ u ( x . x i . x „ ) / i ( y . ÿ ( . ÿ u )  

/, .  ix .x t .x^ i  fu [y.yi.yu] 

/ ; ( x . I i . X u ) / u ( y . ÿ i . ÿ u )  

/m ( x .X ( .X u ) / ( ( ÿ .ÿ i .y u )

A  ( X . X | . X u ) / m ( ÿ . I / i . ÿ u )

(-1. -  :) 
(-U -  :<)

-  Z I 
( Z„ -  Zi )

(Z„ -  z)
Î Z[; Zf ) 

(Zu -  Z )  

(Zii “  Z( }

(Zu -  z) 
(Ztt - Z ( )

(z« -  z)
(z„ -  Z()

(  ̂ — 21
f m  (X. Xf. Xüj / u  (y>y i ^ y u i  ~ r

IZ„ -  Z i )

(Zu -  z)
=  fl {x.xi.x^} fmiy-yi.yu)

[x.y.z] —'T9' 

H^f^oix.y.z) 

f f ru ( 'r .y .z l

^ T 13 (x .y .z )

/m i x . X i .X u ) / m ( y .ÿ | . y u )

=  f i ( x . x i . x u )  f d y . y t . y ^ )  

=  / u ( x . X ( . x „ ) / / ( y . y j . y u )  

=  A ( x . x / . x . j  A (y . y i .yu)  

=  /f(x.X i.x„) A (y.yi.yu)

(Zu -  z i )  

( Z u - z )  

(Zu  -  Zf )  

( z  -  Zf )  

(Zu -  Z| )  

( Z - Z f )  

( Z u  -  Zl)

, ( z  -  Zf )  

( Zu  -  Z| )  

( Z - 2 f )

ffri4 (-r- y. z) = A. (x.xf.xu) f i  (y. yi. yu)

(Zu -  Zf)

(z  -  Zf)

(Zu -  Zf)

e U t )

e$ (f) 

% ( t )

(3.171)

(3.172)

(3.173)

(3.174)

(3.175) 

(3.1761

(3.177)

(3.178)

(3.179)

(3.180)

(3.181)

(3.182)

(3.183) 

(3-184) 

(3.185)
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^ r i5  (ar. ÿ. 2) =  /u (x. X(. Xu) /m (ÿ. ÿj. ÿtt)

^716 (x.y. a) =  fm (x. X;.  X u )  /u (ÿ. ÿ/, ÿu) 

H Y i - r ( x . y . z )  =  / ;  (x .x i .X u)/m  (ÿ.J/i.yu)

(z -  4) 
I Zu  -  Zl) 

(z -  Zl)

( Zu  -  Zl) 

(z -  Zj) 

(Zu -  Zi)

H t i 6  ( x .ÿ .Z J  = / m  (x .X , .X u ) /m { ÿ .ÿ / .ÿ u )  7
( z  -  Z,J

(Zu -  Zl)

(3.186)

(3.187)

(3.188)

(3.189)

and fl. fm.  and /u are defined by Equations (3.134) through (3.136). respecth-ely. The geometr\- 

and local node numbering of the cubic element is shown in Figure 3.2. In the Galerkin‘s method, 

the test functions are

^Ti (x.y.z)

H ^ (x .i/.c )
w = = [ffr (x .y .z)]' (3.190)

# 1 8  (x.y.z)

Substituting Equations (3.171) and (3.190) into Equation (3.170) and performing the integration 

over the k‘^ non-boundan.’ element \-ields

/ r  =  -  [ . # ]  ( ê * ' ( ) }  -  [ # ]  { e * ( N }  -  { F ^ p \ V

(3.191)

dxdydz

Here

[J /f j  =  V .  [ '  j ‘~ ( [ # ' ,  ' '  (H ?! )  <Lidyd!

r,.n r- r-1,- I .  J ,  L  \ ax ax %

(3.192)

(3.193)

dxdydz
d x  j  dy dy '  dz  dz j

{ F ^ p } = ih p -  r  r  r  f # r  dxdydz 0 .194)
Jz, Jÿi Jxi

and the explicit dependence of on x. y. and z has been dropped for clarity. The remaining 

integral in Equation (3.191) contains the terms that couple the mechanical motion into the thermal
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Figure 3.2: Cubic thermal finite element showing local node numbers and coordinates.

difierential equation. The trial functions û9. v^.  and n'y associated with the mechanical mo­

tion are approximated using the same quadratic functions defined in Equation (3.124). To easily 

incorporate the mechanical motion finite element terms in Equation (3.191). the displacement finite 

element nodes are aligned with the thermal finite element nodes at the plate centerline as shown in 

Figure 3.3. This figure shows two thermal finite elements that are adjacent to the plate centerline 

which is shown as the shaded plane. The thermal finite element nodes are numbered 1 through 27. 

with nodes lO through IS l>dng in the centerline plane. Also shown is a mechanical finite element 

that has nodes numbered 1 through 9. These nodes are aligned with nodes 10 through IS of  the 

thermal finite elements. This alignment allows the substitution of Eq (3.139) into Equation (3.191)
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because the current thermal element would share the same x and y nodal coordinates as the me­

chanical element at the plate centerline. In this case we say the thermal and mechanical elements 

are geometncally aligned. Performing this substitution fields

= -  [.Vf] ( ê "  (1 )} -  [ # ]  {e*-- ( t)} -  {F |p } } (3.195)

where

[C^.u; -  To /  ‘ r  T "  'Bt ' dxdydz (3.196)
Jz, Jy, Jx,

(3.197)

In Equation (3.195). { û*"'} represents the time rate of change of the nodal displacements and rotations 

associated with the mechanical finite element that shares the same x and y nodal coordinates as the 

Ar'* thermal finite element. For a boundary' thermal finite element. Equation (3.195) is modified to 

include the effects of the appropriate boundary condition. The two tj'pes of boundary conditions are 

specified temperature {essential) and specified heat flux (natural). The effect of different boundary 

conditions will be illustrated using the l^^ element that has a boundary located at x =  0. In this 

case. Equation (3.195) is modified to include the boundary condition term at x =  0.
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9

Figure 3.3: Alignment of the mechanical finite element nodes and the thermal finite element nodes 
at the plate centerline. Also shown is the global nodal numbering convention.
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/r = -  M  { ê l  (()} -  [# ]  {ê ., (()} -  {F^p} #  -  {a ll

_ r  r
Jzi Jy,

æ ae
dydz (3.198)

c=0>dx dy

In Equation (3.198). the subscript xq indicates that these nodal temperature and displacement 

vectors are associated tvith finite elements that include the boundar>' x =  0. For the case of a 

specified temperature at the boundar>'. Equation (3.198) can be w-ritten as

/ r  =  - [ .U ^ ] { e l ( t ) } - [ A t ] { e * , ( f ) } - { F ^ p } F ‘= - [ C ^ .„ ] { i l}

y y d z { e l i t ) }  (3.199)

= -  [.l/f] { ê t ,  (()} -  [ K U  {©1 (()} -  -  [C^.ui }

vhere

(3.2001

Similar expressions can be found for specified temperature boundary’ conditions at x = a. i/ = 0. 

y = 6 . z = - i .  and z = :;. Note that the displacement boundary’ conditions at x = 0 may require 

constraints on }. For the case of specified heat flux at the boundar}' x =  0.

- f l

, ae

— QitAV' '■
r=0

— Qrvoiy* -■ ()

(3.201)

(3.202)
c=0

Equation (3.198) can be wTitten as

[It = -  {ê* If)} -  {e ': 10} -  {F$p} r "  -  -

r  r  ([#]"'(0.ÿ.z) [Q.„- Q x y , ' ) d y d z

Jz, Jy,

= -  i.U‘ l {ê* (()} -  [A-^l {0" (t)} -  {F^p} V- -  [Ĉt m ] {à"} -  F&..

(3.203)

where for uniform heat fluxes

1 0 0 1 0 0 0 4 0 1 0 0 1 0 0 0 4 0 {Qx„ Qxy„)

(3.204)
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and. for a more general heat flux distribution.

(0 1 ,}  =

, 01.,

0

0

401,

0

0

0

sOl.

0

loOl.

0

0

,301.

,701..

(.3.206)
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{QL,} - (3.207)

0

0

0

0

0

s Q L

0

ioQ^„

0

0

13<3̂ v„

0

0

0

In Equation (3.206). represents the heat flux in the x direction at x =  0 at node i. In Equation 

(3.207). represents the heat flux in the y direction at x =  0 at node i. Note again that the 

displacement boundary conditions at x =  0 may require constraints on (û*'}. Similar expressions 

can be found for specified heat flux boundary- conditions at x  = a. y = 0 . y = b. z = and z =  ^. 

Assembling the residuals from all \ t e  thermal finite elements jdelds

It  -  -  ,M t \ | é |  -  [K ti  { 6 }  -  i C r . t r ;  { n }  - r  { / q }  -  [Fq p > j v " ! (3.208)

where the explicit dependence of {©} on time has been omitted for clarity. Equation (3.208) can be 

solved bj' setting It  = 0. If the number of elements is large enough the finite element solution will

63



be a good approximation of the actual solution. Setting It  = 0 and rearranging yields

I© ! -r [AVI {©} [Ct m ] {û} =  {fç} -r [Aqp) |V ' |  (3.209)

which is the finite element \-ersion of Equation (3.118).

Now if the plate thermal differential equation has been discretized using finite elements, the 

thermal terms in Equations (3.84) through (3.91) need to be modified to include the finite element 

approximation of the temperature field. Perform ing this substitution yields

.Vtx(x.i/.£) =  / Q>‘ (x .y .z . t ) dz  (3.210)
i t = i

= [H ^ (x .y ..> ) |d r){ 0 ‘ (£)}

.V r,(x .y .f) =  r  è * (x .ÿ .r .f )d r  (3.211)
fc=l Jil-i

=  Z  ( ^ 1 ^ 4  -  C U l  -  (  r  [Hlf (X . y. zlj d r )  {8* ( £ ) }

S ' T ^ U .y . t )  =  / e ' ‘ {x .y .z . t )dz  (3.212)

.Vr,

= U  [# ( % .ÿ . : ) ) d r j{ 8 " (£ ) }

Mr A x .  y. t) = ^  (Cfja^ -  C fo o J -C fg o ^ ) T  è*-‘ (x .y .r .t)  rd r (3.213)
k=l J:k~.

= g  (Cf,a^ -  C f X  -  f  [ #  (z. y. z)] r d r )  {G*' (£)}

•V.

.\/T„(x.y.£) =  ^ ( C f o a ^ - C ^ Q ^ - C lg Q ^ )  f  ‘ è ‘'( x .ÿ .r .f ) r d r  (3.214)
t = i  -

= Z  (< ^ 2 ^  *  [ ^ r  (z. y. Z)j Z drj {8" (£)}

.Vr. ^

M r ^ i x . y . t )  = / 8 '= (x .y .r.£ )rd r (3.215)
fc=i •'=‘-1
.V .,

=  ^  ^  -  C ^ a ^ )  I  [ #  (X . y .  r ) ]  zdz  {8^ (£)}
fc=l Vjii-, /
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This can be written in compact form

where

and

,v} =
.v„

= E [ c ^ ]fc=i j : M dz {0 '(()}

0 0 0 0 0 0 0
0 C^I 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 C^ 0 0 0
0 0 0 0 0 c^i 0 0
0 0 0 0 0 0 /-ik'~n 0
0 0 0 0 0 0 0 /̂ k

<-T3

= (Cf. ot - c I2<̂y ~ w

îH* = (3.221)

[Hlj-ix.y.z)]

0 

0

[Hlp(x.y.z)]

(x.ÿ.z)] z 

[/fp{x.ÿ.z)'j z 

[H^(x.y.z)]  z

In order to substitute Equation (3.216) into Equation (3.150). it must be modified to account for 

the thermal stress and moment resultant associated with the geometrically aligned mechanical finite 

element. This can be accomplished by limiting the summation in Equation (3.216) to those thermal

(3.216)

(3.217)

13.218)

(3.219)

(3.220)
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6nite elements that share the same x and y nodal coordinates with the current mechanical finite 

element. This restriction Welds

‘ " 000\{.Vf} =  ^  [Cf: I  ‘ [« ‘••'I dz (e*" (f)} (3.22;
fc=i

where Xmte represents the number of thermal finite elements that are geometrically aligned with 

the current mechanical finite element, and the superscript e denotes that the parameter's value is 

associated with the current mechanical finite element. Substituting Equation (3.222) into Equation 

(3.150) Welds

{fvT} =  r  r  [H‘']d x (e * '( f)} d x d y

= :A-.W i{0'(t)} (3.223)

' K i m = E  r  r  r  <3.224)

and ( 6 '  (t)} represents the assembly of all {8^ ' (t)} into one vector. Using this notation. Equation

(3.167) becomes

[Mm \ {Ü} -  [Km I {Û) =  ifv/pi (U) -  [Km t \ {©} -  {Km \ (3.225)

To include the effects of damping. Equation (3.2251 is modified as follows:

M m \ {Ü} -  [Cw: {Ü} *  K m ] (Ù) =  [Fm p i  (U) -  [Km t ] {0} - ( A u )  (3.226)

where [Cm ] is the damping matrix. Note that damping in a composite is anisotropic analogous to

stiffiiess. but not proportional to it. To avoid numerical issues, a small amount of isotropic damping 

is added to the model. Isotropic damping has the form

;cAr; =  2^ :A /„ ;u n v '- ' (3.227)

where ^ is the damping coefficient that is applied to all modes, and the matrices V and H are foimd 

from the eigenvalue decomposition of [Kst]

[ M s t r '  'iKsn =  (3.228)
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This formulation assumes that all modes have the same damping.

Equations (3.209) and (3.226) are the finite element coupled piezothennoelastic equations 

governing the plate motion and temperature. These equations can be combined into one set of first 

order differential equations as follows. Define a new generalized state variable

q =  < {Û} (3.229)

{0}

Assuming that {û) has elements and (©} has rit elements, then q has 2rim -r U; elements. Using 

this formulation. Equations (3.209) and (3.225) can be combined to \ield

where

M (?) = AC (g) - I’mp ( U) -  Tpp |v'| -  J'ai -  Tq

M  =

^ n „ . On,,. xn„, 0„„, xn,

On„. xn„, On,„xn,

On, xn.„ On, <n„, A ^ T \

On„xn„. fn„, On,„xn,

- [ K m ] - C m ] K m t ]

On, xn„, -  Cr.Ui -  K t ,

T qp =

=

On„. X .V,(

f s tP i  

On, X .V ,

On„x.V, 

On„ x.Va

PQP]

O n „  X I

{Fxt\

On, xt

(3.230)

(3.231)

(3.232)

(3.233)

(3.234)

(3.235)
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T q  =

Onti. •» I 

On.,, X I (3.236)

In these equations. represents the by identity matrix. andO„xm represents a zero matrix 

of size n by m. Since this problem is properly constrained, the matrix M  is invertible, which allows 

the problem to be written in state-space form

where

(3.237)

(3.238)

(3.239)

(3.240)

(3.241)

A  = M-^IC

B v  =  M ~ '! F m p  

= .M -‘.Fqp 

{u-( = .W *  ( f w  - ^ q )

In this formulation, the variable {ic ) is considered a disturbance input to the s\"stem.

3.2.5 Imposing Essential Boundary- Conditions

.A,t this point, essential temperature and displacement boundary conditions should be imposed 

on the system given by Equation (3.237). The temperature essential boundary conditions at the 

edge of the plate are:

•  Zero temperature edge: 6  =  0

•  Fixed temperature edge: 0  =  0 q

Assume that 2nm < i < 2n„i — is associated with a thermal finite element node 

located on the boundarv’. To apply the boundary' condition for the case where g, =  0. the differential 

equation associated with q, is eliminated from the sj'stem. since ç, =  0. and the column of the A  

matrix associated with q, is deleted from the matrix as shown below

(3.242)
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where

A  =

111

9l ••• 9 i - l  9i-rl ••• Î2n

a '!  • • •  li'2;

I '-n, I

r
■2n^n*nt j

I — l l (  I— I j  I — I }(

A i - l ) ( i - l )  A i - D ( i - l )

>^(27i„ ,-nt)l  - ^ 1 2 n „ . - n t l ( i - U  -‘̂ '2 n „ ,-n £ ) i i - - l )  ' > ^ ( 2 n „ . - n t | ( 2 n „ - nt)

Bv =

Bv'II B v I . S ' a

By  =

Bvh~i)i Bv;,~i,.\i

B v : 2 n „ ~ n , ) l  ■ ■ ■  S v (2 n „ .-r i ,) .V .,

® V l l  ^Vl.V.1

(3.243)

(3.244)

(3.245)

(3.246)

(3.247)

®V-'2n.,.-n,)I ■■■ ®V;2rt„.-n,i.V4

To apply the boundary' condition for the case where g, =  0q =  0. the differential equation associated 

with Ç, is eliminated from the system, since q, =  0. and the column of the A  matrix associated with 

Ç, is multiplied by ©q. and the resulting vector is added to the disturbance vector. In this case, the 

A  matrix is still modified as shown in Equation (3.245). Thus. Equation (3.237) becomes

(3.248)
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and

' 9n (3.249)

|i

The displacement essential boundary conditions at the edge of the plate are:

• Clamped edge: vP = c° =  = f ,  =  = 0

• Simply supported edge:

parallel to x-axis: = 0
parallel to {/-axis: w° = = 0

•  Fixed simply supponed edge;

parallel to x-axis: =  i _ = 0
parallel to y-axis: uP = = 0

• SvTnmetric edge:

parallel to x-axis: t ° =  c ,, =  0 

parallel to {/-axis: =  0

• Free edge: none

To apply the boundary condition for the case where q, =  0. 1 < t < rim- is associated with a 

displacement finite element, the following row and column operations are applied. The differential 

equations associated with q, and =  Ç, are eliminated from the system, since q̂  =q, = 0. and 

the columns of the A  matrix associated with g, and are deleted from the matrix as shown 

below

= Â { q \ -  &  i n  - B y  { f }  -  (3.250)

where

(?} =  I

{â'f =  I  u,’i --- iXi-i

qi ■■■ qi-i  qi^i

U-’t+l r
(3.251)

(3.252)



À  =

-4ll -4l2 -413

Æ l -4-22 ^23 

-431 .432 -433

■ 4 i i  =

tu .4

-4iu =

■4k l-*nm — l )

-4 i3 =

.421 =

.4(1-

.4(1—l)(i—tj I—I )( I—n„i — I

• 4 l ( , _ n „ - U  . 4 l ( 2 7 i . , . - n ,  I

■4( I —U( I—n,„ — I ) -4( > — I ' (2n«. —ri, t

-4([—n„, —1)1 ' .4/1—(i„, — l )( I —l

(3.253)

(3.254)

(3.255)

(3.256)

(3.2571

■4(i-i)(i-u

.422 =

.4( I —11(1—n.f, —1

(3.258)

■4( —11(1-1) **' •4( I—n.n —1)( I—rin. — 1

.4/1—1 )( 1—fi„, — 1 j "4( t —1}(‘2 n .ï ,—

^ 2 3  =

n ,  I

-4(t—Fi„, — 1 )(I—n„, —11 *4/1—ri„, — l)(2n„, —n, (

.4si =

.4{:—Mm.-111 *’* .4K—riM,-T-Ull —1)

■4(2».,-m il ■■■ ■4(2n„.-n,)(i-U

(3.259)

(3.260)
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t 1)( — I)

.433 =

Bv  =

Svii

S v(i-n i

5 \'(t-u i

(—n,„ — 111 

11—n„, — 1)1

By =

n i l

®V(i-ii-iii

BV - f i - u i

-4 (i—no»-rl)(i—rim-1) - lK 2 n „ .-n , I

•4(2nm—"<)(>—'«m-̂ li ' '  •4l2n,„—fii l(2nm—Oi i

Bvi.vj

Sv,,_i).v,

Sv(.-ii.v,,

5rii-r>„,-n.v,

/ i—rirt, — 11.\ \

S v (2 n „ .-n ,) I  Sv'(2n„,-n.,.V ,v

( , - l ) . \ \  

^X (I— riw. — l)*N.i

(3.261)

(3.262)

(3.263)

(3.264)

Using these three methods to apply the thermal and displacement plate essential boundary conditions 

yields a  state-space model that is suitable for open loop controL Note that, while these methods



are mathematically correct, numerically it is best to apply the essential boundary conditions to 

Equations (3.225) and (3.209) using methods similar to those presented in this section, multiply the 

resulting reduced-order differential equations by the inverse of the reduced-order mass matrices 

and respectively, then form the state space ststem associated %ith the generalized coordinate 

q. This is because the reduced order matrices used in the computations improve the numerical 

results. For closed loop control analysis, a sensor model needs to be added.

3.2.6 Sensor Equation

This subsection develops the output equations for the piezoelectric sensor. Substitution 

of ’e =  ’dl* ;C'^ into Equation (3.2) \ields

{£>)* = [dl* [Cl* (£)*■■ -  ( E}* -  {p}*-' (3.265)

In the plate sensor configuration, charge is only collected in the r-direction. and the applied electric

field i £ )*  is zero. Introducing these constraints along with Equation (3.12). one can write Equation

(3.265) as

0$ =  (d)" r *  {£)* -  Ip .  e ' '  (3.266)

Transforming (£)*“ into (r)*. the Equation (3.266) becomes

=  {d} * \C Ÿ  {e\'‘ -  (p:}*=e* (3.267)

where

[c] =  r : *  [R\ T *  (3.268)

For the case where a temperature gradient exists in the 3-direction (2). Equation (3.267) is modified 

to a\-erage the temperature over the thickness of the piezoelectric sensor

=  {dl" I c ] " {£}* -  (p .)"■ ^  r  e^'dc (3.269)

where Zk-i and zt are the 2 distance from the midplane to the bottom and top surfaces of the 

sensor and h& = Zk -  Zk-i is the thickness of the sensor. Substituting Equation (3.57) into Equation
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(3.269) gives

^3 =  ({rf}"')"' [c ]"  ({=“} -  4  M )  ^  { p = ^  j "  (3.270)

where is the ;  distance from the midplane of the laminate to the midplane of the layer 

piezoelectric sensor patch. The closed circuit charge measured through the electrodes of a sensor 

patch in the Ar''* layer is l23|

where R is the effectif surface electrode, which defines the integration domain where all the points 

are co\-ered with surface electrode on both sides of the piezoelectric patch. The electric charge 

generated by mechanical strain and temperature changes will be detected only if the charge is 

collected through the effective surface electrode. In the present %-ork. it is assumed that the effective 

surface electrode is the entire area of the piezoelectric sensor patch. Use of Equation (3.269) in 

Equation (3.271) yields

= i  ( ( ' " ' f  i  "

which can be written as

(3.272)

= Ĵ [{d\'‘Y\c]'‘n{a\dA-I ê dzdA (3.273)

where H is an operator matrix defined by

n =

a
àx 0 0 0

0 a
dy 0 0 ,0 ^

■fcdv

0 0 0 0 0

0 0 0 1

0 Ü A.dx I 0

a
ày

a
dx 0 ,0A~kdx

(3.274)

Since (</)*■. C | . and are constants, they can be removed from under the integral sign, so 

Equation (3.273) can be written as

q "-' =  ( { r f £ ) ^ [ c ] “ J ^ n { ü } d A ~  ^ ^  j "  e>‘dzdA (3.275)
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In terms of the finite element model. Equation (3.275) becomes

,T r.ifc

where

q‘'= ( { d } ‘=) [C] 

-v,„.

n  = Y ,

(3.276)

(3.271

(3.278)

and {û}^. {S}*". Nam- and N,t represent the nodal displacements, temperatures, number of me­

chanical finite elements, and number of thermal finite elements associated %ith the fc'* sensor patch, 

respectively. The current associated with the fc‘̂  sensor patch is gi\"en by

(3.279)

In terms of the finite element model. Equation (3.279) becomes

(3.280)

SoKing Equation (3.209) tor 6  and substituting into Equation (3.280) vields

( -  [Nti {0) -  'Ct m ] {âj -  {Fq })}^  (3.281)

In terms of the generalized state \ariable defined in Equation (3.229). Equations (3.276) and

(3.281) for the piezoelectric sensor become

where

and

(3.282)

(3.283)

(3.284)

C  = Oixn„. ( w * " )  (CrAfi* -  {Pz}^ J  [Nt 'C

(3.285)

10



Using Equations (3.282) and (3.283). an output equation can be added to the linear model given by 

Equation (3.237). For the case of .V5 sensors, with both charge and current as measured outputs, 

the output equation, {y}. is

{ y )= C { q ) -{ r}  (3.286)

where

C =

C}

C '
.̂Vs

(3.287)

and

(3.288)

(3.289)if  ^  iPz j

In this formulation, r  is treated as sensor noise. Additional outputs, such as the plate center 

deflection, can be added to Equation (3.286) by including the appropriate row in the C matrix. 

With this formulation the state-space model of the system is

(3.290)

(3.291)

Once the essential boundary conditions are applied to Equations (3.237) and (3.286). the resulting 

state-space model is suitable for control system design and analv-sis.

3.2.7 Voltage Rate Output

To implement the heat generated in a piezoelectric actuator due to the rare of change of the 

electric field, we need to determine an expression for the rate of change of the \-oltage input to the

actuator, smce

(3.292)
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where h is the actuator thickness and V  is the time rate of change of the voltage applied to the 

actuator which, in a closed-loop control sv’stem. is the voltage computed by the control law. In the 

configurations considered in this work, the control voltage is a function of the sensor charge and 

current outputs multiplied by their respective feedback gains and summed. Therefore, the time rate 

of change of the voltage is a  function of the current output multiplied by the charge feedback gain 

summed with the time rate of change of the current multiplied by the current feedback gain. The 

expression for the current output of the sensor is given by Equation (3.283). The expression for the 

time rate of change of the current can be found by taking the derivative with respect to time of 

Equation (3.281)

[cj ’H{û} -  (p:)* ‘ {©} -  I

Using Equation (3.226) to solve for {ù}*’ nelds

(3.293)

( -  ; C u i  {i}  -  Ksn  {Ü) ^  Fs,p\ {V) -  -Ksm  {8} -  { & /) )} ' (3.294)

For a  piezoelectric sensor layer, the applied voltage. V'. is zero which vields

{Ü Ÿ = ( -  {Ü} -  [K^r\ -  [Km t I {0) ^  ( f u ) ) }" (3.295)
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Substitution for {ü}*' and | 0 |  \ields

^  [ c ] '%  ( [ M w iy '  {n}^ - [CA/:" {Ü}")

-  {P: j  [CTXtf -  .Cu,*' { Ù} )

-  [ c ] \  ( i M v i y '  iA'vTi* (0}"

-  {Pz }*■ j  (i-W.tfl*') [A-'a/t!* {©}*

-  {P z f  j  {[Mn)  ( [ A / r i y '  iCr.wi*' {ü}*' (3.296)

~{Pz\‘‘j  [ t̂] {̂[ Ît]̂ ) iA'r!^ {0}'"

- ( l d r ) ' ' [ c ] 'K ( [ . U A / i y V . u l "

-  {Pz }*■ j  .C'r.w:*’ {f.u

-  {P: j  AV:* {Fq }̂ ’

If the plate is exposed to an external thermal heat source, this model requires an estimate of |-

In terms of the generalized state variable defined in Equation (3.229). Equation (3.296) for the k‘^

piezoelectric sensor becomes.

% = Cl {,*}-( w f  [cI‘h (;.u, I f.,i‘

-  {Pz ) ' j  ('Mt ' Y '  Crxn ( X w ! " ) " ' { Fm f*' (3.297)

-{ P = } V (U /T i ')  { ^ }

iC i 2C I  3C I  1 '-3.298)
,tt .it 'tt  J

l^cj û Y ^ I m ' Y  ~  {Pz}^  ̂j  { [ -W 'Y  j

(3.299)

M  -  {Pz}‘‘ j  Y w Y  ^CrAfl* (iA/v/i*) j  iCuj*'

-{P:y*’^([-'V i*’’)  (i-'fr;*') iC’r.ui*'

C l  =

(3.300)
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-  {Pz\‘‘ j  '.CrA/;*" (^AAu;^) j  X u t!^

-  {P.}‘ j  ( [ A / r i y  ' [Kt ^  { [ M r ‘‘Y '  :K r | '
(3.301)

To incorporate the vx)ltage rate output into Equation (.4.77). Equations (3.287). (3.288). and (3.289) 

become

c , l ,

c =

‘'<7

CS>-

C:);

(3.302)

-  [ 0 I"! -4

c i

0 c ; '' v '̂r

{ P : ) V ( : A / T : y  { f Q ) " - ( M r )  [ c ] ' ? t ( x u : " ) “ { f.u} ' 

-  {Pz}'‘ J  C . ^ h Y  iC’r.vr,*' (3.303)

3.3 Numerical Results

In the present study, ail computations are carried out in double precision on a Micron Mil­

lenium Max 733 MHz Pentium HI with 768 MB of RAM using MATLAB V'6.1 (481. To verif>- the 

current finite element model two case studies were performed.

I. A model of a simply supported aluminum plate subjected to a thermal impact was analv’zed. 

The mechanical and steady state therm al responses are compared with the results gener­

ated using the anal\tical solution developed in Chapter 2. An aluminum plate was chosen 

for this study because the mechanical response reaches steady-state much quicker than a
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graphite/epoxy plate, which reduces the time required to simulate the response to steady- 

state. See Figures 2.1 and 2.6 for a comparison of the quasistatic response of an aluminum 

and graphite/epoK}' plate.

2. A model of a  clamped smart plate composed of graphite/epoxy and PZT layers subjected to 

a mechanical impulse was analyzed. The open loop and closed loop responses are compared 

with the results published in 24!.

3.3.1 Case Study I: Simply Supported Aluminum Plate Subject to a Thermal Shock

To validate the model for the study of coupled thermomechanical problems, a finite element 

model of a simply supported aluminum plate was developed using the equations derived in this 

chapter. The plate dimensions, mechanical properties, thermal properties (see Table 2.1 for material 

properties), and all boundarv- conditions Equations (2.6) and (2.7)j were the same as those used in 

Chapter 2. Because of biaxial svtnmetry only a quarter of the plate was anah’zed. The quarter plate 

was modeled by a 4 x 4 x 12 mesh (x. y. and z directions, respectively ) resulting in 405 x 405 global 

mechanical mass and stiffiiess matrices. 1053 x 1053 global thermal mass and stiffiiess matrices, and 

thermo-mechanical coupling matrices of consistent dimensional size. To insure that the fully coupled 

model contained no spurious right half-plane poles due to lack of numerical precision, mechanical 

damping was added to the model using Equation (3.227). For better comparison to the analytical 

solution results of Chapter 2. which assumed no material damping, a very small damping coefficient 

s’ -  O.CXlOOl (0.001%) on all mechanical vibration modes was assumed. Applying the mechanical and 

thermal essential boundary- conditions, and forming the coupled thermo-mechanical model yielded 

a state-space sytem with 1504 states. The input to the model was the heat flux at the top of the 

plate, and the outputs were the center plate deflection and the temperature at the thermal nodes 

at the center of the plate. For better comparison, the analytical solution model used 12 finite 

elements in the z direction instead of 24 finite elements as used in Chapter 2. Both models were 

subjected to a unit heat flux of 1 ^ ^ .  and the mechanical and thermal responses were compared. 

Figures 3.4 and 3.5 show a comparison of the vertical displacement (inches) at the center of the
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plate using the two different solution methods. Figure 3.4 indicates that the quasistatic deflection 

shows good agreement, and the dynamic response shows good agreement initially but diverges as 

time progresses. Figure 3.5 details the response from 0.09 seconds to 0.1 seconds illustrating the 

divergence of the responses. Figure 3.6 shows a comparison of the power spectral density of the 

two responses compared in Figure 3.4. This plot illustrates that the responses share the same power 

spectral density at low frequencies but diverge starting around 2500 Hz, with significant divergence 

above 12500 Hz. This is mainly due to the differences between classical plate theory and the 1" 

order shear theory used in the finite element modeL Figure 3.7 shows a comparison of the change 

in temperature (°F) as a function of z at the center of the plate using the two different solution 

methods for t =  0.1 seconds. Note that the difference between the two changes in temperature is 

nearly constant as a function of z and averages 2.7%. This difference is attributable to the more 

accurate modeling of the thermal heat flux in the x  and y directions in the finite element model.

i6r

.—121-  <('■' I —  C hapter 2  Model
â  ; V —  Finite B ernen t Model
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o I
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l » r  :
® ;

0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
Time (seconds)

Figure 3.4: Comparison of the analytical and the finite element solutions: plate vertical deflection 
(in) per unit heat flux at the plate center.
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Figure 3.6: Comparison of the analytical and the finite element solutions: power spectral density of 
the responses shown in Figure 3.4.
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The results presented in Figures 3.4 through 3.7 corroborate the finite element model and the 

computer code for the coupled thermomechanical model. The validity of the model for the study of 

dtmamic vibration control is presented in the next section.

3.3.2 Case Study 2: Clamped Graphite/Epoxy/PZT Smart Plate Subjected to a Mechanical 

Impulse

To validate the current model for the study of vibration controL a comparison is made with 

the work published by Chandrashekhara and Agarwal |24l. Their work did not include thermoelastic 

effects and for comparitive purposes it is ignored in this case study. They analyzed a clamped plate 

with collocated sensors and actuators as shown in Figure 3.8. The insulating layer required between 

the sensor and actuator was ignored in their analysis as it was in the current work. The plate 

was a four layer 0/90/90/0 graphite-epoxy laminate with the lamina mechanical properties listed 

in Table 3.1. The piezoceramic mechanical and piezoelectric properties are also listed in Table 3.1.
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The plate dimensions were: a = b = 0.254 m. h = 2.54 x 10“  ̂ m. and the piezoceramic sensor 

and actuator dimensions were 0.127 m long. 0.127 m wide and 2.0 x 10“'* m thick. The sensors 

and actuators were centered on the plate. Due to biaxial symmetrj’ only a quarter of the plate was 

anal}'zed. The quarter plate was modeled by a  4 x 4 finite element mesh which resulted in 405 x 405 

global mass and stiffiiess matrices. To obtain a good comparison with the work published in [24!. a 

damping coefficient of = 0.005 (0.5%) on all mechanical vibration modes was assumed. Applying 

the mechanical essential boundary conditions, and form ing the state-space model, jdelded a system 

with 576 states. Due to the length of elapsed time since publication ( 1993). the data used to generate 

the figures in i24[ were not available for easv- comparison.

Table 3.1: Smart Plate Graphite/Epox)' and Piezoceramic Mechanical and Piezoelectric Properties

AS/3501-6 G rap h ite /E p o x y PZ T  G1195

El 144.23 X 10® Pa E 63.0 X 10® Pa

Eo 9.65 X 10® Pa V 0.28

G\2-G\3 4.14 X 10® Pa P 7600 ^

G-a 3.45 X 10® Pa tfa 1-̂ 32 -180 1 0 -'- =

Ui2 0.3

P 1389.23 ^

The plate was subjected to a uniformly distributed load over the entire surface of the plate for 

a duration of 1.6 x 10“  ̂ seconds. The magnitude of the load was 2.5 x 10"* X/ m*. This mechanical 

impulse was designed to excite the first mode of the plate. The transient response of the plate 

without the piezoceramic sensors and actuators, referred to as the original plate, is shown in Figure 

3.9. The transient response of the plate with the piezoceramic sensors and actuators, referred to 

as the smart plate, is shown in Figure 3.10. The two responses are different because the mass and 

stiffiiess of the piezoceramic elements are included in the model of the smart plate. Both these 

responses compare very favorably with the results shown in Figure 5 of [24|. which is expected as 

the m pchaniral portion of the finite element model developed in this chapter was based on the work
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by Chandrashekhara and Agarwal. Figure 3.11 illustrates the closed-loop response using negative 

rate feedback with a gain of 1000 Volts/Ampere (V /  A). This response is damped considerably 

compared to the response shown in Figure 3.10. but is different than the response for a  negative rate 

feedback gain of 1000 V / A shown in Figure 6 of [241. The response compares much more favorably 

with the response for a negative rate feedback gain of 500 V /  A shown in Figure 6 of [24]. Figure 

3.12 illustrates the closed-loop response using positive position feedback with a gain of 4.0 x 10  ̂

Volts/Coulomb (V /  C)- This response differs only slightly from the response shown in Figure 3.10. 

and is considerably different from the response for a positive position feedback gain of 4.0 x 10® 

V /C  shown in Figure 8 of [24]. According to Chandrashekhara and Agarwal. positive position 

feedback reduces the stiffiiess. which is expected, and increases damping, which is counter-intuitive. 

To test this hj'pothesis. the closed-loop response with a positive position feedback gain of 4.0 x 10'

V /  C was generated and is illustrated in Figure 3.13. This response displat’s considerably less plate 

stiffiiess than the response in Figure 3.10. but displays absolutely no damping characteristics. This 

indicates that there were errors in the material presented in [24]. Since positive position feedback 

reduces stiffiiess. negative position feedback increases stiffiiess. To insure that the current model 

displays this behavior, the closed-loop response with a  negative position feedback gain of 4.0 x 10'

V /  C was generated and is illustrated in Figure 3.14. As expected, this response shows considerably 

more stiffiiess than the response shown in Figure 3.10.
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Figure 3.8: Graphite/Epoxy plate with collocated PZT sensors and actuators. FZT sensors and 
actuators are centered on the graphite/epoxy plate and cover |  of the plate.
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Figure 3.9: Original plate response.
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Figure 3.10: Smart plate open-loop response.
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Figure 3.11: Smart plate dosed-loop response using a  negative rate feedback gain of 1000 V/A.
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Figure 3.14: Smart plate response using a negative position feedback gain of 4.0 x 10* V/C.

.■Uthough there are discrepancies between the closed-Ioop responses predicted by the finite 

element model in this work and the work by Chandreshekhara and Agarwai, the model in this work 

displays the correct behavior to negative rate and negative position feedback and is suitable for 

closed-loop control studies.

3.4 Summary

A new finite element based method of solving coupled thermo-elastic plate problems has been 

developed. This method combines the accuracy and flexibility of solving the thermal portion of the 

plate problem using 3—dimensional finite elements with the computationally efficient method of 

solving the mechanical portion of the plate problem using 2-dimensional finite elements. This finite 

element model has several advantages compared to the model developed by [9| which assumed the 

thermal distribution is a cubic function of z:

I. More general thermal boundary conditions can be applied.

89



2. Internal heat sources are easily incorporated.

The main disadvantage is the large number of states required by this modeling technique. 

The model was extended to include piezoelectric elements suitable for closed loop vibration control 

of plates subjected to mechanical and thermal loads.
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CHAPTER 4 

CONTROLLER DESIGNS

4.1 Introduction

In Chapter 3. a finite element model of a "Smart Plate" was developed that was suitable 

for feedback control. Feedback is used in control sj-stems to impro\'e the djmamics of the system 

compared to the open loop dynamics, and to reduce the sensitivity of the system to disturbances 

and model uncertainty. This chapter presents an overview of some of the issues facing the control 

system designers and presents one general method for designing an optimal controller using classical 

control analysis techniques. Two design studies are presented to demonstrate this method.

4.2 Control Design Issues

Controls designers are usually faced with competing requirements, imposed on tracking 

(steady-state error and lag], disturbance rejection, and robustness to system uncertainty. Other 

issues facing the control svstem designer are:

1. The impact of anti-aliasing filters required to attenuate higher frequency modes before down- 

sampling in digital control systems. This issue has become more important over the last two 

decades. As a result of the dramatic improvement and cost effectiveness of digital technology- 

combined with high order language software, more digital controllers are being used. This 

approach also ailowrs more sophisticated controllers to be implemented.

2. The order of the system (i.e.. number of states) and available outputs can dictate the appli­

cable control design methodologies. LQG is often not feasible because it requires frdl-state 

feedback or a state-estimator must be employed. If there is a significant number of states 

requiring estimation, the resulting controller will be of significant order which may not be 

practical. Also, the estimator response must be faster than the plant response which may 

require large gains to achieve. Systems with large gains are usually sensitive to uncertainty 

which limits their use. The applicability of optimal design methodology is also impacted
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by the order of the system to be controlled. With this method, the order of the resulting 

controller is the order of the plant plus the order of the frequency' domain weighting functions 

used to manipulate the design. Application of model reduction can reduce the order of the 

controller at the expense of optimality.

3. .A major issue with control design is nonlinearities in the plant. There are two major types 

of nonlinearites: functional and hard. Fimctional nonlinearity refers to the fact that the 

differential equations governing the dynamics of the plant are nonlinear but continuous and 

differentiable. .An example of functional non linearity is the sbc-degreeof-freedom equations 

describing the motion of a rigid body. A typical approach to handle functional nonlinearities 

is to design multiple linear controllers about a collection of trim conditions or operating points, 

then interpolate the gains and filters as the system dynamics mcwe between these operating 

points. Recent advances in nonlinear control, such as feedback linearization and dynamic 

inversion. ha\-e focused on this type of nonlinearity. Hard nonlinearity refers to effects that are 

not continuously differentiable. Examples of hard nonlinearity are: actuator saturation, signal 

limiting, backlash, and stiction. Care must be exercised when designing a dynamic controller 

la control system with states or integrators) that controls a system with actuator saturation 

and/or signal limiting. To avoid lags due to integrator wind-up in the controller when the plant 

has saturated or limited a signal, the integrators in the plant should be reset to be consistent 

with the saturated/limited signal.

In the current work, item number 2 is the most rele\-ant due to the order of the plate model. 

However, piezoelectric actuators are subject to damage if the negative applied electric field is too 

large 49L To avoid this problem, a voltage limiter is placed in the controller to prevent the applied 

negative voltage from exceeding the following limit

^min ~  ^min ^ l*l-l)

where Emin is the negative applied electric field limit, and hp is the piezoelectric actuator thickness. 

Since only constant gain feedback controllers are designed in this work, this nonlinearity does not
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introduce integrator wind-up issues, but does limit performance.

4.3 Optimal Classical Controller

Classical control theorj' was developed for single-input single-output (SISO) s\tems. Tjpical 

time domain performance measures are rise time, settling time, steady-state error, overshoot with 

respect to step inputs, and input signal tracking of arbitrary' inputs. Tvpical frequency’ domain ro­

bustness measures include gain margins, phase margins, and structural mode peak gain attenuation. 

T%"o common design methods are the Root Locus Method and open-loop hrequenc}-domain loop 

shaping using lead-lag controller designs. These design methods usually require manually iterating 

the controller design and checking it against the performance and robustness requirements. The 

proposed design method automates this process through the use of an optimization routine.

4.3.1 Optimal Classical Controller Design Methodology-

This section describes a controller design mehodologj- for designing optimal controllers using 

classical control performance and robustness metrics. This method is outlined in the following four 

steps.

1. Determine the controller structure and the design parameters to optimize. Typical design 

parameters are the control gains and the compensation filter parameters.

2. Choose the design metric to optimize. Ideally this metric should relate directly to the per­

formance requirements imposed on the system. For example, a hard disk read/write head 

is positioned using step responses, so the the systems step response should be optimized. .\  

metric to optimize the step response is

I f  e{t)\dt

where e (f ) is the error between the command and the measured response. This metric penalizes 

all errors e\^enly. A better metric to optimize step responses is

r r̂
min / t\e{t)\dt  (4.3)
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This metric time weights the errors so initial errors ha\"e less penalt}-. and steady-state errors 

haw more penalty-. This metric is also well suited to step response optimization of non­

minimum phase systems which exhibit wrong way effects.

3. Determine the design constraints. These design constraints should follow from the requirements 

imposed on the system. Tj'pical time domain constraints are rise time (sometimes referred to as 

the time constant), settling time, percent overshoot, and steady-state error. For non-minimum 

phase systems, the magnitude of the wrong way effect (undershoot) may also be constrained. 

T\-pical frequency domain constraints are gain and phase margins, bandwidth, and peak gain 

attenuation. Note that it is possible to include modem control robustness measures such as 

the Sandberg-Zames Small Gain Theorem :50l. the sensitivity and complementary sensitivity 

fimction peak gain 51i. the multivariable gain and phase margins developed by Bar-on and 

.Jonckheere 52: 53i. or Doyle’s structured singular value 54l. p. as constraints on the design.

4. Use a constrained optimization algorithm to iterate the design parameters to get an optimal 

control design. There are several classes of optimizers currently available. Two popular classes 

of optimization algorithms are gradient based algorithms and genetic algorithms. Gradient 

based optimization algorithms require an initial guess of the solution. If the solution set is 

tightly constrained, it may be hard to find an initial guess that satisfies the constraints, and 

the gradient based algorithm may not be able to find a solution that satisfies the constraints, 

let alone find an optimal solution. Also, gradient based optimizers are subject to getting stuck 

in locally optimal solutions instead of finding the globally optimal solution. However, if the 

locally optimal solution satisfies all of the design requirements it is still valid, although not 

optimal. See Luenberger (35! for a  general treatment of gradient based optimization algorithms. 

Genetic algorithm based optimizers do not require an initial guess to start, but require the 

range of the design parameters to be specified. Genetic algorithms are not prone to getting 

stuck in locally optimal solutions as are gradient based algorithms. However, if the solution set 

is tightly constrained, genetic algorithm based optimizers wtU test many solutions that do not
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satisfj' the constraints. If each design can be e\’aluated quickly {i.e.. on the order of a design 

per second), then a genetic algorithm will probably yield satisfactory results. See Goldberg 

:56! for a general treatment of genetic algorithms applied to search, optimization, and machine 

learning.

The following section presents two design studies that use the controller design methodol- 

og}' outlined above to design constant gain feedback controllers for two different "Smart Plate" 

applications.

4.4 Design Studies

In this section, two design studies are presented to illustrate the design process outlined in 

Section 4.3.2. The first design study was concerned with designing a set of feedback gains for a 

clamped graphite/ epoxy/ PZT smart plate subjected to a mechanical impulse. This study compared 

feedback gains designed without consideration of the magnitude of the electric field applied to the 

piezoelectric actuators, to two designs that limited the magnitude of the electric field applied to 

the actuators. The second design study was concerned with designing a set of feedback gains to 

control thermoelastic \ibrations induced in a simply supported graphite/epox\'/ PZT smart plate by 

a thermal impact.

4.4.1 Design Studv I: Clamped Graphite/Epoxv/PZT Smart Plate Subjected to a Mechanical

Impulse

This design study was concerned with designing a set of feedback gains to minimize the 

vibration response of a  clamped graphite/epoxv /PZT smart plate subjected to a  mechanical impulse. 

The graphite/epoxv/PZT smart plate and mechanical impulse used in this study were described in 

Section 3.3.2. See Figure 3.10 for the open loop impulse response of the smart plate. Three different 

designs were compared. Design 1 usee a linear controller with two different fixed gains: a charge, 

or position, feedback gain. A'p. and an amperage, or rate, feedback gain. AV. Due to the plate 

svTnmetrv' the gains for the top and bottom piezoelectric sensor/actuator pair were the same. The
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response to be minimized was

r
.0 5

(4.4 )

where w{t) is the plate center displacement. A classical SISO frequencj- domain constraint, the 

closest point of approach of the Xyquist plot to the critical point. - I .  was used to insure robustness 

of the design to model uncertainty. This design parameter, oq. was required to be > 0.6. Figure 4.1 

illustrates the linear Simulink J57| model used to simulate the time domain response of the closed 

loop system. Figure 4.2 illustrates the linear SISO model used for robustness analysis. Due to 

sjTnmetry. only the robustness of the top sensor/actuator feedback loop was checked. Note that 

robustness was checked with the bottom sensor/actuator feedback loop closed. This is an example 

of one-loop at a time robustness analysis, which is the only method possible with classical SISO 

control theorw
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Figure 4.1: Linear Simulink model used to simulate design 1 closed loop response. The thick lines 
represent vector signals.
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Figure 4.2: Linear Simulink model used to check robustness of designs 1. 2. and 3.

This design did not limit  the electric field strength applied to the actuators. Since PZT can be 

depolarized by a strong electric field with polarity opposite to the original poling \*oltage. this design
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can result in damage to the piezoelectric actuators. Designs 2 and 3 were the same as design 1 except 

they limited the negatri-e electric field applied to the actuators to avoid damaging the actuators. 

Design 2 limited the negative electric field to > - 5 0 0 ^  and design 3 limited the negative electric 

field to > -1 0 0 0 -^ . which were the lower and upper boimds recommended in the Morgan Matroc— mm ^^  ^

Piezoelectric Ceramic Data Book for Designers [49j. Figme 4.3 illustrates the non-linear Simulink 

model used to simulate the closed-Ioop time-domain response of designs 2 and 3. These designs also 

used the model shown in Figure 4.2 for robustness analj’sis.
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Figure 4.3: Xon-linear Simulink model used to simtilate designs 2 and 3 closed loop response. The 
thick lines represent vector signals.

All three designs minimized the cost. J. using Design Optimization Tools 58i. or DOT. a 

gradient based FORTRAN optimizer that utilizes the Modified Feasible Direction Algorithm 59i. A 

MATLAB script was used to set up the optimization parameters to call a NL\TLAB MEX-File 60; 

version of DOT. and to simulate the appropriate Simulink model. The initial gains used to start the 

optimization process %-ere A'p =  4 x 10" ^  and A'r = I x 10  ̂ and the upper and lower hounds 

on the relative change in the gains were set to 1 x 10^° and 1 x 10“ °̂. respectively. Note that DOT 

requires that the constraints be n o rm alized . For these designs, the normalized constraint was

(4.5)

Therefore, the constraint is satisfied for g < 0. i.e.. aq > 0.6. Table 4.1 compares the designs after 

optimization, and also lists the pertinent performance metrics of the open loop response. This table 

contains values for the feedback gains. A'p and A'r. the cost. J . the constraint, g. the maximum 

absolute center plate deflection, max w (t)|. and the maximum and minimum applied electric fields.
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Table 4.1: Design Study 1 Results

Design

A'p

i:c

K r

ilA

J

mm-ms

9

NA

max |u.’{t)l 

mm

m ax £ min A

mm

Open-Loop X.A X.A 55.03 X.A 2.20 X.A X.A

I 4 X 10"̂ 1.17 X 10® 2.13 “ 3 1.17 8.6 X 103 -8.6 X 103

2 4 X 10-3 1.88 X 10® 2.58 - s 1.32 1.58 X 10-* -5 X 103

3 4 X 10-3 1.72 X 103 2.59 2
3 1.33 1.51 X lO-* -1 X 103

E. N'otice that for all three designs the optimized \-alue for A'p was lim ite d  by the lower bound 

on the relative change in gain. This was a result of optimizing the plate's impulse response. The 

apphed pressure impulse excited vibrations but produced near zero average deflection. In this case, 

rate feedback %-as more efiiective at minimizing J  than was position feedback. If the sj-stem was 

optimized with respect to an input that v-ielded a non-zero average deflection, say a step response, 

the sti&iess added by the position feedback gain would help m inim ize J. As expected, design 1 

nelded the lowest cost. A'r gain, and maximum plate deflection, but exceeded the recommended 

negative electric field limit by 800%. Designs 2 and 3 had similar cost, maximum deflection, and 

m axim um  positive applied electric fields, but design 2 had a 9.4% larger A'r. This larger gain helped 

to oflset the additional lim itin g  imposed on the applied negative electric field. Figures 4.4 through 

4.8 graphically compare the three designs. Figure 4.4 shows the closed loop response of the center 

plate deflection for all three initial designs. Figure 4.5 shows the closed loop response of the center 

plate deflection for all three optimal designs. As noted above, this figure demonstrates that design 1 

had the best response and designs 2 and 3 were indistinguishable. Comparison of Figures 4.4 and 4.5 

illustrates that the optimized design performed significantly better than the initial designs. Figures

4.6 and 4.7 show the applied electric field for the top and bottom actuators, respectively. 'These 

figures illustrate that design I drastically exceeded the recommended negath-e electric field, and 

would be unsuitable in any long-term application. Figure 4.8 compares the Power Spectral Densitt- 

(PSD) of the three responses illustrated in Figure 4.4. This figure shows that the nonlinear feedback
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controller excited the natural vibration modes more that the linear feedback controller, especially 

the second mode. This was the primary reason that designs 2 and 3 had 20% greater cost compared 

to design 1. Lastly note that all three designs were not aSected by the frequency domain constraint. 

Therefore, the optimal Kr gains were affected only by the cost. In this case, a  larger Kr only served 

to excite the \ibrations which increased the cost. This is shown in Figure 4.9 which compares the 

plate center displacement for the optimal design I gains, and a design with gains twice as large. 

Figure 4.10 compares the PSD of the two responses illustrated in Figure 4.9. This figure shows that 

increasing the gains from optimal increased the first and second vibration modes.

Initial Design 1 
Initial Design 2 
Initial Design 3 J

a -  O h  •

Î  i ■
» - 0 - 5 r  ;

^  ; III
- i r  - I .1

: I?  i
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Time (msec)

Figure 4.4: Caiter of plate displacement comparison of initial designs 1, 2, and 3.
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4.4.2 Design Studv 2: Simplv-Supported Graphite/Epoxv/PZT Smart Plate Sub jected to a  Thermal

Shock

This design study »’as concerned with designing a set of feedback gains to minimize the 

impulse response of a  simply supported. graphite/epaxjv'PZT smart plate subjected to a thermal 

impulse on its top surface. The bottom of the plate was insulated and the temperature at the 

boundaiy of the plate was constant. The plate was initially at rest and at the same temperature as 

the boundaiy. Figure 4.11 illustrates that the sensors and actuators were collocated. The insulating 

layer required between the sensor and actuator was ignored in this analysis. The plate was a  four- 

layer 0/90/90/0 graphite-epoxy laminate with the lamina mechanical properties listed in Table 4.2. 

The piezoceramic mechanical and piezoelectric properties are also listed in Table 3.1. Note that 

the pyroelectric constant is negative and is relatively large which will result in significant coupling 

between the displacement, thermal and electric fields. The plate dimensions were: a = 6 =  6.0 

inches, h =  0.125 inches, the piezoceramic sensors and actuators fully covered the plate, and each 

piezoceramic element was 0.015625 inches thick.

Table 4.2: Mechanical and Thermal Properties of a Graphite-Epox\- Lamina

M echanical T herm al

Elastic Moduli Conductivities

E n 19.72 X 10"^% fcii 3 0 . 5 ^

E-22- £33 1.236 X 10̂  A ^22^33 0 . 3 9 2 j ^

Gi2 0.641 X 10  ̂A

Poisson s Ratios Expansion Coefficients

1/12 0.278 a u -1.028 X 10-**

1/21 0.017 “ 22-^33 2.097 X 10-’ ^

Density Specific Heat

P 1.763 X 1 0 - 3 ^ c . 6 - 9 1 7 ^
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Ihble 4.3: Nfechanical, Thermal, Piezoelectric, and Pyroelectric Properties of PZT

M echanical T h erm al

Elastic Moduli Conductivities

E 9.137 X lQ 8 j^ k i i ,k 22 1 - 2 1 3 ^

G 3.568 X 1 0 « ^

Poisson’s Ratios Expansion Coefficients

V 0.28 011,022 5.00 X 1 0 - ' 5 ^

Density Specific Heat

P 8.534 X 1 0 -= * ^ 3 - 2 2 8 ^

Piezoelectric Constant Pyroelectric Constant

^31,^32 9.843 X 10-^  f P3 -7.168 X 1 0 - %

I
I

I

V
A A

Section A-A

Grapfaite/Epoxy Plate Sensor Actuator

Figure 4.11: Graphite/Epojcy plate with, collocated PZT sensors and actuators. PZT sensors and 
actuators fully cover the plate.
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Because of biaxial symmetry, only a quarter of the plate was analyzed. The quarter plate was 

modeled by a 4 x 4 x 12 mesh (x, y. and z  directions, respectively), resulting in 405 x 405 global 

mechanical mass and sti&ess matrices. 1053 x 1053 global thermal mass and stiffness matrices, 

and thermo-mechanical coupling matrices of consistent dimensional size. Mechanical damping with 

s ' = 0.001 (0.1%) was added to all the mechanical vibration modes using Equation (3.227). This 

model had 1504 states. 5 inputs, and 9 outputs. The five inputs were:

1. Top of plate uniform heat flux. Btu / s /  in^.

2. Top piezoelectric actuator voltage. V-

3. Bottom piezoelectric actuator voltage.

4. Top piezoelectric actuator voltage rate. V /  s.

5. Bottom piezoelectric actuator voltage rate. V s .

The nine outputs were:

1. Center of plate vertical displacement, in.

2. Top piezoelectric sensor charge. C-

3. Top piezoelectric sensor current. A-

4. Top piezoelectric sensor current rate. A / s.

5. Bottom piezoelectric sensor charge. C-

6. Bottom piezoelectric sensor current. A.

7. Bottom piezoelectric sensor current rate. A /

8. Top center of plate temperature change. "F

9. Bottom center of plate temperature change.

105



The number of states in this model made it time consuming to simulate the response of the 

system to arbitrary inputs. To reduce the number of states in the model. Balanced Model Reduction, 

see Appendix A section A.4, was applied to this model. This yielded a system with 789 states, which 

required ~  72% less computation to simulate. To test the validity of the reduced model, a comparison 

of the plate response to a thermal impulse was performed. The models were subjected to a  uniformly 

distributed thermal load over the top surface of the entire plate for a duration of 2.5 x 10~* seconds. 

The magnitude of the pulse was - I  x 10  ̂ (positive heat flux was out of the plate). Figures 

4.12 through 4.20 show a  comparison of the heat flux impulse response of the full state model and 

the reduced modeL The only signals with significant error (~  0.1%) was the bottom sensor charge 

and bottom center of plate temperature change. All other signals had insignificant errors. Figures 

4.21 and 4.22 show a comparison of the singu la r values for both models. These comparisons indicate 

that the reduced state model accurately captured the signific a n t dynamics of the full state model, 

and was suitable for controller design.
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Figure 4.12: Top: Comparison of the full state model and the reduced state modë plate center 
vertical displacement due to a  heat flux impulse. Bottom: Di&rence between the full state model 
and the reduced state model plate center vertical displacement due to a  heat flux impulse.
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Figure 4.13: Top: Comparison of the full state model and the reduced state model top thermopiezo­
electric sensor charge output due to a  heat flux impulse. Bottom: Difference between the full state 
model and the reduced state model top thermopiezoelectric sensor charge output due to a heat flux 
impulse.
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Figure 4.14: Top: Comparison of the full state model and the reduced state model top thermopiezo­
electric sensor currmt output due to a heat flux impulse. Bottom: Difference between the fuH state 
model and the reduced state model top thermopiezoelectric sensor current output due to a heat flux 
impulse.
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Figure 4.15: Top: Comparison of the full state model and the reduced state model top thermopiezo­
electric sensor current rate output due to a heat flux impulse. Bottom: Difference between the full 
state model and the reduced state model top thermopiezoelectric sensor current rate output due to 
a heat flux impulse.
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Figure 4.16: Top: Comparison of the full state model and the reduced state model bottom ther­
mopiezoelectric sensor charge output due to a heat flux impulse. Bottom: Difference between the 
full state model and the reduced state model bottom thermopiezoelectric sensor charge output due 
to a heat flux impulse.
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Figure 4.17: Top: Comparison of the full state model and the reduced state model bottom ther­
mopiezoelectric sensor current output due to a heat flux impulse. Bottom: Difference between the 
hill state model and the reduced state model bottom thermopiezoelectric sensor current output due 
to a heat flux impulse.
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Figure 4.18: Top: Comparison of the full state model and the reduced state model bottom ther­
mopiezoelectric sensor current rate output due to a  heat flux impulse. Bottom: Difference between 
the hill state model and the reduced state model bottom thermopiezoelectric sensor current rate 
output due to a heat flux impulse.
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Figure 4.19: Top: Comparison of the full state model and the reduced state model plate top center 
temperature change due to a heat flux impulse. Bottom: Difference between the full state model 
and the reduced state model plate top center temperature change due to a heat fiux impulse.
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Figure 4.20: Top: Comparison of the full state model and the reduced state model plate bottom 
center temperature change due to a heat fiux impulse. Bottom; Difference betwem the full state 
model and the reduced state model plate bottom center temperature change due to a  heat fiux 
impulse.
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Figure 4.21: Comparison of the full state model and the reduced state model singular values.
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Figure 4.22: Difference between the full state model and the reduced state model singular values.
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This design used a linear controller %ith four different fixed gains: top actuator charge, or 

position, feedback gain. Apt. top actuator amperage, or rate, feedback gain. A'n, bottom actuator 

charge, or position, feedback gain. A'p*. bottom actuator amperage, or rate, feedback gain. Krb- 

A linear controller \i’as acceptable in this case since the feedback voltages were small. Due to the 

polarization of the sensors and actuators this model used positive feedback. The response to be 

minimized was

/•0.2
J =  min I t\w {t)\d t (4.6)

K r t  K ' p t  K rh  fCph J q

where w(t) is the plate center displacement. The same SISO frequenc>’ domain constraint described 

in Section 4.4.1. Design Study 1. was applied to the control and voltage rate feedback loops of 

this design to insure a robust design. Figure 4.23 shows the linear SISO model used for robustness 

analysis. To use this robustness measure requires that only one loop be broken. For example, to 

check the robustness of loop one in Figure 4.23. close loops two through four and determine u q .  T o  

check the robustness of loop t%o. close loops, one. three, and four and calculate oq. Repeat this 

process to check the robustness of loops three and four. This process is referred to as successive loop 

closure. As in Design Study 1. DOT. NLATLAB. and Simulink were used to solve the constrained 

optimization problem. The initial constant feedback gains used to start the optimization process 

were A p t  =  4 x lO’ ÿ . A 'r t  =  1 x 10‘‘ A p t  =  4 x 10’ and Krb  = I  x 10̂  The upper and 

lower bounds on the relative change in the gains were set to I x 10*° and - I  x 10*°. respectively. 

Figure 4.24 illustrates the linear Simulink model used to simulate the time domain response of the 

closed loop system. Note that both models incorporated free convective heat loss through the top 

surface of the plate, and used a convective heat transfer coefficient, he- of 3 [611. Assuming

that the air surrounding the plate was at the plate inital temperature and that the temperature 

change was sinusoidally distributed, the heat loss over the top surface could be approximated using 

the top center of the plate temperature change as

hç&.
ab 

4/lc0c
■ / i

(4.7)
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Figure 4.23: Linear Simulink model used to check robustness of design. The thick lines represent 
vector signals.
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Table 4.4: Design Study 2 Results

Design

J

/fin ms

maxg

NA

max |tc(t)| 

/fin

m ax£

Xia

m in £

ilin

Open-Loop 1.071 X 10-» NA 0.5834 NA NA

Initial Closed-Loop 3.492 X 10-* -0.6667 2.2478 13.56 -19.84

Optimal Closed-Loop 2.258 X 1Q3 -0.4227 0.9758 7.15 -5.38

After optimization, the constant feedback gains were Kpt =  -4.3532 x 10® A'rt = 

9.9796 X 10  ̂ Kpb =  4.4804 x 10' and Krb =  1.0001 x 10  ̂ In this case the top position 

feedback gain is negative, which goes against intuition. Table 4.4 compares the open-loop response 

(with convective heat loss included), the initial closed-loop response, and the optimized closed-loop 

response. This table contains values for the cost. J .  the constraint, g. the maximum absolute center 

plate deflection, max ‘U.'(t)|. and the maximum and minimum apphed electric fields. E. Note that 

the initial design had a worse cost and significantly worse maximum absolute deflection than the 

open-loop design. This was a direct result of the complex interaction of the displacement, electrical, 

and thermal fields introduced by the pyroelectric constant. The optimal design had a significantly 

better cost than the open-loop design but a worse maximum absolute deflection. This was achieved 

by changing the sign on the position feedback gain for the top sensor/actuator pair. The other gains 

were not significantly changed. The net result of this design was to balance the thermal and control 

moments as time progressed. Figures 4.25 through 4.27 graphically compare the three designs. Fig­

ure 4.25 shows the center plate deflection for all three designs, in which the initial closed-loop design 

clearly had the worst response. The open loop response was also bad in that it did not decay verv 

fast with time. This was a function of the poor conductivitv' of the graphite/epoocv' and PZT. Figure 

4.26 illustrates the change in temperature of the top center of the plate, which was dominated by the 

heat flux input and the conductive heat loss. The slight difference between the closed-loop responses 

and the open loop response was due to the voltage rate coupling. The initial design slightly lowered 

the peak temperature change, but added to the temperature as time increased. The optimal design
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slightly increased the peak temperature, but decreased the temperature as time increased. The two 

closed-loop designs had opposite effects due to the opposite sign on Kpt- Figure 4.27 illustrates the 

change in temperature of the bottom center of the plate. Both closed-loop designs had significantly  

more temperature chan^  than the open-loop design, which was because of the coupling between 

the voltage rate and the thermal field in the actuator. The voltage rates were opposite due to the 

opposite direction of deflection between the two designs. Figures 4.28 and 4.29 compare the control 

voltages of the two closed-loop designs, which clearly indicates that the two designs used opposite 

control voltages to control the plate deflectioiL This design study clearly indicates that a controller 

designed for mechanically induced deflections /vibrations may be unsuitable to control thermally 

induced deflections/vibartions.
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Figure 4.25: Comparison of plate center vertical displacement due to a heat flux impulse.
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Figure 4.26: Comparison of plate top^center temperature change due to a heat flux impulse.
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Figure 4.27: Comparison of plate bottom-center temperature change due to a  heat flux impulse.
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Figure 4.28: Top actuator control voltage comparison, initial closed-loop, and optimal closed-loop 
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loop designs.
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4.5 S'iTTiTTian'

An approach for designing optimal controllers using classical performance and robustness 

measures was presented. This method automates the iterative design process by utilizng constrained 

optimization software to find a design that optimizes the required performance metric and meets 

the other design requirements by treating them as constraints. This method was demonstrated for 

two different smart plate control design problems: (i) a clamped graphite/epoxy/PZT smart plate 

subjected to a mechanical impulse, and (ii) a simply-supported graphite/epoxy /PZT smart plate 

subjected to a thermal impulse. The latter design study shotived that the coupling between the 

displacement, electrical, and thermal fields, in a system excited by thermal inputs, can complicate 

the feedback control design.
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CHAPTER 5 

CONCLUSIONS AND FUTURE RESEARCH

5.1 Conclusions

From the results of the theorj' and the mathematical simulations described in the previous 

chapters, it is reasonaibe to conclude:

1. A theoretical solution vas developed for the dvmamic response of a symmetric, cross-ply. 

laminated composite plate subject to a thermal shock. The solution was validated by using it 

to determine the response of a homogeneous isotropic plate and comparing it to the response 

obtained from a solution derived specifically for homogeneous isotropic plates. Comparing 

the solution for the symmetric, cross-ply. laminated composite plate to the solution for an 

isotropic plate indicates that they have a very sim ila r  form. The main difference is that an 

explicit summation in the isotropic solution has been replaced by implied summations resulting 

from vector inner product multiplications in the composite solution.

2. .\ new finite element based method of solving coupled thermoelastic plate problems was de­

veloped. This method combines the accuracy and flexibility of solving the thermal portion of 

the plate problem using three-dimensional finite elements with the computationally eflàcient 

method of sofr-ing the mechanical portion of the plate problem using two-dimensional finite 

elements. The use of three-dimensional finite elements for the thermal portion of the model 

makes it possible to handle general thermal boundary conditions and internal heat sources. 

The main disadvantage is the large number of states required by this modeling technique which 

translates into more time required to perform simulations. This disadvantage can be partially 

overcome by applying advances in model reduction techniques developed by the control sys­

tem theorists and advances in computer technology, which has produced inexpensive personal 

computers with sufficient computational horsepower and memory to handle high-order models.

3. An approach for designing optimal controllers using classical performance and robustness mea­

sures was presented. This method automates the iterative design process by utilizng optimiza-
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tioa software to find a  design that optimizes the required performance metric and meets the 

design requirements.

5.2 Suggestions for Future Work

Subjects for further research related to the current %-ork include:

1. Develop laborator}' experiments to verif>’ the coupled thermoelastic models developed in Chap­

ters 2 and 3. and the smart plate feedback control designs developed in Chapter 4. Refine the 

models to account for differences in the experimental and theoretical results.

2. Extend the theoretical solution developed in Chapter 2 to nonsjmmetric laminated composites 

which »ill have bending-extension coupling resulting in a set of four coupled partial differential 

equations. To extend this approach, the i  and y boundary’ conditions must be consistent with 

modal expansion techniques.

3. Apply the coupled thennomechanical finite element model approach developed in Chapter 3 

to include

« Other plate geometries and shells

• Internal heating

• Anisotropic material properties, including anisotropic damping

• Higher order plate theories

• Higher order thermal theories.

4. Eixtend the finite element model developed in Chapter 3 to include the differential equations 

governing the electric potential. Compare the response of this higher fidelity’ model to me­

chanical and thermal loads to the response of the model developed in Chapter 3 and the model 

developed by Zhou et al :9|. This anal}-sis will determine the validité' of the assumptions and 

modeling approach applied in this work.
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5. Dewlop modeling techniques to properly handle large changes in temperature. These tech­

niques will ha\"e to account for the non-linearities in the governing thermal equations as well 

as the change of the material properties, mechanical, thermal, piezoelectric, and pvToelectric. 

with temperature.

6. Develop smart plate models that include the sensor and actuator dvmamics including non­

linear effects such as hv'steresis and delays due to viscoelastic effects of the bonding material. 

Develop dynam ic digital controllers and control sy-stem design methods that work with the 

non-linear effects incorporated into the smart plate model.

121



REFERENCES CITED

1. S. S. Rao and M. Sunar. PiezoelectridU' and its use in disturbance sensing and control of 

flexible structures: A survey. Applied Mechanics Reviews. 47(4):113-123. 1994.

2. E. F. Crawley. Intelligent structures for aerospace: A technology overview and assessment. 

AIAA .Journal. 32(8):1689-1699. 1994.

3. B. K. Wada. J. I. Fanson. and E. F. Crawley. .Adaptive structures. Journal of Intelligent 

Material Systems and Structures. 1(2):157-174. 1990.

4. K. Chandrashekhara and K. Bhatia. Enhancement of buckling loads of laminated plates using 

piezoelectric devices. Composite Materials and Structures. .ASME AAID-179:163-173. 1993.

•5. T. R. Tauchert. Piezothermoelastic behavior of a laminate plate. Journal of Thermal Stresses. 

15:25-37. 1992.

6. H. S. Tzou and R. V. Howard. A piezoelectric thin shell theorv- applied to active structures. 

Journal of Vibration and Acoustics. 116:295-302. 1994.

7. K. Chandrashekhara and M. KoUi. Thermally induced vibration of doubly curved com­

posite shells with piezoelectric devices. In 36th AIAA/ASME/ASCE/AHS/ASC Structures. 

Structural Dynamics, and Materials Conference, pages 1628-1636. Xew Orleans. LA. 1995. 

.AIAA.

8. Y. Y. Tang and K. Xu. Dvmamic analv-sis of a piezothermoelastic laminated plate. Journal of 

Thermal Stresses. 18:87-104. 1995.

9. X. Zhou. A. Chattopadhv-ay. and H. Gu. Dv-namic responses of smart composites using a 

coupled thermo-piezoelectric-mechanical modeL AIAA .Journal. 38(10):1939-1948. 2000.

10. B. A. Boley and J. H. Weiner. Theorv- of Thermal Stresses. Wiley. Xew York. 1960.

122



11. A. D. KovalenJco and V. G. Khamaukhov. Vibrations of a circular plate induced by a thermal 

shock. Dokl. Akad. Xauk URSR. A(2). 1968.

12. V. I. Kozlov. Thermoelastic vibrations of a rectangular plate. Prikladnava Mekhanika. 8(4):44ô-

48. 1972.

13. T. J. Chung. Thermomechanical vibrations. Shock and Vibration Digest. 10{ll):17-25. 1978.

14. J. Ignaczak. Linear dv-namic thermoelasticitv- - a survey. Shock and Vibration Digest. 13(9):3-8. 

1981.

15. J. Ignaczak. Linear dv-namic thermoelasticitv-; A survey 1981-1984. Shock and Vibration Digest. 

19(6):11-17. 1987.

16. T. R. Tauchert. Thermally induced flexure, buckling, and vibration of plates. Applied 

Mechanics Review-s. 44(8):347-360. 1991.

17. K. Chandrashekhara. Thermal buckling of laminated plates using a shear flexible finite element. 

Finite Elements in Analy-sis and Design. 12:51-61. 1992.

18. X. Mukherjee and P. K. Sinha. Thermal shocks in composite plates: A coupled thermoelastic 

finite element analv-sis. Composite Structures. 34:1-12. 1996.

19. K. K. Tamma and R. R. Xamburu. Computational approaches with application to non-classical 

and classical thermomechanical problems. Applied Mechanics Reviews. 50(9):514-551. 1997.

20. J. R. Blandino and E. A. Thornton. Thermally induced vibration of an internally heated beam. 

.A.SME Journal of Vibration and Acoustics. 123:67-75. 2001.

21. E. F. Crawley and E. H. Anderson. Detailed models of piezoceramic actuation of beams. Journal 

of Intelligent Material Sv-stems and Structures. 1:4-25. 1990.

22. E. F. Crawley and K. B. Lazarus. Induced strain actuation of isotropic and anisotropic plates. 

AIAA Journal. 29(6):944-951. 1991.

123



23. C. K. Lee. Piezoelectric laminates: Theory and experiments for distributed sensors and actua­

tors. In H. S. Tzou and G. L. Anderson, editors. Intelligent Structural Sv'stems. pages 73-167. 

Kluwer .Academic Publishers, Dordrecht. The Netherlands. 1992.

24. K. Chandrashekhara and A. N. Agarwal. Active vibration control of laminated composite plates 

using piezoelectric devices: A finite element approach. Journal of Intelligent Material S\~stems 

and Structures. 4:496-508. 1993.

25. H. S. Tzou and H. Q. Fu. A study of segmentation of distributed piezoelectric sensors and 

actuators, part i: Theoretical analysis. Journal of Sound and Vibration. 172(2):247-259. 1994.

26. H. S. Tzou and H. Q. Fu. A study of segmentation of distributed piezoelectric sensors and 

actuators, part II: Parametric study and acti\-e vibration controls. Journal of Sound and 

Vibration. I72(2):26I-275. 1994.

27. R. Barrett. .Active plate and missile wing de\-elopment using directionally attached piezoelectric 

elements. AIAA .Inumal. 32(3):601-609. 1994.

28. E. H. Anderson and N. VV. Hagood. Simultaneous piezoelectric sensing/actuation: .Analv'sis and 

application to controlled structures. Journal of Sound and Vibration. 174(51:617-639. 1994.

29. Y. Gu. R. L. Clark. C. R. Fuller, and A. C. Zander. Experiments on active control of plate vi­

bration using piezoelectric actuators and pol)'\inylidene flouride (PVDF) modal sensors. ASME 

Journal of Vibration and Acoustics. 116:303-308. 1994.

30. J. A. Main and E. Garcia. Design impact of piezoelectric actuator nonlinearities. .loumal of 

Guidance. Control, and Dynamics. 20(2):327-332. 1997.

31. P. C. Chen and I. Chopra. Wind tuimel test of a  smart rotor model with individual blade twist 

control. Journal of Intelligent Material S\’stems and Structures. 8(5):414-425. 1997.

32. R. M. Barrett. R. S. Gross, and F. T. Brozoski. Design and testing of a subsonic aU-moving 

adaptive fiight control surface. AIAA Journal. 35(7):1217-1219. 1997.

124



33. W. N'owacki. P\Tiamic Problems of Thenncjelastidtv. Xcwrdhoff International Publishing. 

Leyden. The Netherlands, 1975.

34. H. Lee and D. A. Saravanos. Coupled layerwise analysis of thermopiezoelectric composite 

beams. .AIAA Journal. 34(6):1231-I237. 1996.

35. W. Smittakom and P. R. Heyliger. A discrete-layer model of laminated hygrothermopiezoelec- 

tric plates. Mechanics of Comtxasite Materials and Structures. 7:79-104. 2000.

36. Y. \V. Kwxin and H. Bang. The Finite Element Method using .\LATLAB. chapter 2. pages 

31-45. CRC Press LLC. Boca Raton. 1997.

37. E. D. Sontag. Mathematical Control Theon~. pages 359-364. Springer-Verlag, New York. 1990.

38. G. S. Larionov. Investigation of the vibrations of relaxing systems by the averaging method. 

Mekhanika Polimerow (5):806-8I3. 1969.

39. .1. E. Shigley and C. R. Mischke. Mechanical Engineering Design, page 729. .McGraw-Hill Inc.. 

New York, fifth edition. 1989.

40. Staff of Reasearch and Education Association. Handbook of Mathematical. Scientific, and 

Engineering Formulas. Tables. Functions. Graphs. Transforms, page 844. Research and Educa­

tion Association. New York. 1984.

4L J. \V. Weeton. D. M. Peters, and K. L. Thomas. Engineers' Guide to Comt>osite Materials. 

.American Societ}- for Metals. 1987.

42. R. M. .Jones. Mechanics of Composite Materials. Appendix A. pages 321-326. Hemisphere 

Publishing, New York. 1975.

43. M. N. Ozisik. Boundary- \'alue Problems of Heat Conduction. Dover Publications. Mineola. 

N.Y.. 1989.

44. P. C. Yang. C. H. Norris, and Y. Stavsky. Elastic wave propagation in heterogeneous plates. 

International Journal of Solids and Structures. 2:665-684. 1966.

125



45. C. W. Bert. Simplified analysis of static shear factors for beams of nonhomogeneous cross 

section. Journal of Composite Materials. 7:525-529. 1973.

46. J. N. Reddy. Energy and Variational Methods in Applied Mechanics. John Wiley and Sons. 

Inc.. New York. 1984.

47. A. W. Al-Khafaji and J. R. Tooley. Numerical Methods in Engineering Practice, chapter II. 

pages 393-406. Holt. Rinehart and Winston. Inc.. 1986.

48. MATLAB : High Performance Numeric Computation and Visualization Software. The Math- 

Works. Natick. MA. 2000.

49. Piezoelectric Ceramics Data Book for Designers. Morgan Matroc Limited. Worcestershire. 

England.

50. R. Y. Chiang and M. G. Safonov. Robust Control Toolbox. The Mathworks. Inc.. Natick. MA. 

1992.

51. S. Skogestad and I. Postlethwaite. Multhnriable Feedback Control .Anal\~sis and Design. John 

Wiley and Sons. New York. NY I0I58-00I2. USA. 1996.

52. J. R. Bar-on and E. A. Jonckheere. Phase margins for mutlivariable control systems. 

International Journal of Control. 52(2):485-498. 1990.

53. J. R. Bar-on and E. A. Jonckheere. The multhnriable gain margin. International Journal of 

Control. 54(2):10a-110. 1991.

54. G. J. Balas. J. C. Doyle. K. Glover. A. Packard, and R, Smith. u-.Anal\’sis and Svnthesis 

Toolbox. The Mathworks. Inc.. Natick. MA. 1991.

55. D. G. Luenberger. Optimization bv Vector Space Methods. John Wiley and Sons. New York. 

1969.

56. D. E. Goldberg. Genetic .Algorithms in Search. Optimization, and Machine Learning. Addison- 

Wesley. Reading. MA. 1989.

12 6



57. SIMUUNK. The MathWorks, Natick, MA. 1994.

58. G. N. Vanderplaats and S. R. Hansen. DOT User's Manual. Version 2.04. VMA Engineering, 

1989.

59. G.N. Vanderplaats. Numerical Optimization Techniques for Engineering Design: With 

.Applications. McGraw Hill. New York. 1984.

60. MATLAB Application Program Interface Guide. Version 5. The MathWorks. Inc.. Natick MA.

61. A. J. Chapman. Heat Transfer. Fourth Edition. Macmillan Publishing Co.. New York. 1984.

62. G. S. Larionov. Solution of some d>Tiamic problems of viscoelasticit}- theor}' by the averaging 

method. Mekhanika Polimerov. (21:246-252. 1970.

63. K. Zhou. J. C. Doyle, and K. Glover. Robust and Optimal Control. Prentice Hall. Englewood 

Cliffs. New .Jersey. 1996.

64. R. .A. Horn and C. R. Johnson. Topics In Matrix .Anal\"sis. Cambridge Uni\"ersit}' Press. 

Cambridge. United Kingdom. 1991.

65. K. Bathe. Finite Element Procedures in Engineering Analysis. Prentice Hall. Englewood Clifis. 

N.J.. 1996.

127



APPENDIX A 

ADDITIONAL DERIVATIONS AND SUPPLEMENTAL MATERIAL

A.I. Derivation of Dimensionless Differential Equations

Plate displacement equation

3t/2

Plate thermal equation

where

SiîT , d f ,  d T \  ^  dT

d-XL-
(Qllûr -  Ql2ûÿ) -  (Ql2“r ~ Q22«y) =  0

Die =  D \2 ~  -Dss

m = / pdz = ^  hip,
1=1

rriTx = y   ̂ ( Q i i û r - Q i 2 û y ) ( r - Tolzd^ 

^ T y  =  j  { Q i 2 Q z  ~  Q 22ûy) (T  -  Pq) zdz

subject to the following initial and boundar}' conditions

du’
u.-=  0; —  = 0: T  = Tq ( t = 0 ) :

at
d^xr

u ' =  0 ; - ^ = 0  ( x  =  0 .  x = a ) :
ax-
d^vc

w =  0: =0 (xj = 0 . x/ = b):

, a r  . h dT  ^  ̂ h
= q  (z =  - ) :  - ^ = 0  (z =  — ):

T  = To (x =  0. X = a, y =  0. y =  6).

(-A.1)

(A.2)

(.A3)

(A.4)

(.A3)

(A.6)

To facilitate the solution, the following dimensionless quantities are introduced

qh •

s — '

W  = k,-
qa^a2"

(.AT)
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where
1 1 1 V 1 .V

= T E à, = T E P=-rY. P̂i Q- = T E (A.8)
A ,= 1  «  ,= 1  ft ,= 1  ft 1=1

Substitution of the appropriate terms from Equation (.4.7) into Equation (.4.1) yields

qâx
^  ~  ftZt, d t

d^w qâx
dx^dy~ b^k. d^^drf^

d* w _  qâxor 
dy* b^k. drf
Ô^w f  k, V /qOia-X 9^ir
W  ~  v P ^ j  j  "37^

_ k.qâxà- â^W
(h2pC..)*

Ô^TjiTx ^
dx2

d^niTÿ qh^ d'̂
dtp-

(-4.9)

(.4.10)

(.4.11)

(.4.12)

= [  (Q llûr-Q l2Q ÿ}0<,X  (A. 13)
a - k x d (  J .

= ^ 2 j  (Qi2<^x ~ Q22ûy)0C‘̂ ‘s’ (.4.14)

.\IultipI>-ing the resulting equation b}- yields

I àHV <PMtc ÿ^.\hn  n Mi n i
l ë '  ' W â ^ -------------------------------------- --------- 5 ^ 3 - - »  '- '- w

= /_% Cs ( 0  8 « :  .Urn =  /_% Q  (C) e (d (:

^  DkU- ^  D22ft̂

^  (Qn^r  Qnay\  ^  frV  / QlgOi Q22Q«\
— s r j -  '^*‘<>= dïï^ ( - 5;— s r j

,A.17)
m \  a-fc. /

The initial and boundary conditions for the non-dimensional displacement differential equation be­

come

airir = 0: ^ =0: 0  = 0 (r = 0)
dr

a ^ irir =  0: = 0  (c =  O.Ç =  l) (.4.18)

cp w
i r  =  0: -T-?- = 0  (q = Q.q = 1)

arf
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Substitution of the appropriate terms from Equation {A.7)  into Equation (.4.2) yields

a = r  ^  qh ô^Q
dx^ a-kz d(,~
d^T ^  qh d ^e
dy'  ̂ brk: âiTr

d

(.4.19)

(.4.20)

( q h \  (  k; \  æ  
[ k j  W pC J  dr

dT  
dt

_ q _ \  ^  
hpcj dr

(.4.22)

Z
_  /  k; \  /  qaxa-\  . d^^V

dtdx- yh-pC ^} V d-k . j ^ d r d i^

dAw _ /  k . \  / qaiO.'\ . Ô̂ IV’
'W  " WpCJ V Ĵ drdrf̂

(  qâxd~ \  . (.4.24)
\h p C ,h ^ l''d T d T f  

multiphing the resulting equation by yields

' ‘̂ 0 ■  ^ ( ' ^ ' 0 ■  ‘̂ ' w )  ‘ °

Cé (s') =  (Qj -  t/oiOy): Cy (s) =  (t^ l2Q r-Q ÿ)  •
pĈ v pC7i-ô

(.4.26)

Since the boundar)- condition at z =  ^ is nonzero, the transformations of the variables needs to be 

apphed to the boundary condition.

, dT  , d { T -T o )

= ( ê )  f
1 =  (A-28)

K; OS

1 =  Cm (C) "3T (.4.29)
ac

C io(s) =  r  (^-30)^2
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The initial and boundar}' conditions for the non-dimensional thermal differential equation become

C io(0 ( -=- 5)
0  =  0 (  ̂=  0.^ =  I. q =  0. r; =  1) (A.31)

A.2. Derivation of Displacement Integro-Differential Equation

The simplified coupled non-dimensional differential equation gov'eming the displacement of a 

plate subject to a thermal impact. Equation (2.171. is repeated here for convenience

d-

Substituting Equation (2.25) into Equation (.4.32) \-ields

y  s’ { ffi Hi
e :

er-1

e:

e : . i

summing over all elements v'ields

=  - B * F
dr^ ‘

e i ( r )  

05 (r)

=  - B * f ( —^—r A ~ ^ \ e x p ( A r ) - I \ B i -  
V mn~^

i :
exp(.A(r -  f ))62

with A  . Bi. and defined in Equation (2.37). and

= Ç  I ^ 2C. 2C.., -  c. }

(A.32)

I.A.33)

[A:U)

(-A.35)
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In Equation (.4.35) the negative sign was included so that Equation (.4.34) can be written in a form 

sim ilar to that of the integro-differential equation (Equation II) in Kozlov

(fiW 
d
\v* r d\,v*^  -  4B̂ W' = -B̂  I G I t - f )  — d f  ^  $  (r) (.4.36)

where

G(r) = f - e x p  (.4 (r)) So (.4.371

I o-J
$ (T | =  - ^ - ‘ i7 -ex p (.4 r) iS i (.4.38)

mnT-

.4.3. Application of Method of Averaging

This derivation will follow Example I in the paper by G. S. Larionov 621. Since iG (7 -  f) 

the Method of Averaging can be used to solve the integro-differential equation:

= -B *  [ G { r - r ) ^ d f ~ < i H r ]  (.4.39)
dr* J uT

0

Subject to

ir* = 0: —-— = 0  (7 =  0) (.4.401
0 7

To facilitate the solution of this equation, break the integro-diSerential equation into three parts.

i r  =  « 7  -  -  «3  (.4.41)

where the three parts satisfy’ the following three differential equations. 

d-\Vi
~ 4 B * \ V Î  = -B *  j G { T - r ) ^ d f  (.4.421

=  J Ê L f A -^ B x (.4.-13)
dr^ mn'jT^

= - ^ ^ F A ~ ^ e x p { A r ) B i  (.4.-141
dr^

For Equation {A.42) the Method of Averaging vdelds a  solution of the following form.

1 1 7 ( 7 )  = ex p (-Q i7 ) [ci cos((A-. -  Û2) 7) — C 2 s ln ( (A 7  ^ Q 2 ) 7 )j (.4.45)
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where

a i  =  - y  e x p ( A s ) c o s ( A 7 s ) £ f s  • B o j

ao = ^  exp(.4s)sm(A7s)<fs • S o j (A.46)

A =  -.-f

=

and Cl and co are determined from the initial conditions. Solve the following integral using integration 

by parts:

r'x.
/ exp(.As)cos(A7s)ds =  exp(>4s)cos(A7s)|^g-  

Jo
A ~ ‘ exp ( As) ( sin ( A*/s)) d$

= A “ ‘ (0 -  f) -  A-rA~' f  exp(As)sin(A-/s;t/s
Jo

= -A “ ' -  A-A“  ̂ |A “ ‘exp(As)sin(A-'S)i^ij -  (.A.471

A~‘ exp(As) {A7 cos(A7s ) ) d s |

= - . 4- '  -A -  A - ' { ( 0 - 0 ) -

A7  A " ' exp (As) cos ( A-'s | ds j
= - A " ‘ -  A*-.*A~* exp (As) cos ( A7S) ds

Rearranging jields

48)

J  exp (As) cos (Xys)ds ~ X~'rA ~ j  exp (As) cos (\~>s)ds =  - A  ‘

( / -A * * 'A “ ^) exp (As) cos (A-fs)ds =  - A “ ‘ (A.'

which yields

exp (As) cos (A7s)ds =  -  ( / — A*t'*A~‘ )  ̂A"'^

=  - ( A - - A ‘7 - / ) " ‘ a  (A-49)
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Solve the integral in the definition of og using integration by parts:

exp{As)sia(X-ys)ds = exp (^s) sin ( A-.s) -

>l~'exp(>is)(A7 Cos(A'-s))ds

=  A~'~ ( 0 - 0 )  -  X~,A~^ [  e x p  {As} cos {X‘ts)ds 
Jo

= -A7>1“ ‘ |^~^exp(>^s)cos(A -/s)|^^ -  (A.50)

A~^ exp(As){-X'/sia(X‘fs))ds^

= -A7A "^{> t-‘ (0 - / ) -

A7A"^ exp (As) sin (X-^s) ds |

=  A'>A~* -  A'-.-A"" exp (As) sin (A-^s) ds

Rearranging yields

/  exp(As) sin (A-/S) ds -  A"-.*A"‘ / exp ( A s) sin ( A-s)ds =  X- A~~
Jo Jo

f ’X

{I ~ \~'~A~~)  / exp( As) sin(A-/s)ds = X~fA~~ lA.oll
Jo

which yields

atp(A s)sin(A -'s)ds =  X‘< {I -  X^~~A~^) ' A"^

=  A*/(A‘ -  A'^'.'-/) * lA.52)

Substituting Equationa (AA9) and (A.32) into Equation (A.46) nelds

Q; =  - ^ F  { A ^ ~ 4 B - ^ I ) ~ ' a B2

q-2 =  - { A ^ - - |F ‘/)~^52 (A.53)

The solution of Equation ( A.43) has the form of a constant

H T = C 3 (A.54)

Substitution into Equation (A.43) vields

I (H
0 -C 3 ^ fg - ' =  - ^ F - A - ^ B i  (A-55)

C3 =  -  A -^g. (A.56)
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so

4
vr,* =  — \ - r F  • (A.57)

mnTT̂ wx'j

The solution of Equation (.4.44) has the form

W3 =  CiF ■ A -^e xp  (At)  Bi (.4.58)

Substitution into Equation (.4.44) j-ields

■XR̂ĉ F-[A--̂ 4B̂ I){Â ~uj*B*I) A~̂ exp(Ar)Bi = • .4"'e.xp(-4r) B{.4.59)
I 04ĉ F-A-̂ exp{AT)Bi =  F̂ • expiUr) B{.4.60)

mnTT-

Cj  ----------------------(.4.61) T'm n

so

U3 = - ^ ^ ^ F  [A-~4B*I)  ‘ .4-‘exp(.4r)Bi

= -̂ F̂-(A--4B-̂ [)~̂ exp[Ar\A-̂ B̂  (.4.62!
mn~-

L'se inititial conditions. Equations (2.43) to determine constants C[ and co.

IV (0) = 0 (.4.63)

u\* (0) -  u:; (0) * 1V3 (0) = o (.4.64)

Cl----i—FA-^Bi-^^F(A-- t̂B^rf\A-^Bi = 0 (.4.65)

sohing for ci neids

Cl =  - i ^ F { - ^ I - B * ( A ‘ - 4 B ^ l f ' \ A - H  
rn.ni:- J

— ^ F -  { - ( A ^ - w tF ’f) [ A - - ^ \ B ^ I )  'A ~ ^ B x
TnTiJT uj I

(A.66)
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The initial condition on the derivative vields

d\V^ (0)
- 0 -

dlV ' (0) 
dr 

dlVa (0)
dr ~ dr
-I

— L - F . f  ‘ S i - c2 ( A - - q-2) =nin-z^ J

0

0

0

(A.67)

(A.68)

(A.69)

Solving for co yields

Co = mn: iA.™>

For ao <K A-*. and j ^ > l  co can be approximated by

Cl

4B-
mnr-ui

lA.71)

Substituting Equations (A.45). (.4.57). (.4.62). (.4.66). and (.4.71) into Equation (.4.41) rields

ir*  = exp(-a ;T ) 

4S2
^ s i n  ( { 4 B ^  ^  Q2) r)  F  • (A* -  Si

mnr^jjr

mnr

I

 ̂ -  - i « ---------^ F - ( A -~ 4 B * I ) ~ ^ e xp ( Ar ) A- * B i— F . A - * B r -
mniT'

(A.72)

SimpliRung the above equation vields

W '  = ^ ^ ^ F -( '{ e x p ( -Q iT )  [ -c o s ( (u ; tS ^ * a 2) r ) > l -  

4 B ^  sin ( (- 'îS^  -  02) ") / j  -  . 4 . - ^ exp (A r)} -  u.jF*f)  ̂ -r (A.73)

mnr-u:.

A ~ * ) B i
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The above equation can be further simplified by considering

exp (-4-) {A~ ~   ̂ [A~ exp ( A t )  -  A^ exp ( A t )  -

exp (^T)j ^

=  -4"^ [v4-exp(v4r) -e x p (> tr)  x (A.T4)

{ A - ^ 4 B ' * I ) ]  { A - ^ ^ i B ^ I ) ~ '

= > lexp(^r) - > i “ ‘ ex p (^ r)

Substituting this relationship into the equation for and rearranging vields

M" = - A  ^  • ({exp(-Q ir) [ -  cos ((J fB ‘ -  oo) r )  A-rfilftik I

- ’iB^sin ((i4,-jB̂  -  02) ") f | -  >iexp(^-)} (X* - ^ * B ^ I ) ~ ^  -  

^ - ‘ l7 -ex p (> l7 )))B i (A.75)

A.4. Model Reduction bv Balanced Truncation

Consider an order stable linear time invariant ( LTI)  state space svstem

X =  .4x-rB u (A.76)

y = Cx r-Du (A.77)

and suppose the realization of the sv’stem is balanced. i.e.. its controllability and observability 

Gramitms are equal and diagonal. Denoting the balanced Gramians by E. then this requires that

the Gramians satisfy the following Lrapunov equations

.4E -  E.4" -  BB" =  0 (A.781

-4 * E -5 L 4 -C * C  =  0. (A.79)

where Equation (.4.78) is the controllability Lyapunov equation and Equation (.4.79) is the observ- 

abilitv' Lyapunov equation. The system can also be described using the transfer function form

G(s) =  C ( s / - . 4 ) ‘ ‘ B - rD  (A.80)
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or m a more compact notation

G(s) =
A B

C D
(A.81)

Partition the balanced Gramian as

El 0 

0 Eo
(A.82)

where

(A.83)

(A.W)

and

iT 1 >  iTo >  >  (Tr >  fT r_ i >  <Tr-2 \ (A.85)

where rr, has multiplicity's,. t = 1.2 .V and si -  «2 s \  = n. If the system is partitioned

in accordance with the partitioning of the Gramian

iA.86)

All A12
•

Bi

G{s) = A21 A22 Bo

Cl C2 D

then the truncated svstem

Gr( s )  =
A11

Cl D
(A.87

is balanced and asymptotically stable with the bound on the C x  norm of the error given by

<G{s) -Gr{s)\ '  < 2 ( f T r - l  ~  ̂ r ~ 2 -------------- (A.88)

For a proof of Equation (A.88) and an algorithm for obtaining a balanced state space realization 

the reader is referred to the text by Zhou et. al. [631. For a detailed presentation and solutions of 

Lyapuno\' equations, the reader is referred to the text by Horn and Johnson ;64l.
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A.5. State-Space Solution Method

This section develops an alternate solution to the thermal impact problem solved in Chapter 2. 

which %ill be referred to as the State-Space solution method. The simplified coupled non-dimensional 

differential equations governing the thermal impact problem. Equations (2.17) and (2.18), are re­

peated here for convenience

j

.d ir -

(.\.89)

(.■Sl.901

subject to the following initial and boundary' conditions

C-

IV'  =0; 

d e -

d ir -
dr

=  0: 0 * =  0

dC
{m.n = 1.3.5___)

de-
=  0

( r  =  0)

( ' 4 ) I.A.9I)

where the boundart' condition at (J = ^ is for a non-dimensional unit heat flux. .A.ppK’ing the finite 

element method as outlined in Chapter 2 to Equation 1.4.90) vields

’
ê î

êô ©2
► - A < >

© L i

> =  B < mn
d i r

d r

- 2
(.4.92)
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Define the following states

xi = IV'’

Xo =  Xi =
dW'
dr

X3

^4

e i

00 (A.93)

X|b*2 =  0fc 

■ r t*3 =  0 i t - i

which allow us to couple Equation (A.89) with Equation (.4.92) to vield

where

' '

i l ■ri

i-2 ■T2
► =  A „ „  <

i f c - 3 X * - 3

► —  B n

Atnn —

0 I 

0

0 - 0  

B^F

0

%

^  - i s ' l  f f i  %

=  S-.-1-2C. 2 C ..1 -C . }

Bmn =

L m n r ^

1.4.941

(.4.95)

(.4.96)

(.4.97)

140



For improved computational speed during numerical simulation, the order of Equation (A.94) can 

be reduced using the balanced model reduction technique outlined in the previous section [63]. Note 

that further reduction in the number of states is possible if the plate is square and the material is 

homogenous since symmetry nelds

A,j — Ajt (A.98)

B,j =  3j, (.A.99)

C,j =  Cj, (A.100)

To obtain the state-space model for the plate, assemble the modal state and input matrices. Â„ 

and Bmn- respectively, as follows

An

Ai3

A31 (A. io n

3  =

Bu 

Bi3

331 (.A.I02)

B„

where ii is the highest order mode to be incorporated into the model. To obtain the center plate 

deflection as the output of the s^'stem define

C =

Cmn =

C ll Ci3 C31 C„ 

4 s in ( ^ ) s in ( f ^ )  0

(.A.103)

(A.I04)

141



Other outputs can be obtained such as the non-dimensional temperature at the top center of the 

plate through appropriate choice of the Cmn matrix. The complete state-space model is

X = Ax —B ç(r) 

iVQ = Cx

(.A-lOo)

(.A.106)

where q (r) represents a non-dimensional heat flux and wq represents the displacement at the center 

of the plate. The solution to Equation (.4.105) is obtained using the variation of parameters method 

J37; and is given by

x =  ex p (A r)x o - f  exp(A (r -  f))3 q d f (.4.107)
Jo

where xq is the initial condition of the state vector given by Equation (.4.93). For a general non- 

dimensional time varvnng input, the integral in Equation (.4.107) is not solvable analvtically and. 

therefore, can only be solved numerically. The most common approach to solving the general case 

of Equation (.4.105) is to numerically integrate the difierential equations instead of using Equation 

(.4.107). For a  constant input q. Equation (.4.107) becomes

X = exp (A t ) xq -  A [exp (Ar) -  I\ 3q (.4.108)

and

where

Wo =C {exp(A r)xo -  A"^ 'exp(Ar) -  I]Bq\

exp (At ) = P

exp (Air)

explAor)

exp (A3-)

exp(A,vr)

The A, and P  are found from the eigenvalue decomposition of A

.4 =  P A P -'-

(.4.109)

(.4.110)

(-4.111)
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A2

A = A3 (A. 112)

P  = Pi P2 P3 P S (A.113)

where the A, are the eigenWues of A and the p, are the associated eigenvectors.

.A comparison between the solution obtained by Equation (.4.109) and the solution for the 

plate center deflection using the .Method of Averaging follows. The solution using Equation (.4.109)

was obtained for the graphite-epoxy plate described in Chapter 2. q =  1. m. n = I. 3........ 17 and

balanced model reduction with a total infinity norm error tolerance of 1 x 10"'- applied to the 

st-stems defined by Amn. Smn- and Cmn and balanced model reduction with a total infinity norm 

error tolerance of 1 x 10“ "  applied to the systems defined by A, B. and C. This resulted in a system 

with 386 states. Figure .4.1 shoe’s the comparison of the quasi-static center plate deflection for 

time from 0 to 25 seconds for both solutions. Figure .4.2 shows the comparison of the center plate 

deflection for time from 0 to 0.015 seconds for both solutions. Figure .4.3 shows the comparison of 

the center plate deflection for time from 25 to 25.015 seconds for both solutions. Note that a small 

(7.82 X 10“ '°) steady state ofiset was removed so that the oscillations could be compared. This 

o&et was due to the error introduced by using fewer modes. 17 vs. 21. and model reduction. This 

figure illustrates that the dynamic deflection has the same frequency of oscillation and decay for 

both solutions. These figures illustrate that the two solutions compare fatorably.

One advantage of the State-Space solution method over the Method of Averaging solution 

developed in Chapter 2 is that it can handle more general thermal heat flux inputs and does not 

require any additional assumptions.
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Figure A.1: Comparison of Method of Averaging and State-Space solutions: quasistatic deflection 
(in) per unit heat flux at the plate center.
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Figure A.2: Comparison of Method of Averaging and State-Space solutions: deflection (in) per unit 
heat flux at the plate center.
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A P P E N D IX  B 

SOURCE COD E

B.l. Overview

This appendix gives a brief description of the files and applications used to perform the 

svinboiic and numerical computations associated with this work. Due to the volume and length of 

the files, all source code for these files is provided on a CD-ROM instead of as a printed listing.

B.2. File And Application Descriptions

This section describes the files and their associated application. This section separates the 

files used by the Chapter they are associated with.

B.2..1 Chapter I Files and Applications

There are no files or applications associated with Chapter I.

B.2..2 Chapter 2 Files and Applications

The applications associated with the Chapter 2 files are:

1. C om paq V isual F o rtran  version 6.0: This application is part of the Microsoft Visual 

Studio family of compilers. It was used to develop and compile the FORTRAN (.for) files that 

implement the equations in the paper by V. I. Kozlov 12!. The setup for the compiler and 

linker for each program is controlled by the associated project files (.dsp). The workspace file 

(.dsw) contains one or more project files.

2. \IA T L A B  version 6.1: This application is used for general purpose numerical computation 

and data visualization. The MATLAB m-files (.m) are ASCII files (text files) containing code 

that can be executed in the MATLAB command window. The MATLAB mat-files are binary 

files containing data and the associated MATLAB variable name.

3. M aple V  R elease 5.1: This application was used for symbolic manipulation. It was used to 

check for dimensional consistency in the equations used in the modeling files.

146



The files associated with Chapter 2 are:

1. kozlov.dsw: This workspace file contains the projects associated with the implementation of 

the equations found in the work by V. I. Kozlov [12].

2. aium kozlov.dsp: This project file contains the compiler and linker settings for the FORTRAN 

file alumkozlov.for.

3. alumkozlov.for. This text file contains the FORTRAN source code that implements the 

equations governing the response of a square aluminum plate subjected to a thermal shock 

deri\'ed in [121.

4. alum decay.dsp: This project file contains the compiler and linker settings for the FORTRAN 

file alumdecay.for.

•5. a lum decay.for This text file contains the FORTRAN source code to compute the \ibration 

response decay rate of the aluminum plate analyzed using alumkozlov.for. It utilizes the 

response equations coded in alumkozlov.for.

6. A lum Ch2.m : This script m-file implements the solution developed in Chapter 2 for a square 

aluminum plate.

7. Alum Ch2Decay.m : This script m-file contains the code to compute the vibration response 

decay rate of the aluminum plate analyzed using AlumCh2.m. It utilizes the response equations 

developed in Chapter 2.

8. G rE pC h2.m : This script m-file implements the solution developed in Chapter 2 for a  square 

0/90/90/0 4 layer graphite-epox>' plate.

9. G rE pC h20ecay .m : This script m-file contains the code to compute the vibration response 

decay rate of the graphite-epoxy plate analyzed using GrEpCh2jn. It utilizes the response 

equations developed in Chapter 2.

10. G enCh2Figs.m : This script m-file generates the figures used in Chapter 2.

147



11. ChSFigx.m : Where x takes the \ulues from 1 to 9. These script m-files generate the individual 

figures in Chapter 2.

12. C h2Figx.inat: WTiere x takes the values from 1 to 9. These mat-files contain the data needed 

to generate the figures in Chapter 2.

13. Ch2Tabl3AIum .m : This script m-file computes the steady-state thermal moments at the 

center of the aluminum plate.

14. C h2T abl3G rE p.m : This script m-file computes the steady-state thermal moments at the 

center of the graphite-epox}’ plate.

15. C h2U nitCheck.m sw : Maple file containing commands to check the units on the variables 

used in the m-files AlumCh2.m. .■\JumCh2Decay.m. GrEpCh2.m. and GrEpCh2Decay.m.

B.2..3 Chapter 3 Files and Apniications

The applications associated with the Chapter 3 files are:

1. M aple V R elease 5.1: It was used to derive numerically implementable versions of the equa­

tions associated with the finite element mass, stiffiiess. coupling, input, sensor, and actuator 

matrices/vectors derived in Chapter 3. These equations were then output as FORTRAN 

source code that was subsequently converted to MATLAB m-file function code used to obtain 

the finite element model. This application was also used to check for unit consistencv- in the 

formulas used to construct the finite element model.

2. M ATLAB version 6.1.

The files associated with Chapter 3 are:

1. FEN IodelD evelopm ent.m sw : Maple file containing commands to derive equations for the 

finite element mass, stiffiiess. coupling, and input matrices/vectors and FORTRAN source files 

implementing equations.

148



2. FE^IodelD evelopm entE xtra.m sw ; Maple file coataining supplemental deri\'ations used to 

check validity' of Maple commands in FEModelDeTClopment-msa-,

3. C hSU nitCheck.m sw : Maple Gle containing commands to check the units on the variables 

used in the m-files associated with the generation of the finite element model.

4. T w oPoin tQ uadratureT est.m w s: This Maple file contains commands to verih' the analvtic 

two point Gauss quadrature formula in i47l.

5. R eddyE x4pl0 .m w s: This Maple file contains commands to veri^' the solution found in 

Example 4.10 of Reddy i46|.

6. M atrixC heck .tx t: This Maple text file was used to verifv" the m-file code used to compute 

the finite element mass, stiffiiess. and damping matrices by comparing the results computed 

in MATLAB to the results computed numerically in Maple.

7. A lum SSPlate.m : This is the main script m-file for generating a linear finite element model of 

a simply supported aluminum plate vdth both uniform thermal and uniform pressure loading 

on the top surface as inputs. It stores the resulting model in A lum SSPlateM odeLm at.

S. G rE pS S S m artP la te .m : This is the main script m-file for generating a finite element model of 

a simply supported orthotropic laminated graphite-epoxj' plate with both uniform thermal and 

uniform pressure loading on the top surface as inputs. The model also includes a piezoelectric 

sensor and actuator pair bonded to the top and bottom surface and the associated inputs and 

outputs. It stores the resulting model in G rE pSS S tnartP IateM odel.m at. It can also store 

data for debugging in the files M echFE.m at and T h en n F E .m a t.

9. In itD ispF in iteE lem ents.m : This m-file function defines the mechanical finite element mesh 

based on the plate dimensions and the number of finite elements in the x and y directions, and 

the boundary conditions.

10. In itT herm F in iteE Iem ents.m : This m-file function defines the thermal finite element mesh 

based on the plate dimensions, the number of finite elements in the x. y. and z  directions, the
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actuator and sensor height, and the number of elements in the z direction associated with the 

piezoelectric sensors and actuators.

11. A lum inum Param eters.m : This m-file function defines the mechanical and thermal charac­

teristics of an aluminum plate.

12. G rE pParam eters.m : This m-file function defines the mechanical and thermal characteristics 

of a layered graphite-epooc}' plate based on the plate height, graphite epoxy lawr orientation, 

the graphite fiber weight fraction, and the laminate mid mlume fraction.

13. P Z T Param eters.m : This m-file function defines the mechanical, thermal, and piezoelectric 

characteristics of PZT. from Zhou et al '9|.

14. S m artP la teP aram ete rs .m : This m-file function computes the smart plate parameters based 

on the data from G rE p P aram ete rs  and P Z T P aram ete rs  as well as the piezoelectric actu­

ator and sensor thicknesses.

15. Stifihess.m; This m-file function computes the plate extensional. coupling, and bending 

stiShess coefficients associated with the given reduced stiffiiess coefficient and the laminate 

geometry.

16. R o ta teS ti& ess.m : This m-file function computes the stifihess of a laminate that has been 

rotated about the :  axis.

17. Inertias.m : This m-file function computes the plate normal, coupling, and rotary inertias 

associated with the given laminate density and the laminate thicknesses.

18. Therm oM echanicalCouplm gCoeff.m : This m-file function computes the thermo-mechanical 

coupling coefficient matrix. J .  from the stiffness matrix and the thermal expansion coefficient 

matrix.

19. Tensor'& ansform .m : This m-file function performs tensor transformations (rotations).

20. Therm alM ass.m : This file computes the finite element thermal mass matrix.
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21. Therm alStiffiiess.m : This m-fiie function computes the finite element thermal stiffiiess ma­

trix.

22. Them alStifihessB Cxx.m : Where i i  takes on the values xO. xn. vO. and vm. These m-file 

functions are used to modify the thermal stiffiiess matrices of boundary finite elements.

23. Therm oM echanicalD am ping.m : This m-file function computes the finite element thermo­

mechanical damping coupling matrix.

24. M echanicalTherm oStiffiiess.m : This m-file function computes the finite element mechanical- 

thermal stiffiiess coupling matrix.

25. M echanicalStiffiiess.m : This m-file function computes the finite element mechanical stiffiiess 

matrix.

26. M echanicalM ass.m : This m-file function computes the finite element mechanical mass tna- 

trix.

27. A c tu a to rln p u t.m : This m-file function computes the finite element piezoelectric actuator 

input vectors associated with the mechanical and thermal differential equations.

28. A c tu a to rIn p u t2 .n i: This m-file function computes the finite element piezoelectric actuator 

input vectors associated with the mechanical and thermal differential equations for the case 

where the piezoelectric actuator partially covers the area of the mechamcal/thermal fimte 

element.

29. S ensorO utpu t.m ; This m-file function computes the finite element piezoelectric sensor out­

put vectors associated with the mechanical and thermal differential equations.

30. S ensorO utpu t2 .m ; This m-file function computes the finite element piezoelectric sensor out­

put vectors associated with the mechanical and thermal differential equations for the case where 

the piezoelectric sensor partially covers the area of the mechanical/thermal finite element.
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31. A ddD am ping.in: This m-file function computes the global mechanical damping matrix based 

on equation (3.227).

32. A ddR ayleighD am ping.m : This m-file function computes the Rayleigh global mechanical 

damping matrix based on the equations in (631.

33. zout.m : This m-file fimction replaces small numbers in a matrix with zero. Size of the number 

that is considered small can be specified through an input argument.

34. C h2V sC h3M odelC cm parison: This m-file script generates the figures that compare the 

Chapter 2 solution to the Chapter 3 solution of the thermal impact of a simply supported 

rectangular aluminum plate.

35. C heckoutM echFE .m : This m-file script is used to debug the mechanical finite element 

portion of the coupled thermomechanical model. It uses the data stored in M echFE.m at.

36. R eddyE x4pl0 .m : This script m-file is used to validate the mechanical finite element portion 

of the coupled thermomechanical model by comparing the plate center vertical deflection to 

the results found using the equations in Reddy 461. Example 4.10.

37. C heckoutT herm FE .in : This m-file script is used to debug the thermal finite element portion 

of the coupled thermomechanical model. It uses the data stored in T herm F E .m at.

38. A lum SSPlateM odeL m at: This mat-file contains the simply supported aluminum plate 

model generated by A lum SSFlate.m .

39. G rE pSSSm artP latehflodel.m at: This mat-file contains the simply supported graphite- 

epoxy smart plate model generated by G rE pSS S m artP la te .m .

40. M echFE .m at: Data for the mechanical finite element portion of the coupled thermomechan­

ical model. Used for debugging.

41. T h erm F E .m at: Data for the thermal finite element portion of the coupled thermomechanical 

model. Used for debugging.
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42. O penLoopResponse.m : This script m-file computes the thermal impulse response of the 

model generated by G rE pSS S m artP la te .m .

43. G rE pSSSm artPIateO L .m at: This mat-file contains thermal impulse response data associ­

ated with the model pnerated  by G rE pSSSinartPIate.m .

44. C handraFiniteE lem eittM odel.m : This is the main script m-file for generating the finite 

element model described by Chandrashekhara and Agarwal [24]. It prompts the user for mat- 

file to store the resulting modeL

45. C handraG rE pP aram eters .n l: This m-file function defines the mechanical characteristics 

of AS/3501-6 Graphite/Epoxy and the plate laminate configuration used in [24].

46. C handraP Z T P aram eters .m : This m-file function defines the mechanical and piezoelectric 

characteristics of PZT G1195, from Chandrashekhara and Agarwal. [24|.

47. C handraC om parison.m : This script m-file generates the figures sim ilar to those presented 

in [24]. It uses the data stored in O riginalPlateM odeLm at. R ateFeedback .m at, and 

PositionFeedback.m at.

48. O riginalPIateM odeLm at: This mat-file contains data for the response of the original plate 

sans piezoelectric sensors and actuators.

49. R ateFeedback.m at: This mat-file contains data for the open-loop response of the smart 

plate and the closed-loop response of the smart plate using rate feedback.

50. PositionFeedback.m at: This mat-file contains data for the closed-loop response of the smart 

plate using position feedback.

B.2..4 Chapter 4 Files and Applications

MATLAB version 6.1 was the only application associated with the Chapter 4 files. The

files associated with Chapter 4 are:
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1. O p tim izeC handrar.m : Where x  can be 1. 2. or 3. These script m-files were used to optimize 

the three different fixed feedback gain controllers designed in Section 4.4.1. The final design 

results were sa\’ed in O ptim alC ontroU erx.m at.

2. D O T500M EX .dll: A MATLAB MEX-file of the FORTRAN’ Design Optimization Tools 

(DOT) optimization routine. Commercial product, not included on CD.

3. ChandraSmartPlateLinSim.mdl: Simulink model used to compute the time response as­

sociated with design I in Section 4.4.1.

4. ChandraSmartPlateNLSim.mdl: Simulink model used to compute the time response as­

sociated with designs 2 and 3 in Section 4.4.1.

5. GamlncreaseControllerl.mat: This mat-file contains the performance data associated with 

a linear design that uses gains twice as large as the optimal design 1 gains. This data was used 

to illustrate that increasing the gains above the optimal values did not improve the impulse 

response.

6. C handraD esignC om parison.tn : This script m-file generates the figures that compare the 

three different fixed feedback gain controllers designs. It also generates the figures that compare 

the optimal design 1 with a design that uses gains twice as big. It uses the data stored in the 

mat-files O ptim alC ontroU erx.m at and G ainlncreaseC ontroU erl.m at.

7. M odelR eductionT est.m : This m-file script is used to develop the reduced state model using 

the balanced model reduction technique outlined in Appendix A. The order of the reduced 

state model is iterated on until the smallest model that closely matched the fiiU state model 

is obtained. The reduced state model is saved in mat-files M B Testx.m at. where x can be 1 

through 3. Once a good reduced order model has been created, the mat-file M B Testx.m at. 

containing this model is renamed to G rE pSS S m artP la teB R M odeI.m at.

8. C om pareO LM odels.m : This m-file script generates time domain thermal impulse responses 

and frequencj' domain singular value data of the full state model and the reduced state model
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for comparison. It stores the data in C om pareO LM odels.m at. It uses the models stored in 

G rE pS S S m artP IateM odel.ina t and G rE pSS S m artP la teB R M odel.m at.

9. C h4 \fodeIC oinparison .m : This m-file script generates the figures that compare the full 

state model to the reduced state model using the data stored in C om pareO L M odels.m at.

10. O ptim alC ontro lIer.m : This script m-file was used to optimize the fixed feedback gain con­

troller for a graphite/epaxv’/PZT smart plate subjected to a thermal impulse. The final design 

results are stored in G ptim alT herm alC ontro lIer.m at.

11. In itia lT herm alC cn tro lIer.m at: This mat-file contains the thermal impulse response of the 

fixed feedback gain controller used as an initial guess for the optimization routine.

12. D esignC om parison.m : This m-file script generates the figures that compare the open-loop 

response, the initial feedback gain response, and the optimal feedback gain response.

B.2..5 Chapter 5 Files and .Applications

There are no files or applications associated with Chapter 5.

B.2..6 Appendix A Files and Applications

M ATLAB version 6.1 was the only application associated with the Appendix A files. The

files associated with Appendix A are:

1. G rE pA ppA .m : This script m-file generates the model used in Appendix .A., and stores it in 

A ppAA IodeLm at.

2. G enA ppA Figs.m : This script m-file generates the figures used in Appendix A.

3. A p p A F ig r m: Where x takes the values from 1 to 3. These script m-files generate the 

individual figures in Appendix A.

4. A ppA Figx .m at: UTiere x  takes the values from 1 to 3. These mat-files contain the data 

needed to generate the figures in Appendix A.
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5. AppAM odeKm at: This mat-file contains the state-space model generated using the method 

described in Appendix A. It is used in the AppAFigr.m files to generate the response for the 

State-Space solution method described in Appendix A.

B.3. CD-ROM File Structure

The files listed above are stored on the accompanying CD-ROM. The file structure is as fol­

lows: The root directory contains a directory for each chapter. Chapter#, that has files as listed 

above. Each chapter directory has subdirectories for the applications that use the files. For example, 

the directory Chapters contains the directories CompaqVF. Maple, and Matlab. The root directory 

also contains a directory named DissertationSource which contains the BTEjXfiles (including addi­

tional macros and the OU dissertation style) and graphics filfô used to create this document using 

Scientific Word 3.51. Adobe Illustrator version 7.0 was used to create the graphics files with the file 

extension .ai.
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