INFORMATION TO USERS

This material was produced from a microfilm copy of the original document. While
the most advanced technological means to photograph and reproduce this document
have been used, the quality is heavily dependent upon the quality of the original
submitted.

The following explanation of techniques is provided to help you understand
markings or patterns which may appear on this reproduction.

1.

The sign or “’target’” for pages apparently lacking from the document
photographed is “Missing Page(s)”. If it was possible to obtain the missing
page(s) or section, they are spliced into the film along with adjacent pages.
This may have necessitated cutting thru an image and duplicating adjacent
pages to insure you complete continuity.

. When an image on the film is obliterated with a large round black mark, it

is an indication that the photographer suspected that the copy may have
moved during exposure and thus cause a blurred image. You will find a
good image of the page in the adjacent frame.

.When a map, drawing or chart, etc., was part of the material being

photographed the photographer followed a definite method in
“sectioning” the material. It is customary to begin photoing at the upper
left hand corner of a large sheet and to continue photoing from left to
right in equal sections with a small overlap. If necessary, sectioning is
continued again — beginning below the first row and continuing on until
complete.

. The majority of users indicate that the textual content is of greatest value,

however, a somewhat higher quality reproduction could be made from
“photographs” if essential to the understanding of the dissertation. Silver
prints of “photographs” may be ordered at additional charge by writing
the Order Department, giving the catalog number, title, author and
specific pages you wish reproduced. '

.PLEASE NOTE: Some pages may have indistinct print. Filmed as

received.

Xerox University Microfilms

300 North Zeeb Road
Ann Arbor, Michigan 48106



75-15,253
DILISIO, James Eugene, 1946-
STANDARDS-OF-LIVING AND SPATTAL-TEMPORAL TRENDS
IN REGIONAL INEQUALITIES IN OKLAHOMA.

The University of Oklahoma, Ph.D., 1975
Geography :

Xerox University Microfilms, ann Arwor, Michigan 48105

THIS DISSERTATION HAS BEEN MICROFILMED EXACTLY AS RECEIVED.



THE UNIVERSITY OF OKLAHOMA

GRADUATE COLLEGE

STANDARDS—-OF-LIVING AND SPATIAL~TEMPORAL TRENDS

IN REGIONAL INEQUALITIES IN OKLAHOMA

A DISSERTATION
SUBMITTED TO THE GRADUATE FACULTY
in partial fulfillment of the requirements for the
degree of

DOCTOR OF PHILOSOPHY

by
JAMES EUGENE DILISIO

Norman, Oklahoma

1975



STANDARDS~OF~LIVING AND SPATIAL-TEMPORAL TRENDS

IN REGIONAL INEQUALITIES IN OKLAHOMA

A DISSERTATION

APPROVED FOR THE DEPARTMENT OF GEOGRAPHY

APPROVED BY

Lot s

Z7
vt ZD%AL

ﬂtgtéllabxa( Zﬂ \flaa¢«o-¢Q<_J

DISSERTATION COMMITTEE



ACKNOWLEDGEMENTS

I would like to express my sincere thanks to the members of my
dissertation committee: Dr. Marvin W. Baker Jr., Dr. Alexander
Kondonassis, Dr. Richard L. Nostrand, and Dr. Thomas J. Wilbanks
for their suggestions, guidance, and constructive criticisms during
the course of the dissertation. A special thanks to my committee
chairman and dissertation director Dr. Gary L. Thompson for his
enthusiastic and sincere interest, steady encouragement, and great
patience during the preparation of the dissertationm.

Thanks and appreciation are also extended to Mr. Paul Bieneman
and Mr. Joseph Frasca for their suggestions and cartographic work,
and Mrs. Nona Henderson for typing the manuscript. A very special
thanks is due to two true friends Mike and Kelis Berry for their
unselfish friendship, good humor, and support during a most stress—
ful period. Last, but not least, a deep and affectionate thanks

to Mom and Dad for their never faltering faith in their son.

114,



TABLE OF CONTENTS
Page

Acknowledgements8. . « o o o o o o o o o o o o s o o o ¢ » o 111
Illustrations . « « ¢« ¢ ¢ ¢ o o o o o ¢ o s ¢« o o s o o o+ Vi
TableSe o« o ¢ ¢ ¢ o o ¢ o o o o o o o o o o o s s o oo o 1x
Chapter I Introduction and Background . . « ¢« « ¢ ¢ o o 1

Historical Perspectives
Implications of Regional Inequalities
Research Area

Chapter II Research Objectives and Methodology . . . . . 18

Research Objectives
Methodology

Chapter III  Standard-of-Living-Regions of Oklshoma. . . . 36

Standard-of-Living
Standard-of-Living Factorial Ecology

Chapter IV Regional Inequalities in Oklahoma . . . . . . 63

Introduction

Regional Inequalities in Sales Tax
Revenues: 1933-1970

Regional Inequalities in Per Capita
Income: 1930-1970

Regional Inequalities in Education
Levels: 1940-1970

Regional Inequalities in Quality of
Housing: 1940-1970

Regional Inequality in Infant Mortality
Rates: 1940-1970

Regional Inequalities in Divorce
Rates: 1950-1970

Regional Inequalities in Net
Migration: 1930-1970

Chapter V Summary, Conclusions, and Thoughts
FOI the FutUI'E. . o e . . . . o o . . . . L 3 157
Summary
Conclusions

Continuing Questions



Appendix A

1. Standard-of-Living Surrogate Variables

2, Correlation Matrix of Surrogate Variables.

Appendix B

An Information Analysis of Trends in Sales
Revenues in Oklahoma, 1933-1970. . . . . .

Appendix C
Data Sources for Chapter IV... « o« + « « &
Appendix D

Method of Approach for Updating Oklahoma's
County Personal Income . « « o « o o o o o

Appendix E
Net Migration Data .« « « « ¢ ¢ « ¢ « « o &

Bibliography. « « « « o + o o o o s o o o o o &

Tax

Page

. 179
. 182

. 185

. 205

. 207

. 218

. 220



Figure

10
11
12
13
14
15

16

17

18
19

20

LIST OF ILLUSTRATIONS

The Self-Perpetuating and Cumulative
Reinforcement of Inequalities. . . « o « ¢« « « &

Study Area: Oklahoma 1970 . . . . « « « ¢ « o &
Relationship Between Level of Spatial

Disaggregation of Data and Measure of

Spatial Disparity. « « ¢« ¢ ¢ ¢ o ¢ ¢ o o o 2 o @
The Development Process. « « « o « o o o « o o &
The General Research Procedure.. . « « ¢ ¢« « « »
Changing Levels of Resolution. . « « o .o ¢ o & &
Measures of Inequality . . ¢« ¢ ¢ o ¢ s o o o o @

Lorenz Curve L] ¢ ® .8 o o o 0 e e . L] e o & o . s

Development of Primary, Secondary, and
Tertiary Actiﬂties . . L L] L] [ ] L] L] L] L] . L] L] L] [ ]

Standards~of-Living in Oklahoma. . « « « « ¢« « &
Standard-of-Living Regions . . « « o ¢ ¢ ¢ « « &
Sales Tax F-Ratios for the Entire State. . . . .
Coefficient of Variation for Sales Tax . « . . .
Lorenz Curves for Sales TaX. « « « o = o s & = »
Lorenz Variance Index for Sales Tax. « . . « « &

Williamson Inequality Indices
For Sales TaX. « « « o« s o s o o o o s o s s o &

Williamson Inequality Index Trends
For Sales Tax. . L . L] . . . L] L . L] Ld L] L] L] L] .

Per Capita Income F-Ratios for the Entire State.
Coefficient of Variation for Income. « « « « «

Lorenz Curves for INCOME + + + o o o o o o o & »

ard

Page

14

17
20
24
25
30
34

42
51
56
66
68
70

73

75

76
80

82



Figure
21

22

23

24
25

26

27

28

29

30
31
32
33

34

35

36
37

38
39
40

41

Lorenz Variance Index for Income. « « « « o o &

Williamson Inequality Indices
For Incom . . L] L] L] L] L] L] - L] * L] . L] L] L] L] . L

Williamson Inequality Index Trends
FOr INCOME: « o *+ o « o s o » o o o s o s o o »

Education F-Ratios for the Entire State . . . .
Coefficient of Variation for Education. . . . .

Lorenz Curves for Educational
Achievement Levels. . ¢ o o ¢ ¢ ¢« ¢ o o o o o &

Lorenz Variance Index for Educational
Achievement LevelS. « ¢« « « ¢ o ¢ ¢ o o « o o &

Williamson Inequality Indices for Educational
Achievement Levels. « « + « o o o o o ¢ ¢ o o &

Williamson Inequality Index Trends
For Educational Achievement Levels. . « « « + &

Housing F~Ratios for the Entire State . . . . .
Coefficient of Variation for Housing. . . . . .
Lorenz Curves for Housing . . « « ¢« ¢ ¢ « ¢ & &«
Lorenz Variance Index for Housing . . . . . . .

Williamson Inequality Indices
For Housing L] . L] L] L . . L] L] * . * L] L] L] L L L]

Williamson Inequality Index Trends
For Housing L] L] L] . L] L] L[] . L) L] L . L] . L] L] 1 L]

Infant Mortality F-Ratios for the Entire State.

Coefficlent of Variation for
Infant Morta]’ity' L] L] L] L] . L] [ ] . [ ] [} L] * L ] L L]

Lorenz Curves for Infant Mortality. . . . . . .
Lorenz Variance Index for Infant Mortality. . .

Williamson Inequality Indices
For Infmt Mortality. - L) L) . L] . - [ 2 L] » . L] L]

Williamson Inequality Index Trends
For Infant Mortallty. . « ¢« o o« « o o ¢ » o o &

vii

Page

85

88

89
93
94

97

98

101

102
106
108
111

112

115

116

120

122
124

126

127

128



Figure
42
43
44
45
46

47

48

49
50
51
52
53

54

55

56

57

58

Divorce F-Ratios for the Entire State. .

Coefficlent of Variation for Divorce . .

Lorenz Curves for Divorce. . . . .

Lorenz Variance Index for Divorce. . . .

Williamson Inequality Indices for Divorce.

Williamson Inequality Index Trends

For Divorcee. « ¢« o o o o o o o o o o o o

Variation Among and Within Regions

For Net Migration. « « ¢« + ¢ o ¢ o o o &
Migration F-Ratios for the Entire State.
Coefficient of Variation for Migration .

Percentage Change in Net Migration . . .

Percentage Change in Net Migration Trends. .

Williamson Inequality Indices for Migrationm.

+Williamson Inequality Index Trends
For mgration - . L] . L L] L] L] L] . L]

Summary of Standard-of-Living
Characteristics. + « + « ¢« ¢« « « &

Williamson Inequality Index Totals

Degree of Information From The
Inequality Measures. .. « « o+.o o1

Range of Williamson Inequality Indices. . . . . ..

vili

Page
132
134
136
138
140

141

144
146
148
150
151
154

155

158

167

168

170



Table

10

11

12

13

14

15
16
17

18

19

20

LIST OF TABLES

Socioeconomic Variables. . . .
Factor Matrix Before Rotation.
Factor Matrix After Rotation .
Highest Factor Loadings. . . .
Standard-of-Living Index . . .
Growth Centers . « . « + « « &

Standard-of-Living Regions . .

Selected Regional Characteristics:

1970

Statewide Sales Tax Analysis of Varliance

Statewlde Coefficient of Variation

for Sales TaxXe « « « « o o o o

Lorenz Curve Data for Sales Tax.

Williamson Inequality Indices
For Sales TaX. « « o ¢ s o & «

.

Statewide Income Analysis of Varilance.

Statewide Coefficlent of Variation

for Per Capita Income. . . . .

Lorenz Curve Data for Income .

Williamson Inequality Indices for Income

Statewide Education Analysis of Variance

Statewide Coefficlient of Variation

Fo r Educa tim L] L] L] L] L] . . L] L ]

Lorenz Curve Data for Education. . . . .

Williamson Inequality Indices
For Education. . «. + « « & « &«

i1x

Page
45
46
47
48
52
54
57
58
64

67

69

74

79

79
83
87

91

92

96

99



Table
21

22

23
24

25

26

27

28

29

30

31

32

33

34

35
36
37
38
39
40
41

Statewlide Housing Analysis of Varilance. . .

Statewide Coefficient of Variation
Eor Hollsing [ ] [ ] L 2 L ] L ] . L) . ® L ] * L] L ] L] L L

Lorenz Curve Data for Housing . . « « . .+ .

Williamson Inequality Indices
For Housing L] . . . L L] - L] L] ° . L] L] . L .

Statewide Infant Mortality Analysis
Of vari ml ce . L] . L] . L [ ] (] L[] L] L] . . [ ] L ] [ ]

Statewide Coefficient of Variation
For Infant Mortality. . o o ¢ o ¢ o o o o &

Lorenz Curve Data for Infant Mortality. . .

Williamson Inequality Indices
For Infant Mortality. « « v & o o o o o « »

Statewide Divorce Analysis of Variance. . .

Statewide Coefficient of Variation
FOr DIivorce o« « ¢ ¢ o« ¢ o o s o o o o o o o

Lorenz Curve Data for Divorce . « ¢« « o o« &

Williamson Inequality Indices
For Divorce « « ¢ o ¢« « o o o o ¢ o o o o o

Statewide Migration Analysis of Variance. .

Statewlde Coefficient of Variation
For Migration . « ¢« ¢« ¢« ¢ ¢ o ¢ o ¢ o o o o

Migration Means and Standard Deviation. . .
Regional Percentage Change %n Net Migration
Williamson Inequality Indices ior Migration
Convergence-Divergence Summary Table. . . .
Analysis of Variance Summary Table. . . . .
Williamson Inequality Index Summary Table .

Approaches to Inequality Measurement. . . .

Page
104

107
110

114

118

119

123

129

131

133

135

137
145

147
149
149
152
161

162
165

169



CHAPTER I

INTRODUCTION AND BACKGROUND
Historical Perspectives

The classical economic view of many of the problems of lesser~
developed areas is that phenomena such as inter~-regional income in-
equalities, polarization of growth with resultant spread and backwash
effects, and overall social and economic dualisms are merely temporary.
Internal factor mobility has been viewed as the eventual solution to
these inequities which characterize a state of disequilibrium (Olsen,
1965, p. 35).

The classical view is not completely shared by many contemporary
regional scientists. The allocation of capital investments to economic
sectors cannot be considered as separate from geographic location de-
cisions. Economlic development is never a uniform meliorative process.
Regional growth differentials are to be expected. Some regions may be
poor in resources, health, education, and productivity (Johmson, 1970,
p. 162). Friedmann (1966, p. 35) has stated that:

the concentration on national income accounts as a

tool of development policy has blotted out the crucial
significance of the regional element in national
planning. . . and the newly evolving nations are be-
ginning to appreciate the fact that national invest=-
?izzs?trategies require a subaggregation along regional

Indeed, regional economic development is a very recent field of

study. Only since World War II has there beent a heightened interest in



the systematic analysis of economic development processes in lesser-
developed areas of the world. Economists have long recognized the
existence and stubborn persistence of regional inequalities, but economic
geographers, to a large degree, have only recently begun to address the
problem (Gauthier, 1970, p.612; Keeble, 1967 ). The gap between

general concepts (e.g. convergence, divergence, inequality, and standards-
of living) and spatially specific empirical research has been a problem
that has in the past inhibited contributions from economic geographers

to explanations of regional development.

Traditionally, questions of economic development have been limited
to the national-macro level or to the local-micro level of the firm
(Stdhr, 1974, p. 1), For many years, both macroeconomics and microeconomics
neglected to incorporate geographic space. Although location analysis
and central place theory considered geographic space, the approaches were
rather narrow. The first broad attempt to translate economic processes
from functional space into geographic space was made by Perroux who
formulated the concept of "growth poles " (1955).

Although much attention has been paid to problems of differential
economic development and growth at the national-macro scale; similar
problems exist internally among the regions of a country, among parts of
a region, and among different cities. Much attention has been paid to
the problems of development and growth in the Third World, but lesser-
developed areas still exist in countries in an advanced stage of economic
development. The existence of regional imbalances and dualisms has
been referred to as the "North-South Problem.'" Economic stagnation in,

for example, Brazil's Nordeste, Colombia's Oriente, Italy's Mezzoglorno,



and the United States' South have all been well-documented (Williamson,
1965, pp. 99-101).

In the United States, the Public Works and Economic Development Act
of 1965 which established the Economic Development Administration also
established several multi-state development regions: New England,
Appalachia, Upper Great Lakes, Coastal Plains, Ozarks, and Four-Corners.
The creation of these districts signified a general awareness of the
existence of socio~economic lag areas in an advanced economy.

The fact that regional inequalities are such a stubbornly persis-
tent feature of a modern socio-economlc landscape is not due to a lack
of mobility of the factors of production and growth. The persistence
of these lesser-developed areas is, in part, due to the fact that the slowness
of the factor migrations prevents such areas from approaching or sur-
passing the levels of economic development in more highly-~developed regions
of the same country (Williamson, 1965, p. 101).

This research seeks to analyze changes through time in specific
aspects of regional inequalities in the state of Oklahoma between 1940
and 1970. Its objectives are: (1) to selectively measure certain
surrogate facets of the generalized notions of regional inequalities
and standards-of-living; and (2) to determine how regional inequalities
in the standard-of-living have changed in identifiable standard-of-living-
regions since 1940.

A number of characteristics of a population critical to the descrip-
tion of that population's standard-of-living will be analyzed. The surro-
gate measures for standard-of=-living fall into several general categories

which include: income, health, education, and family environment.



Inequalities in variable(s) from these categories will be analyzed in

both their spatial and temporal dimensions.

Implications of Regional Inequalities

Rationale for Investigating Regional Inequalities

The existence of severe regional inequalities has ramifications.
which reach from the more aggregate worldwide situations down to local
household and individual human situations. The ultimate goal of sclentific
endeavors should be to reveallthe world more clearly. Those who are
interested in economic development and growth must initially come to
grips with several very basic questions:

1. Under which conditions are economlc development and growth desirable?

2. Do economic development and growth necessarily bring about
betterment of the social welfare?

3. Are present policies and economic processes creating a more
or a less equitable system?

4, 1Is the equalization of economic and social indicators a legiti-
mate objective?

5. Are the methods and results of present policies in conflict with
the underlying economic ideology of the political system?

Traditional welfare economlics has never quite resolved the problem
of how wealth should be distributed socially or geographically (Higgins,
1958, p. 363), Also, regional development has been simplistically regarded
in economic terms, but the processes involved are much more complex than
a simple rise in the GNP or an increase in regional output might indicate.

Other factors such as self-respect of the individuals, standards-of-living,



and the distribution of wealth must also be considered. A growth economy
can result in an increased concentration of wealth in the hands of a

few, greater unemployment, and greater urban-rural disparities. Develop-
ment suggests the relief of poverty and the reduction of inequalities
(Connell, 1973, p. 28), Under this philosophy, equality is considered as
an objective in its own right.

Many economists feel that econémic and spatial equality will hinder
growth., Hirschman (1958, p. 66) has said that the task of development
policy is to maintain~tensions, disproportions and disequilibria in order
to stimulate growth. This writer takes the opposite point of view--that
the goals of American ideology can be realized only through a policy that
seeks soclal and economic equality. Such an approach may not nec-
essarily lead to a situation of optimal economic production, but the goal
of development policy should be the betterment of social welfare as
well as increased output. Connell (1973, p. 28) has stated that:

Inequalities, especially increasing inequalities,
are objectionable by any ethical standard; since
race is usually highly correlated with income,
economic inequality lies at the heart of racial
tension. Our research efforts must be directed
above all to understanding the causes of poverty
and the mechanisms by which inequalities emerge
as a basis for genuine development.

Hoover (1971, p. 273) touched upon another aspect of the "equality-
maximum economic growth controversy" in his Place Prosperity position
which advocates the allocation of economic assistance to a large number
of small areas on the basis of need. Inducements to employers are
suggested as the chief means of assistance. This approach assumes that

people should be helped in situ, and that every region has some degree of

development potential.



The People Prosperity position advocates assistance by improving
the employability and mobility of the people, and facilitating their
relocation. This position stresses the stimulation of development on
the basis of growth potential and the development of human resources
to facilitate the movement of people to growth centers.

The Place Prosperity and People Prosperity views are not incompatible.
It should be possible to evolve strategles that would allow large por-
tions of the population of a region to obtain better living conditions
without moving to another location where growth is occurring. A presi-
dential advisory commission in 1967 advocated a "national policy designed
to give residents of rural America equal opportunity with all other
citizens. This must include 'access to jobs, medical care, housing,
education, welfare, and all other public services, without regard to
race, religion, or place of residence " (President's National Advisory
Commission on Rural Poverty, 1967, p. xi;). Such a position does not
necessarily have as its goal the maximum efficiency in the allocation
of economic resources. The goal advocated in this research is the better-
ment of social welfare. The nature of this research is basically
diagnostic. Only after the spatial and temporal dimensions of regional
inequalities have been thoroughly analyzed, can the prescription of
policies be attempted in order to facilitate the treatment of regional
inequalities. Policies assoclated with both the Place Prosperity and
People Prosperity positions can make such a goal obtainable. A combi-
nation of the two policies could help a region to realize its growth
potential by utilizing physical resources, while at the same time pro-

viding assistance to up~grade the human resources of the regiom.



Gunnar Olsson (1974, p. 16-21) has attempted to deal with the
problem of extending descriptive socilal science into prescriptive
social engineering. By using regional planning in Sweden as a reference,
Olsson demonstrates what he believes to be a conflict between welfare
ideology and the scientific methodology being used for the implementa-
tion of the ideology. The stated purpose of regional planning in Sweden
has been to achieve equality, i.e. someone who lives in a valley of the
undulating socio-economic surface should have the same opportunities as
someone who lives on a peak. Olsson (1974, p. 16) states that:

My only quarrel is that this laudable piece of wel-

fare ideology has been put into practice by means of

a scientific methodology which reflects just the

opposite thinking. To be more specific, the planning

has been based on a variant of the social gravity

model, which has the same mathematical form as the

Pareto function. In this sense, the descriptive

soclal gravity model encapsulates exactly those

relations of inequality that characterize both

Pareto's optimality principle and his Machiavellian

theory of the elites. I feel rather strongly that

this mismatch of ideology and methodology has con-

tributed to discontent and alien&tion which is

becoming more and more visible.
One of Olssons' main points is that if the present methodological and
manipulative path is pursued, there is a great risk of increasing those
social, economic, and regional inequalities which the planning was
designed to decrease.

One aspect of this study will be to determine whether or not the
present planning attitudes in Oklahoma has increased or decreased the
degree of inequalities both within and among standard-of-living
regions of the state. Trends in regional inequalities resulting from
planning or a lack of planning will be considered, but it is not the

purpose of this study to evaluate the efficiency of the state's planning



machinery. A very basic assumption of this research is that social
welfare is strongly reflected by income. It 1is perhaps spurious to correlate
wealth with social welfare and happiness, but increases in income may
well increase the range of alternatives for the inhabitants of a region.
Increased income creates many possibilities, such as making the populace
more mobile, and having a cumulative multiplier effect on the region's
growth.
This research is concerned with inequality characteristics such
as education levels, health, retail trade, quality of housing, income,
mobility, and family cohesion. It is felt that all of these character-
istics are very closely related in the system of social, economic and
spatial organization (Ornati, 1966). Figure 1 is a general scheme
of the relationships that might exist between these various characteristics
in a region. The circle can be entered at any point and movement
made in either direction. Beginning with a low level of income,
there are expectations of low levels of savings and investments, low
levels of human capacities and ambitions (e.g. education, housing, entre-
preuneurial ability), low levels of resource utilization (physical and
human), and once again low income levels.
Hughes has stated that:

Once income differences emerge they tend to become

self-perpetuating, unless some exogeneous influences,

e.g. government or chance, acts to offset market

forces. These results flow from a process of circu-

lar causation-income differences causing differences

in savings, investments, human capacities, ambitions,

etc., and these in turn causing differences in

income. (Hughes, 1961, p. 41)

The question of a circular effect has also been described at a more

macro-scale by Liebenstein (1954),



FIGURE 1

The Self=Perpetuating and Cumulative
Reinforcement of Inequalities

Income
Level
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e ————
Level of Human
Resource Capacities &
Utilization | €= | Ambition
Level

Source: Based on Hughes (1961),
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Does a vicious circle of self-perpetuating socio-economic inequali-
ties really exist? If so, how can a reglon:siffering from chronic
problems of low growth break out of this circle with or without exogen-
eous help? This study addresses the first question, i.e. the diagnosis
of the problem rather than the treatment of it. The uncovering of any
systematic relatioﬁships among the characteristics in space and through
time may prove to be helpful in social and economic planning policies
for a region. While Oklahoma is the study area, other economically
distressed areas of the United States could possibly benefit from an
empirical analysis of regional inequalities.

Regional planning in the United States has been characterized by
a laissez fair attitude. Such an attitude is permissible if the "vicious
circle" does not exist and if regional differences are becoming less
pronounced. If, on the other hand, the system is reinforcing, perpetuating,
and increasing regional inequalities, planning policies may need
revision. Questions such as those dealt with in this research must be
answered if the misallocation of human, financial, and physical resources
is to be prevented.

Smith (1973, p. 6) states that:

Ideally, the objective of social policy is to
identify the state of the social system and its
subsystems; to compare this with some desired
state that is both functional and conforms with
accepted principles of social justice, and then
to institute programs to correct the deficiency.
In this statement, Smith has touched on all of the broad aspects

of the problem: diagnosis of the problem, a search for possible cures,

and treatment. Human geographers such as Smith are beginning to realize
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that there is a dimension of the human situation called social wel-
fare and that a society can be differentiated spatially within such
a matrix.

Relation to Theory

The principal theoretical theme towards which this study is oriented
i1s centered on the question: Is the regional growth process equili-
brating or not? In other words, does the growth process in a regional
system lead to the convergence of standards-of-living as a condition
of human existence?

Some evidences of the convergence hypothesis in the United States
have been presented by R. A. Easterlin (1960), F. Hanna (1959), G. H.
Borts and J. L. Stein (1964), and J. T. Romans (1965),1 A1l of these
investigators found evidence of convergence of per capita incomes,
though the process was found to be neither steady nor continuous,

It cannot be assumed that factor flows in an economy will automatically
lead to convergence. In a dynamic economy, there are also disequili-
brating factor movements that may outweigh equilibrating factor move-
ments. Although dynamic forces do not inevitably work in favor of
divergence, at the same time they contain no inherent bias in the direc-
tion of convergence (Easterlin, 1958, p. 4).

Gunnar Myrdal (1957) has been recogniéed a8s a chief critic of the
convergence hypothesis. Myrdal sees growth in a region as a force leading

to greater inequalities, i.e. divergence. In his center-periphery model,

1For a detailed analysis of regional equilibrium theory, see
Harry Richardson. Regional Economics. New York: Praeger, 1969.
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Myrdal sees additional growth as being concentrated in a few centers
of growth. The periphery suffers from negative backwash effects as
the factors of production flow into the growth centers to create a
growing-spiralling effect. The center and the area immediately around
it benefit from spread effects, which further enhance the center's
attractive powers for growth.1 The movement of labor, capital, goods,
and services to the centers from the periphery are regarded as being
disequilibrating forces.

In a singular economic system, the patterns of trade of the poorer
regions can become distorted to benefit the wealthier regions. Richard-
son (1969, p. 349) has stated that:

Perhaps even more important, economic backwardness
results in non~economic influences harmful to growth--
low levels of education, lack of aspiration and other
social attitudes incompatible with high rates of
economic development and deterioration in the social
capital of such regions.

Overall, Myrdal neglects the possibility that factor movements
can be equilibrating, as well as other forces that tend to promote
convergence, Strong disequilibrating forces as opposed to the equili-
brating forces will occur in the early stages of economic development
and growth of a region (Williamson, 1965, p. 108). One unresolved

question is whether or not the processes change in advanced stages of

growth, with the equilibrating forces prevailing and convergence resulting?

lAttractive powers are enhanced by the development of factors
such as infrastructure, external economies, internal economies, and
economies of scale, Spread effects are taken here to mean the
beneficlial effects on poorer areas of the interaction with rich
areas. Backwash effects are the detrimental effects suffered by poorer
areas as a result of interaction with the rich  (Olsen, 1965, p. 109),
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The dynamics of equilibrating and disequilibratine forces through time
at different levels of growth have not been fully explored, but it
is clear that social, demographic, or technological changes may give
rise to factor movements of either type. -~

It is obvious that the complex question of regional convergence
is laden with many theoretical implications. Detailed empirical
evidence of the process of convergence are scaﬁty. Richardson (1969)
points out that generally, the trends in the United States since 1880
have been towards regional per capita income equalization, but the process
is far from completed. Due to the contributing disequilibrating factors,
it is understandable that such a process will almost certainly remain
incomplete, particularly in the absence of equilization policies by the

government.

Research Area

General Setting

The study area selected for this analysis of regional inequalities
is the state of Oklahoma (Figure 2). An earlier study suggested that
Oklahoma possesses several characteristics which make 1t an appropriate
laboratory for the study of differential economic development (DiLisio,
1973), The state is far from being a hamogeneous geographical area, and
displays a wide variety of living conditions, economic activities, physical
and human resources.

An axis of highest economic development exists in central Oklahoma
and stretches to the northeast. This area includes the Oklahoma City
and Tulsa Standard Metropolitan Statistical preas; these two metropolitan

areas are the premier manufacturing centers of the state. The economy
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of Oklahoma City is largely underpinned by government employment.

The area to the northwest of the core is ope of moderate development. This
area includes the wheat and cattle producing counties of the north-

west and the "Panhandle." Stretching southwest from the core is an

area of moderate to low development. The area centers on the Lawton
S.M.S.A, in Comanche County. The hill areas to the east and southeast

of the core are generally areas of low development., A more complete
description of standard-of-living-regions of Oklahoma will be the
objective of Chapter III.

The Question of Scale

Many of the studies that have been done on regional inequalities
have been conducted at the international and national scales. The
notable study by Williamson (1965) on regional inequalities and national
development was done at two different scales: an international cross-
section analysis, and a United States cross-section analysis. Easterlin
(1960) directed his attention to the national scale. Hanna (1959)
analyzed state income differentials in a national setting. Romans (1965)
dealt with major regions of the United States. Stohr (1973) states
that:

Spatial disparities may exist at different levels
and between different types of areal units, for
instance between countries (international dispari-
ties), between different parts of a region (e.g.
center-hinterland disparities), or between differ-
ent cities (interurban disparities).
By focusing in on the much larger scale of an individual state, this

research will be able to more clearly describe the magnitude and nature

of inequalities. The observational units will be each of the seventy
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seven counties of the state. The smaller the geographic units into
which data are broken down, the greater will be the inequalities that
appear statistically (Stohr, 1974). 1Inequality measures of major
regions of the United States are for this reason quite small. If

the scale were changed to an analysis of the nation by state. the
inequality measure would become larger. The changing of scale by dis-~
aggregating to the county and metropolitan levels should yield larger
inequality measures respectively (Figure 3). The inequality measures
would be at a maximum if individuals were considered as the observa-
tional units. Smaller scale analyses utilize data that are more
averaged. The more averaged data contain less variance, i.e. dispari-
ties. The larger scale analyses get closer to the indivddual, and
indicate more clearly the true degree of disparities inherent in a
finely meshed surface.

The question of the existence of convergence or divergence in a
regional system is both complex and controversial. Prominent scholars
of economic development have presented points of view that support
both convergence and divergence. Since growth models differ greatly
in their prediction of the likelihood of cobnvergence, it is highly
probable that the question can only be settled empirically (Richardson,
1969, p. 55), This study will essentially be an empirical diagnosis of
regional inequalities in both their spatial and temporal dimensions.
The discussion presented in this chapter should make it possible to
clearly understand the objectives and methodology of the study which are

described in the next chapter,
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FIGURE 3

Relationship Between Level of Spatial Disaggregation
Of Data and Measure of Spatial Disparity
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Source: Stohr, 1974, p.3.



CHAPTER II1

RESEARCH OBJECTIVES AND METHODOLOGY

Research Objectives

Problem

This research will be an examination by the writer of the degrees
and directions of the changes in regional inequalities in Oklahoma be=
tween 1940 and 1970, and the relationship of these inequalities to
standard=of=living, The patterns and relationships will be measured at
ten year intervals between 1940 and 1970 in order to analyze temporal
changes, This maximizes data availability and will make possible the
exploration of the relationships over both time and space, Regional in=
qualities of the following characteristics will be considered: (1) edum
cation levels, (2) health, (3) retail trade, (4) quality of housing,

(5) income, (6) mobility, and (7) family cohesion,

The specific research problems to be considered are! (1) how are
regional standards~ofwliving related to regional inequalities at
selected points. in time? (2) How has the magnitude of inequalities
for specific sociomeconomic characteristics changed within the present
standardmof-living regions since 1940? To answer these questions, it

will be necessary to identify the standarde~of=living regions in the state,

Premises
The general proposition under consideration has been stated by

Williamson (1965) with regard to income, He suggests a systematic

18
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connection between the level of economic development and the intensity
of regional income inequality. According to Williamson, the early
stages of economic development generate increasingly large income
differentials, i.e; there is a process of divgr'gence.1 As develop-
ment of the physical and social infrastructure proceeds, divergence
continues up to a certain point of development. When this turning
point is reached, further growth produces a process of convergence

in the advanced stages of development.2 Thus an index of regional
income inequality should form an inverted-U (Figure 4) when plotted
against the spectrum of levels of economic development.

This research will test Williamson's general proposition, but
with several key differences. The Williamson hypothesis will be
expanded by considering not only the degree of income inequality,
but also the degree of inequality in education'levels, health, retail
trade, quality of housing, mobility, and family cohesion. Instead of
the general concept of level of economic development, this research
will be concerned with the more precisely defined concept of standard-
of-living.>

At this point, a distinction should be made between economic

development and economic growth. The concepts are quite different.

lDivergence is taken here to mean an increasing trend in the magni-
tude of regional disparities. Convergence refers to a process indicated
by decreasing regional disparities.

2Implications of the Williamson hypothesis for regional planning are
many. If the hypothesized process does occur, then a laissez faire atti-
tude towards regional planning is permissible, but serious questions
exist about the movement to a state of equality without some form of
active planning and action on the part of the government.

3The concept of standard-of-living will be defined and operation-
alized in Chapter III.
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FIGURE 4

THE DEVELOPMENT PROCESS
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Source: Based on Williamson (1965).
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Kindleberger (1958, p. 3) has stated that:

Economic growth means more output; and economic. develop-

ment implies more output and changes in the technical

and institutional arrangements by which it is produced.

'DeveiOEﬁenf is, therefbre; a term that is more applicable to sus~-
tained increases of productivity in a lesser-developed country or region
of the world. For this to occur improvements in the basic social,
economic, and physical infrastructures are required. Growth is a term
that is more applicable to sustained increases of productivity in an economy
that is already advanced and has well established infrastructures.

The focus of this study will be on economic growth as opposed to
economic development. Economic growth levels for regions of Oklahoma
will be.identified by the use of the concept of standard--of—living.1

An initial basic assumption of this study is that the present
level of standard-of-living of the various regions of Oklahoma is
systematically related to levels of education, income, retall trade,
health, family cohesion, mobility, and housing quality.

The central hypothesis of this study 1s that the state of Okla-
homa has been experiencing an overall convergence in the degree of
regional inequalities since 1940; i.e. the regions of Oklahoma are
becoming more alike in the degree of inequality.2 In order to fully
explore the dynamics of regional disparities in Oklahoma, several

supportive premises are necessary. It is felt that regions of lower

1In this research, standard-of-living will be used as a concept
measured in terms of the results of growth. It will be more of an output
consumption oriented yardstick than an input-production orfented
yardstick.

2Inequalit:y means the degree of variation or disparity of a given
soclo-economic characteristics both within and among defindd region(s).
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standard-of-living will exhibit greater internal inequalities than
regions of higher standards~of-living.for each of the time points

in the study. The changing degree of inequalities within each region
should vary. Regions of lower standards~of-living should experience
greater inequalities in each of the characteristics over time; regions
of higher standard-of-living should experience a diminishing degree of

inequalities over time,

Methodology

General Research Design

This research is essentially descriptive in the sense that it seeks
to identify changes rather than to suggest causal processes. It will
seek to describe the changing associations among the several afore-
mentioned soclo-economic characteristics in both the spatial and
temporal dimensions.

Kerlinger (1964, p. 379) has called this type of research ex-post
facto, and has described it:

as systematic empirical inquiry in which the scientist

does not have direct control of independent variables

because their manifestations have already occurred or

because they are inherently not manipulable. Inferences

about relations among variables are made, without direct

intervention from concomitant variation of independent

and dependent variables.

It 1s felt that this type of research approach is most appropriate
to achieve the desired objectives. Connell (1973, p. 32) has
strongly stated that although identification and description may not
be the ultimate aim, they do constitute a first order of geographic

business, and they are certainly an order of business most relevant

to lesser-developed areas.
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Standard-of-Living-Regions

The objective of Chapter III will be the regionalization of
Oklahoma into standard-of-living regions. This research will be
executed in a stepwise fashion through the various levels of
analysis shown by Figures 5 and 6. Level I of the research will be-
gin at the aggregated state level. Data for a number of standard-
of-living surrogate variables will include: health, crime, income-
savings, education, retall trade, employment, demographic, and
miscellaneOus.l

Standard-of~-living regions for Oklghoma will be formed by using
the aforementioned data. The basic approach to be followed in the
construction of the regions can be described as "factorial ecology.”
This approach makes possible the parsimonious description and analysis
of characteristics of the human population. Its use here will be
taxonomic in nature. The term "factorial ecology" was first coined
by Sweetser (1960, p. 372-386). This inductive method is used to
specify the spatial distribution of interrelated social characteris—
tics. Rees (1971, p. 209) says that factorial ecology seeks to
explain interrelated characteristics among human populations and their
socio~-economic environments by first characterizing areal differences,
then explaining why such differences occur.

In order to simultaneously consider all of the surrogate variables

and to collapse the data matrix (77 counties x n variables) into a

1For an exact list of the variables used see Appendix A.
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FIGURE 5
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FIGURE 6
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few basic patterns, a principle components, R-mode factor analyais

will be performed on the raw data matrix. In order to more clearly
define the clusters of relationships among the variables, an orthogonal
rotation of the matrix of factor loadings will be performed. The
purposes of this analysis are to identify standard-of-living dimen-
sions and to generate factor scores to be used as a basis for the
regional clustering of counties.

Some of the uses of factorial ecology are somewhat controvers:l.al.1
Berry (1971, p. 218) claims that comparative factorial ecologies have
limits to generality due to differences in the degree of planning,
freedom, and culture of different areas. How can such comparisons
produce general laws or theories? An argument can be made for cul-
turally confined studies. This whole question of cross-cultural
comparative factorial ecologies is part of the larger question of the
application of Western development theory and methodology to culturally
different regions. Other questions about factorial ecologies center
on the ecological-individual fallacy, i.e. areal units are used as
ecological observations; but are correlations among ecological
units the same as those based on individuals within wnits (Berry, 1971,
p. 215)? Johnston (1971, p. 317) questions the independence of the

dimensions extracted by factor analysis and states that correlation and

independence are not necessarily synonomous.

1For a full discussion of comparative factorial ecqlogy, see
Economic Geography, Vol. 47, No. 2 (supplement), June 1971, which was
guest edited by Brian J. L. Berry.
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The use of the factorial ecology method in this research will he
for taxonomic purposes. The method will not be. used to. test hypatheses
nor will there be any attempt at cross-cultural comparisons. In view
of the intended uses of factorial ecology, it is felt that many of
the major questhonable limitations of the method will not greatly
affect this study. Although there ekists some cultural differences
and differences in degree of planning in Oklahoma, these dissimilari-
ties are not so great as to invalidate any comparisons among counties.

The final objective of Level 1 of the research is to regionalize
Oklahoma into standard-of-living-regions; to accomplish this, a
standard-of-living index will be calculated for each county. Factor
scores from the factor analysis will be.weighted by the percentage of
common variance explained by each dimension. The signs of the factor
scores will be altered for consistency, i.e. a positive score will
indicate a higher standard-of-living dimension than a negative score.
The weighted factor scores will be summed across all of the dimensions
for each of the 77 countlies to produce a standard-of-living index score,
This procedure is formulated as:l

Sj ==alzl+a2.z2 + . . . anzn

w
L

Index for jth county

Factor score on Dimension I

[+
]

= Percentage of common variance explained by Dimension I
The resultant standard-of-living index scores will then be used in a

clustering approach to produce the desired regions. The guiding

l'l'he general approach is based on Margaret Hagood, N. Danilevsky,
and C. Beum, "An Examination of the Use of Factor Analysis in the Problem
of Subregional Delineation," Rural Sociology, Vol. VI (Sept., 1941).
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principle to be used in the regifonalization process will be.that
suggeated by Grigg (1962). Grigg said. that the general all~purpose
classification should he discouraged. and that a classificatory.scheme
should be devised to meet the needs and objectives of the specific
research at hand.

The regionalization in Level L of the research (Figure 5) will
be accomplished in a two-stage procedure. First, a multidimensional
typology of the county units will be completed, i.e. a factorial
ecology. Then, by analyzing the distribution of types, regions will
be delimited. The counties will be clustered by using a procedure
based on the principle of minimum average distance squared. There
will be no geographic contiguity constraint in the clustering process.
This approach is basically an agglomerative classification approach,
i.e. the single units are grouped by type. The agglomerative approach
seems to be much more popular and useful in geographic research than
the divisive approach.

It will be these standard-of-living regions, based on 1970 data,
that will later be used as data cells for the examination of inequali-
ties between 1940 and 1970. The objective is to examine the changes
in the degree of inequalities in the evolution of the present day
standard-of-living-regions. This approach is very similar to that
used by Semple and Griffin (1971) in their information analysis of

inequalities in urban centers of Canada between 1911 and 1966.

Measures of Inequality

Chapter IV will analyze regional inequalities within and among the
derived standard-of-living regions of Oklahoma. This process will con-

stitute Level II (Figure 5) of the research.
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There have been several approaches to the analysis of reglonal
inequalities. One approach uses information atatistics (Theil, 1967;
Semple and Grifftn; 1971; Semple andfGauthier; 1972); The informa-
tion-theoretic approach to the analysis of regional inequalities is
based on a definition of the entropic state as a condition of com-
plete regional equality (Wilbanks, 1973, p. 4). The classical
economic view mentioned earlier (p. 1) would view the entropic state
as a condition towards which an eéonomic system evolves without exter-
nal interference.r An entropic surface would be flat (Leopold and
Langbein, 1962), The degree of inéquality between locational points
on the surface is indicated by the slope between these points.

Another approach to the analysis of regional inequalities is to
use variance indices (Williamson, 1965). The approach to be used in
this research will be essentially a variance index approach. Several
techniques willibe utilized to measure the degree of inequalities
within and among the specified standard-of-living-regions at the
given time points: analysis of variance (ANOVA), the coefficient of
variation, Williamson's Inequality Index, and Lorenz Curve analysis
(Figure 7).

A one-way analysis of variance will be calculated on the selected
variables for each of the time points. The raw data will be initially
standardized to z-scores; the z-scores will be based on the mean and

standard deviation of the data for an entire year. Groups for this

1For a discussion of the calculation of entropy and inequality values
in an information statistics approach see Semple, R.K. and Griffin, J.M.,
"An Information Analysis of Trends in Urban Growth Inequality in Canada."
Ohio State University, Department of Geography Discussion Paper No. 19,
1971. See Appendix B for a sample application of information statistics
to sales tax data in Oklahoma.
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analysis will be the regions that were established in Level I of the
research. ANOVA will produce.several.useful results: an F-score for
each year, variance within the set of regloms (Vw), and variance among
regions (V‘b).l The trend in the change of F-scores between 1940 and
1970 will indicate the degree of convergence or divergence taking place.2
An analysis of V, and Vw will make possible a clearer understanding of

b
the changes in the F-score. The V, and Vw values are pooled variances

b
and do not allow for an analysis of Y% and V., individual regions.
This will be compensated for by one of the other approaches. Although
analysis of variance is a commonly used technique to measure variations
in income levels and growth, it has limitations. Analysis of variance
involves the squaring of differentials which may make it highly
sensitive to the few extreme deviations so common in development prob-
lems (Semple and Gauthier, 1972, p. 170). For this reason, other in-
equality measures will be used to check against and complement the
analysis of variance.

A coefficient of variation has been used by Warner (1973) to indi-
cate the degree of convergence or divergence in income for the State of
Oklahoma. A coefficient of variation (standard deviation <~ mean) will
be calculated for each variable for each study year. The changing nature
of the coefficient will indicate a convergence of divergence process and

will be used as a check against the F-score trends from the ANOVA.

1F-acore = Vb

\'/
w

2ANOVA makes possible the testing of the hypothesis that there is no
difference between regional means (Ho: X =X,"=...X ). The Williamson index
has been criticized because it does not ailow for Buch a test. For a dis-
cussion of this matter see: Metwally, M. and Jemnsen, R.C., "A Note on the
Measurement of Regional Income Dispersion,' Economic Development and Cultural
Change, Vol. 22, No. 1 (October 1973).
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A revised version of the Williamson inequality index will be
calculated for each variable for each.study year. Initially, z-scores
will be calculated for each region for each study year; .The . regional
z-gcores will be utiliéed‘in the calculation of the index.. The revised

index to be used is a combination location quotient-variance index:

e £
- @, -H° 5
- JZE D

Y

Vij = inequality index for the ith county
on the Jth year

Y, = county data for the ith county

=
i

reglonal data value
f, = county population for the ith county
n = regional population
This approach results in an inequality index for each region for
each of the study years. The regional inequality index is comprised of
county data that is weighted by the population of each county. These
inequality indices make possible an analysis of the degree of in-
equalities within each individual standard-of-living region as well
as changes in internal disparities over time.
A Lorenz Curve analysis will be performed on each of the variables
except the mobility variable.l A Lorenz Curve is obtained by plotting
the cumulative percentage of population by regions on the abscissa

against the cumulative percentage of the total of a given variable on

1Mbbility will be indicated by net migration figures. Since the
Lorenz Curve is a plot of cumulative percent population againsat cumula-
tive percent of a variable (in this case net migration) the use of the
approach is inappropriate.
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the ordinate (Figure 8). The forty-five degree diagonal line on the
graph (Line A) represents a total equality distribution of a given
characteristic. A curve will be calculated and drawn for each year
(Curve C). If the curves move towards the d;aéonal,over'time, the
overall distribution is becoming more equal and vice-versa.

A Lorenz Curve makes possible an analysis of the concentration
of a given variable throughout the population. An index of concen-
tration will be calculated in the following manner:

A .

L= 153

L = index of concentration
A = area between the diagonal and the curve
A + B = area under the diagonal

For each region, it will also be possible to calculate a variance index.
If a line 1s drawn between every two points (each point representing
a region) and the angle measured between this line and the abscissa, a
variance from the equality line can be determined. Any angle greater
than forty-five degrees will have a positive index, i.e. this region
has a greater share of particular variable than it does of the state
population. Any angle less than forty-five degrees will have a nega-
tive index, i.e. this region has a smaller share of the variable than
it does of the state population. An angle of forty-five degrees indi-
cates that.a region has exactly the same share of a variable as it does
of the state population. An example of the measurement of a variance
index is shown on Figure 8. A line is drawn connecting region 2 to
region 1. The line is ektendgd to the abscissa. The angle formed by

the line and the abscissa is 43°. Since cumulative percentage data are
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FIGURE 8
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utilized, the variance index of -2, i.e. 43°-45°, applies.to.region 2.
The variance index for region 1 ig fqund by connecting regionl to the
origin, measuring the angle}‘etc.

With regards to Lorené Curves, a changing trend toward the
diagonal would represent the movement of the state towards a more equal
distribution of standard-of-livingl These trends must be compared with
the results of the ANOVA, coefficient of variation, and Williamson
inequality index to determine changes of living standards within individ-
ual regions.

This combination of research procedures allows for the grouping
of the counties of Oklahoma into standard-of-living regions, and for
the analysis of regional inequalities both within and among the
derived regions for the study years. The next chapter will be concerned

with the regionalizing process.

1For a description. of..the..calculation of Loremnz Curves, see:
Yeates, M., Qudrititative Methods 1in Economie Geography, New York:
McGraw-Hill, 1968.




CHAPTER III

STANDARD-OF~LIVING REGIONS IN OKLAHOMA
Standard-of-Living
Definition

Standard-of-living is a very commonly used term. The term will
be defined in this research as the degree of capability of the
people of an area to produce, obtain, and consume the social and
economic goods and services of the market economy. The standard-
of-1iving varies with the capability of the people to truly partici-
pate in the economy, a capability which will be measured by a number of
surrogate variables. Ommati (1966, p. 50) believes that the poverty
of the affluent society is the poverty of those clearly out of
the mainstream of American life. The underprivileged are in, but not
of, the market soclety. These people sit outside of the economy and
are discriminated against socially and economically. They are not
part of the prevailing economic structure.

The selection of the surrogate variables was done with the goal
of making the concept of standard-of-living a measure of production
and consumption. Hence, sales tax revenues are included as a variable
rather than the number of retail establishments; the number of years
of school completed by a segment of the population rather than the

amount of dollars spent on education.

36
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It should be kept in mind that. .standaxd-of-living ia not a
statistic; it is a human conditfon and. an experience of daily life.
To leap from statistics to human cdﬂditions requires a "mental jump."
It is, therefore;‘very important to briefly justify the surrogate
variables used to identify and measure the standard-of-living as one

aspect of the human situation.

A Justification of Surrogate Variables

A number of standard-of-living surrogate variables were selected

from several broad categories: health, crime, income-savings, retaill
trade, employment, demographic, and miscellaneous (See Appendix A).
The level of a region's overall economic health is related to not
only its economic progress, but also to its public health policies,
its level of education, and housing (Ornati, 1966, p. 72). Ornati has
found that definite differences remain between upper and lower income
levels. The poor are prone to certain diseases, especially those
associated with poor housing or sanitation. Superior health, in the
aggregate, is purchasable. Better health among higher income groups
is associated with better knowledge about hygiene and immunization.
Ornati states that whatever the reason, there is a demonstrable
statistical connection between low income and poor health. Pulmonary
diseases are clearly related to poor housing conditions. Lower rates
of immunization among the lower standard-of-1iving segments of the
population appear to explain the heavier impact on these people of
poliomyelitis, diptheria, whooping cough, and other diseases. The poor

suffer more from arthritis, syphilis, diseasea of the female genital
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organs, and heart diseage. People in higher income brackets appear
to suffer more from diabetes mellitias (Ornati, 1966, p. 74). Other
evidence of the connection between_health and atandard-ef-living have
been uncovered'.l1
Several types of crime rates were used in this study as indicators
of social disorganization, i.e. these variables measure social patho-
logies related to personal deviance, instability, or a behavioral
response to a disorganized or stressful socilal environment {(Smith,
1973, p. 81), The variables used in this category include the number of
Juvenile arrests, drug arrests, alcohol related arrests, and index crimes.
Index crimes are those reported by the Federal Bureau of Investi-
gation. They were selected on the basis of their seriousness, fre-
quency, and the reliability of their reporting to the police (Harries,
1971, p. 204), Index crimes can be subdivided into the two categories
of those against persons and those against property. The index
crimes against persons include categories such as: rape, robbery, aggra-
vated assault, and murder and nonnegligent manslaughter. The index
crimes gainst property include categories such as: burglary, larceny.
(over fifty dollars), and auto theft. This study uses the total number
of index crimes as reported by the Oklahoma Bureau of Investigation.
Although specific types of index crimes have been investigated (Harries,
1974; Hackney, 1968% Lottier, 1938; Schueasler, 1961), that was not

done here. The purpose for the use of crime data in this study is to

lFor example, see:  Characteristics of Reciplents of Aid to the
Permanently and Totally Disabled, Public Assistance Report No. 22,
U.S. Department of Health, Education, and Welfare, 1953..  Laughton,
Buck, and Holb, "Socioeconomic Status and Illness," Millbank Memorial

Fund Quarterly, January 1958, pp. 46-54.
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add a socilal disqrganizatiqn component to.the definition of standard-
of-1living. A more complete analysis of the spatial patterns of
specific crime types has already beéﬁ'ddne by Harries (1974). Harries
found high murder rates in the southern part of the United States.
(Harries, 1971, p. 205), This region is generally the lowest standard-
of-living region in the United States. (Smith, 1972) Lottier (1938).
and Shannon (1954) found a similar pattern. The classic explanatory
theories of this high occurrence of violence focuses on factors such
as: lower status occupations, ruralism, poverty, and modernization.
Harries (1969) found crime to be related to the level of urbanization
and population density. Schuessler (1961) found crime rates to be
related to occupationai status, minority group size and status, age
composition, and economic status.

Smith (1973, p. 69) claims that in an area with a high degree of
social well-being, people will have incomes adequate for their basic
needs, be socially and economically mobile, have a good quality
education and health services, live in decent houses, have accesa to
recreational facilities, and have a low degree of social disorganization.
In his determination of some of the basic components of social well-being,
Smith (1972, p. 20) found social disorganization to be a major component.
Under the social disorganization heading, high narcotics addiction,
venereal disease and violence are quite closely related, being assoclated
with urbanized states with large deprived minority populations. High
alcoholism, which is most clasely correlated with high incomes and good
housing, is more characteristic aof richer areas as are crimes against

property.
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Generally, it is felt that people with a higher standard-qf-
living have a greater chance.of living in an environment.chatactér-
ized by less socilal diaorganiiaﬁionithan people with a lower standard-
of-living. The inclusion of aurrogates of social diserganization ia
an important component of a definition of the social well-being of
a population.

Variables referred to as income-savings include such items as
median family income, bank deposits, and percentage of families below
the poverty level.1 The importance of income and wealth to a high
standard-of-living is beyond dispute. In an exchange economy, money
is necessary for access to the basic necessities and for such services
as health and education. Money provides access to goods and services
that fulfill needs, bring satisfaction, and bring personal status in
a soclety that places a high value on economic achievement and
self-reliance. The linkages between income and other characteristics
have been well-established. It is a simple statistical fact that low
educational attainment is highly associated with low income (Ornati,
1966, p. 62),

The financial advantage of higher education is marked. Available
figures reveal that every school year completed brings measurable
dollar dividends (Miller, 1960). The link between low income and bad
housing is also very strong. Low income is part of the syndrome of
bad education, bad housing, bad nutrition, limited knowledge of hygiene,

and late identification of disease (Ormati, 1966, p. 68). The income

1For a detalled explanation of the poverty definitiom, see U.S.
Bureau of the Census,: Current Population. Reports, Series P-23, No. 28,
Revision in Poverty Statistics, 1959 to'1968.
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and savings of an area alao.affecta.the amount of capital .available
for investment. Investment 1a necessary to increage productivity

and the utilization of physical and.lhuman resources. Financial capi-
tal can, however, flow into an area from. the outside since.it is a
very flulid factor of production. These outside financial resources
can come in the form of private or public investment funds.

The retall trade and employment categories are also closely
associated with each other. The rationale for the inclusion of these
categories in the definition of standard-of-living can be found in
the hypothesis that tertiary employment increases relative to total
employment during the course of development. Hurst (1972, p. 15-16)
describes this process:

(1) Growth occurs through specialization in primary

activities. There are transportation improve-
ments. Industry and services remain at a small
scale.

(2) Secondary industries are introduced. Economic

infrastructure develops. Returns from primary
activities decrease. .

(3) Secondary industries diversify and there are
complex internal industrial linkages. Real
income rises.

(4) Specialization occurs in certain tertiary acti-
vities.

This general model 1s known as the Clark-Fisher Thesis. Figure 9
represents an analysis of this process for the country of France between
c. 1800 and c. 2100 (projected).

Ornati (1966) has found that demographic characteristics such
as the size of the rural population, the percentage of non-white
population, median age, and percent of familles with female heads
are all closely associated in standard-of-living levels. In contemp-

orary America, one's statistical chance of being poor is considerably -
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above average if one is, for example, over 65, a female head of a
household, non-white, or a rural farm.resident. U.S. poverty
increasingly involves individuals and families almost exclusively
with these poverty-linked characteristics.:

All of the human characteristics in the above mentioned cate-
gories are closely interrelated. These linked characteristics
converge on that aspect of the human condition which is referred to

as the standard-of-living.

Standard-of-Living Factorial Ecology

Factor Analysis Results

An initial factor analysis was performed for the seventy seven
counties of Oklahoma using thirty seven socio-economic variables.
The matrix of factor loadings from the R-mode analysis was ortho-
gonally rotated with a critical eigenvalue of 1.0. At this point,
the intercorrelations of the 37 variables were analyzed by the con-
struction of a tree diagram of linkages, and it was found that a
number of variables were highly intercorrelated with other variables,
e.g. median family income correlates very highly with percent of
families under the poverty level, and median number of years of school
completed; it also correlates strongly with a retail-location quo-
tient, unemployment rate, and percentage of the population that is
rural. All of the intercorrelation linkages down to + .60 were analyzed.l
The number of variables was finally reduced to 20. in order to avoid

redundancy of information.

1See'A.ppend:l.i A for the intercorrelation matrik.



44

The final factor analysia was performed on the 20 variables
indicated in Table 1.1‘ The" 'resulta'.qf‘the' factor analysis of the
intercorrelation matr:li is showm’ ﬁ:Tébl'e 2'.'. In order tQ' more.clearly
define the patterns of clusters of variabl'ea; an orthogonal rota-
tion was performed with the reshlté' shown in Table 3."

The rotated ﬁtrix indicates a five dimensional description
of the data. These five dimensions account for 70.21 percent of the
total variance in the original twenty x twenty matrix of variables.
Table 4 shows the highest factor loadings and a description of the
variables involved. Only those loadings with an absolute value
greater than + .60 are shown on Table 4.

The first dimension is a general wealth dimension. The loadings
of the variables on this dimension are not surprising. The positive
loadings for median family income and number of telephones per
capita; and the negative loadings for unemployment rates, and assis-
tance payments all are in strong agreement with the findings of Ornati
(1966, p. 51), One would expect that an area with a relatively high
standard-of~1iving would have a higher median family income and number
of telephones; and a lower percentage of non-white population, unem-
ployment level, households female-headed, and public assistance payments.

The second dimension is an employment dimension. The results shown
in Table 4 are in agreement with the Clark-Fisher hypothesis (Figure 9).

It is expected that areas with higher agricultural employment will have

1Variab1e numbers in the following tables will refer back to the
variables as numbered in Table 1.
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TABLE 1

Socioeconomic Variables

Variable Category Variable Number Variable Name

Health Births per 1000 pop.
Deaths per 1000 pop.
Deaths under 1 year
per 1000 population
Diabetes Mellitus per
100,000 population

5 Number of Doctors per

1000 population

» W N

Crime 6 Number of juvenile
arrests per M
7 Drug arrests per M
8 Percent alcohol
related arrests
9 Total arrests per M
Income-Savings 10 Median family income
Education 11 Pupil-teacher ratio
Retail Trade-Employment 12 Retail location
quotient*
13 Unemployment rate
14 Percent employed in
agriculture
15 Percent employed in
wholesale~-retail
16 Other employment
Demographic 17 Percent of population
non-white
18 Percent households
female~headed
Other 19 Telephones per capita
20 Public assistance per

1000 population in
thousands of dollars

Percent of state's retall sales
Percent of state's population

*Retail location quotient =

Source: See Appendix A for a complete list of the original thirty-
seven variables and their data sources.
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TABLE 2

Factor Matrix Before Rotation*

Factor
Varisble . 11 111 v v
1 .303 (.733)  .088 -.138  -.038
2 -.544 -.370  ~.406 423 145
3 -.039 -.114  =.455 .363  -.428
4 ~.146 -.405  -.314 .266 .170
5 (.618) .063  -.365 .296 .043
6 -.232 .060  (.726) 403 -.032
7 .020 -.075  (.828) 323  -.034
8 -.374 .068  -.056 -.099  (.749)
9 -.436 .336 .393 445 104
10 (.912) -.067 .116 -.087 .057
11 425 (. 754) . 042 026  =,120
12 (.677) .189  -.200 .38  =,027
13 (~.603) .509  -.023 -.159  -.030
14 -.509 (-.692)  .199 -.095  -.143
15 (.606) .178 .030 .291 <345
16. 547 .502  -,051 -.060 131
17 -.478 (.665) =-.131 171 -.075
18 -.325 (.750) -.191 .260  -.051
19 .545 (-.660) -.018 .309 .035
20 (-.807) .298  -.264 124 044

*Loadings with an absolute value greater than + .60 are shown
in parentheses.

Source: Author's computations
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TABLE 3

Factor Matrix After Rotation*

Factor
Variable I II 11 v v
1 -.292  -.402  -.020  (.640)  .023
2 -.236 160  -.037 (-.846) =-.013
3 -.129  -,094 =171 -.367 (-.601)
4 .088 .004  -.103 (-.605)  .015
5 215  (-.685) -.214 -.082 -.201
6 -. 084 118 (.852)  .037  .013
7 .209 .072  (.854)  .138  .008
8 ~.249 036  -.047 =250  (.768)
9 -491  -,006  (.639) =.70 .112
10 (.671)  -.520  -.074  .364  -.034
11 -.270  -.559  ..016  (.603) =-.126
12 196 (-.772)  -.035  ..051  -.269
13 (-.723)  .264  -.013  .166  .133
14 .228  (.762)  .154 -.387  -.035
15 234 (-.712)  .115  .068  .157
16 -.009  (-.601) -.131  .449  .082
17 (-.842)  -.053 J070  ,070  =.037
18 (-.833)  -.255 .053 .08  =.070
19 (.767)  =.256 064 -.371  -.184
20 (-.806)  .271  =-,032 -,308  .089
? otal 26,2 + 23.4 + 8.4 + 7.2 + 5.0 = 70.2
* common 37.3 + 33.3 4+ 11.9 + 10.2 + 7.1 = 100.0

*Loadings with an absolute value greater than + .60 are showm in
parentheses.

Source: Author's computations



TABLE 4

Highest Factor Loadings

I

I1

Factor
II1

v

A

median family
income «67

unemployment-—, 72
non-white
population -.84

Female-headed
households -.83

Telephones .76

Aid cases -.80

# of doctors -.68

retail loc.

quotient -.77
agricultural
employment .76

Wholesale-retail
employment -.71

Other
employment -.60

juvenile arrests .85

drug arrests .85

total arrests .63

birth rate .64

death rate -.84

Diabetes -.60

Pupil-teacher
ratio .60

infant mort. -.60

alcohol related
arrests .76

Source: Author's Computations

8y
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lower employment in the wholesale-retail category. The retail location
quotient is based on sales tax data, and it ls an indication of activity
in the tertiary sector. The "other" category includes miscellaneous
secondary and tertiary sector jobs. ‘It 1s expected that areas with high
secondary~tertiary indicators experience a relatively higher standard-of-
living than areas that show-up low on these indicators. The fact that
the number of doctors per 1000 population correlates highly with the
secondary-tertiary indicators is not surprising. Rural areas frequently
suffer in terms of a lack of physician services and represent one of

the most intractable problems of the delivery of health care (Shannon
and Dever, 1974, p. 38), The distribution of physicians in the United
States is very uneven. Terris and Monk (1956) have noted that physicians
are leaving not only rural areas but also low soclo—-economlc areas of

the cities. The dual migration: rural to urban, and inner city to sub-
urbia has been typical of selective segments of the population and like-
wise typical of physicians (Shannon and Dever, 1974).

The third dimension is a crime rate dimension. High and positive
loadings were obtained for juvenile arrests, drug arrests, and total
arrests. Areas of low standard-of-living would experience a higher
incidence of these indicators of social disorganization and vice versa.

The fourth dimension is a health dimension. Birth rate and pupil-
teacher ratio loaded positive while the death rate and incldence of
diabetes loaded negative. High birth rates as well as high pupil-teacher
ratios can reasonably be expected in areas with lower standards-of-living.
As Ornati (1966) has pointed out, areas of higher income experience a

greater incidence of diabetes mellitus than areas of lower income.
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The fifth dimension is rather difficult to interpret. Infant
mortality rates loaded negatively while alcohol related arreats loaded
positively. Any statement about the relationship of these two

variables would be spurious.-

Standard-of-Living Index

In order to group the counties of Oklahoma into standard-of-living
types, a standard-of-living index was developed. The calculation of
the index has already been described in Chapter II.

Briefly, the factor scores (see Appendix B) for each county on
each dimension were weighted by the percentage of common variance ex-
plained by that factor. The signs of the weighted scores were altered
for consistency so that a positive score would indicate a higher
standard-of-living than a negative score. The scores were then added
across each factor for each county to produce a final standard-of-living
index. The results of this process are shown in Table 5.

Using the derived index numbers, a standard-of-living surface was
mapped (Figure 10).1 The SYMVU 1is viewed from the southeast at an
azimuth of 45 degrees. The undulating socio-economic landscape of Okla-
home is displayed well in Figure 10. The peaks represent areas of
higher standard-of-living than the lower "terrain."

The four outstanding high peaks represent the centers of the
five counties of Oklahoma with the highest standards-of-living. These

peaks include locations at: (A) Qklahoma and Cleveland Counties,

lFigure 10 is a SYMVU. SYMVU is a computer graphics program used for
the purpose of generating a three~dimensional line-drawing display of data.
For a detailed description see: 'SYMVU Manual, Version 1.0, Harvard
University, Cambridge, Mass., October, 1971.
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STANDARDS-OF-LIVING
OKLAHOMA 1970

Figure 10
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TABLE 5

Standard-of-Living Index

County Index County Index
1. Adair -1.249 39, Latimer .560
2. Alfalfa .256 40. LeFlore -.213
3. Atoka -.739 41. Lincoln .154
4, Beaver 571 42, logan .023
5. Beckham 479 43, Love -.591
6. Blaine -.021 44, McClain .041
7. Bryan -.016 45, McCurtain -.701
8. Caddo -.258 46. McIntosh -.788
9. Canadian »592 47. Major .350
10. Carter .312 48, Marshall -.129
11. Cherokee -.732 49, Mayes -.285
12. Choctaw -1.007 50. Murray -.009
13. Cimarron .080 51. Muskogee 149
14. Cleveland .967 52. Noble .037
15. Coal -. 742 53. Nowata -.033
16. Comanche .099 54. Okfuskee -.907
17. Cotton -.232 55, Oklahoma 1.150
18. Craig .101 56. Okmulgee -.178
19, Creek . 322 57. Osage .195
20, Custer 447 58, Ottawa .196
21. Delaware -+535 59. Pawnee -.008
22. Dewey -.028 60. Payne .515
23, Ellis 445 61. Pittsburg -.023
24, Garfield .910 62. Pontotoc .252
25. Garvin .163 63. Pottawatomie .289
26, Grady +358 64. Pushmataha -.780
27. Grant -.330 65. Roger Mills -.320

28. Greer -.128 66. Rogers
29. Harmon ~.304 67. Seminole -.284
30. Harper . 400 68. Sequoyah -.726
31. Haskell -.546 69. Stephens .641
32, Hughes -.560 70, Texas .588
33. Jackson <326 71. Tillman -.256
34. Jefferson -.232 72, Tulsa 1.144
35. Johnston -.870 73. Wagoner -.461
36. Kay 507 74. Washington 1.148
37. Kingfisher . 387 75. Washita .015
38. Kiowa -.228 76. Woods .656
77. Woodward .698

Source: Author's Computations
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(B) Garfield Coumty, (C) Tulsa.County, and (D) Washington County.
Smaller peaks of medium standards-of-living include locations at:
(E) Payne County; (F) Mhskogee'ﬂounty; (G) LeFlore County, (H) Pittsburn
Cwmh(DPmmmcmmw;U)%muﬁme(mSmwmsmmw
(L) Custer County, and (M) Jackson County. In each of these counties
indicated by peaks on the'SYMVU; an urban growth center can be easily
identified (Table 6).

A number of valleys, i.e. areas of low standard-of-living, also
appear on Figure 10. The Eastern~Southeastern depression is very
noticeable. This depression includes the counties of: McCurtain, Choctaw,

Pughmataha, Atoka, Cherokee, Wagoner, and Delaware.

Regional Clustering Process

The standard-of-living index scores were used as the basis for
a regional clustering process.l The principle of the clustering
process was that of minumum average distance squared. There was no
geographical contiguity constraint used in the clustering process. A
grouping with a contiguity constraint would not have produced the most
homogeneous regional types. Metwally and Jensen (1973) have pointed
out that the Williamson Index is a suitable indication of regional
dispersion only if regions are designed so that they are internally
homogeneous. Johnston (1970, p. 295) has argued that regionalization

with contiguity constraints over-simplifies and operates against

1The clustering program used was the "Congrila Program" from:
Krause, Paul (ed.), Departmernit of Geography Program Library, Department
of Geography, University of Oklahoma, Norman, Oklahoma, Technical
Paper No. 1, January, 1974. '
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TABLE 6

Growth Centers

County

County Growth Center Standard-of~-Living Index
Oklahoma Oklahoma City 1.150
Cleveland Norman, Moore .967
Tulsa Tulsa 1.144
Garfield Enid .910-
Washington Bartlesville 1.148
Muskogee Muskogee .140
Pittsburg McAlester -.023
Pontotoc Ada «252
Stephens Duncan .641
Custer Weatherford, Clinton 447
Jackson Altus .326
Carter Ardmore .312
Payne Stillwater .515
LeFlore Poteau -.,213

Source: Author's Computations
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efficient hypothesis testing. He feels that there is no hasia in
geographic theory for the adjacency requirement. Cz&z‘(l968, p. 115)
believes that if a region is défined‘as a compact unit and a group ia
produced which has two or more afeally geparated clusters, then we have
two or more regions of the same type. Bunge (1966) also addreased the
issue when he asked whether or not regions could be discontiguous. His
conclusion was that they certainly could be, but that they tend not
to be. Bunge believes that we sould not prevent regions from being
discontiguous when they are.

The clustering process was carried out to step seventy-two,
at which point four reglons were identified. Table 7 and Figure 11
indicate the regions and the counties comprising each of the regions.
The four standard-of-living regions were designated as: I. High,
II. Medium~High, III. Medium~Low, and IV. Low. Region I is comprised
of five counties; Region II, twenty-one counties; Region III, thirty-
four counties, and Region IV, seventeen counties. The primary reason
for the regionalization process was to group the counties of Oklahoma
into homogeneous regional types. The lack of a geographical contiguity
constraint has resulted in regions of a special nature. What the
counties of each region have in common is the level of standard-of-
living. Due to the purpose of the regionalization, the counties of
each region do not necessarily share a common economic base, physical
features, or other characteristics of the more traditional type of
geographical regions. Grigg (1965) supports regionalization tailored
for specific research rather than the more general-purpose approach.

Due to the non-contiguous character of the standard-of-living regions,
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TABLE 7

Standard-of-Living-Regions

Region County Region County
I. High 1. Cleveland IT. Medium~ 1. Alfalfa
2, Garfield High 2. Beaver
3. Oklahoma 3. Beckham
4, Tulsa 4, Canadian
5. Washington 5. Carter
6. Creek
III. Medium- 1. Blaine 7. Custer
Low 2. Bryan 8. Ellis
3. Caddo 9. Grady
4, Cimarron 10. Harper
5. Comanche 11. Jackson
6. Cotton 12. Kay
7. Craig 13. Kingfisher
8. Dewey 14. Major
9., Garvin 15. Payne
10, Grant 16. Pontotoc
1l. Greer 17. Pottawatomie
12, Harmon 18. Stephens
13, Jefferson 19. Texas
14. Kiowa 20. Woods
15. LeFlore 21. Woodward
16. Lincoln
17. Logan IV. Low 1. Adair
18. McClain 2. Atoka
19, Marshall 3. Cherokee
20. Mayes 4. Choctaw
21. Murray 5. Coal
22, Muskogee 6. Delaware
23. Noble 7. Haskell
24, Nowata 8. Hughes
25, Okmulgee 9. Johnston
26, Osage 10. Latimer
27, Ottawa 11. Love
28. Pawnee 12, McCurtain
29, Pittsburg 13. McIntosh
30. Roger Mills 14, Okfuskee
31. Rogers 15. Pushmataha
32, Seminole 16. Sequoyah
33, Tillman 17. Wagoner
34. Washita
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it is difficult to describe them in general terms. A few statements about
the characteristics of the regi ns are possible (Table 8).

Region I contains the bulk of Oklahoma's population, manufacturing,
financial resources, and general growth. The two major faci of this
region are the Oklahoma City and Tulsa metropolitan areas. Other smaller
focid include Bartlesville, Enid; and Nbrman; That Region I is the |
highest standard-of-living region in the state can be supported by the
fact that Region I, with forty-three percent of the state's population,
generated fifty-nine percent of Oklahoma's sales tax revenues in 1970 and
accounted for fifty-one percent of the state's total personal 1ncome.1

Oklahoma City is the state's capital and largest city. Employ-
ment in government is very substantial in Oklahoma City. This metro-
politan area is a major regional wholesaling center and a diversified
manufacturing center. Of special note are food processing, metal
fabrication, and transportation equipment. Oklahoma City 1s also a
well-situated transportation center. Tulsa 1s a major manufacturing
center and has been recognized as an administrative center for the
petroleum industry. This city is also well-gituated with regards to
major transportation routes. In Garfield County, Enid is a center for
the collection, storage, and shipment of wheat. In 1969, Garfield
County produced more wheat than any other county in Oklahoma (Hagle, et.
al., 1972, p. 228). 1In Washington County, Bartlesville is a petro-
leum administrative center.

Region II is comprised of a number of counties in the northwest

and Panhandle, a few counties west of Oklahoma and Cleveland counties,

sales tax data were obtained from Oklahoma Sales ‘Tax and Use Tax,
1970, Oklahoma Tax Commission, June 1970. The calculations of per capita
income and total personal income will be discussed in Chapter IV.




TABLE 8

Selected Regional Characteristies: 1970

Region Percentage of Percentage of Percentage of
& State Population State Total Income Sales Tax Revenues
I 43 51 59
II 20 18 17
III 28 23 19
v 9 8 5
Sources: U.S. Bureau of the Census, General Social and Economic Characteristics, Oklahoma, 1970,

Oklahoma Tax Commission, Oklahoma Sales Tax, 1970.

6S
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a few counties southeast of Cleveland County, and two.counties between
Oklahoma City and Tulsa. This region accounts for twenty percent of the
state's population, eighteen pércent of the total personal income, and
generates seventeen percent of the state's sales tax revenues.

The northwest and Panhandle counties. of Region II are important
wheat producing and cattle raising counties. Wheat is Oklahoma's
number one cash crop. All of the counties'in this region produced well
over one million bushels in 1969. Texas County had more cattle on farms
than any other county of the state in 1969 (Hagle, et. al., 1973,

p. 232).

A number of counties in Region II are located west of Oklahoma
and Cleveland counties. Canadian County is part of the Oklahoma City
SMSA (Figure 2). The other counties each contain well-established
and moderately growing medium siz; centers: Kingfisher County, King-
fisher; Grady County, Chickasha; Stephens County, Duncan; Custer
County, Weatherford and Clinton; Beckham County, Elk City; and
Jackson County, Altus. There are several other important counties in
Region II. Stillwater in Payne County i1s the location of Oklahoma
State University. Sapulpa in Creek County is closely tied-in to the
Tulsa industrial complex. Other major centers of medium-high growth
in Region II include: Shawnee in Pottawatomie County, Ada in Pontotoc
County, and Ardmore in Carter County.

Region III is comprised of a number of scattered counties. Several
geographical groupings are clear. There are a number of medium-low
counties northeast of Tulsa County. This medium-low standard-of-living

area in the northeast is an extension of the low standard-of-living
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areas of eastern Oklahoma. The northeast has a standard-of-living that is
somewhat higher because it is on.a major transportation route, has a
number of failr sizé central places;:is.close to the economic opportunities
and spread effects from Tulsa and Washington counties, and had a past
economi.c hoom in the mining of non-ferrous metals.

Another cluster of medium-low counties exists in southwestern
Oklahoma. This cluster focuses on the Lawton-Fort Sill center in
Comanche County. This area is an agricultural area concentrating on
livestock, cash grains, and cotton. Caddo County is clearly the
outstanding agricultural county in this southwestern cluster.

A number of other scattered counties in eastern Oklahoma also
experience a medium-low standard-of-living. Some of these countiles
appear as islands in a sea of low standard-of-living. Pittsburg
County with the major regional trading center at McAlester is one
such county. Other counties include: LeFlore County which is part
of the Fort Smith SMSA, Muskogee County, Bryan County which is the
location of Southeastern Oklahoma State University at Durant, and
Marshall County. This enftire medium-low standard-of-living region
accounts for twenty-eight percent of the state's population; twenty-
three percent of the state's total personal income, and generates
nineteen percent of the state's sales tax revenue.

The region experiencing the lowest standard-of-living in Oklahoma
is Region IV. This region accounts for only nine percent of the state's
population, eight percent of the state's total personal income, and
generates only five percent of the state's sales tax revenues. Even with

the abscence of a geographic contiguity constraint in the regional
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clustering proceas, there ias a clear clustering of the counties of
Region IV in the east and southeastern hill country. The.economy of
southeaatern Oklahoma 1s based:largely en the timber in.the area.
Four southeastern counties (Pushmataha, McCurtain, Atoka, and Choctaw)
produce about fifty percent of the state's forest products by value
(Hagle, et. al., 1973, p. 6). There has been a decided shift toward
livestock grazing and tree farming in many of the southeastern counties.
Region IV also has a noticeable lack oan well-developed central place
hierarchy and transportation network;

With the grouping of the counties of Oklahoma into standard-of-
living regions completed; it is now possible to analyze some regional

inequalities over the study years.



CHAPTER IV

REGIONAL INEQUALITIES IN OKLAHOMA
Introduction
This chapter will be comprised of an outline of the magnitude
and trends of regional inequalities in: sales tax revenues generated
per capita, per capita personal income, educational achievement, housing
quality, infant mortality rates, divorce rates, and percentage change
in net migration. A more detailed descfiption and analysis of the

regional inequalities will be contained in the next chapter.

Regional Inequalities in Sales Tax Revenues: 1933-1970

For the purpose of further improving the tax system of Oklahoma,
Governor William H., Murray called the Fourteenth Legislature into
special session on May 24, 1933. At this gession, a sales tax law
was passed (Harlow, 1961, p. 482). Because sales tax data are available
beginning in 1933, the analysis of this variable includes the years 1933,
1940, 1950, 1960, and 1970.

For each of the specified years, total sales tax revenues were
obtained on a county basis.1 All of the data were calculated in the form
of a sales tax revenue generated per capita for each county. The Clark-

Fisher Thesis was discussed earlier (p.4l). The thesis maintains that

1These data are reported for each year since 1933 in Oklahoma Sales
Tax and Use Tax, a publication of the Oklahoma Tax Commission. The data
sources for each of the sections of this chapter are listed in Appendix C.

63



64

tertiary activities will increase'relative to primary and secondary acti-
vities during the process of development. Rather than representing the
tertiary sector of the economy by a.count of the number of retail estab-
lishments or by employment data; a consumption-output oriented surrogate
was sought. Sales tax revenues generated per capita for each county
were finally used as an indicator of the degree of activity in the
tertiary sector of the economy in each county. Sales.tax data also

give an indication of participation of people in the free market system.

Analysis of Variance

The data were initially standardized in order to facilitate a
comparision of the dollar values from 1933 to 1970. Z-scores for each
county were calculated for each of the specified years; then the scores
were analyzed to determine changes in the variance in sales tax within
standard-of-living regions and among the four regions. To accomplish
this, a one-way analysis of variance was run for each year with the results

shown in Table 9.

TABLE 9

STATEWIDE SALES TAX ANALYSIS OF VARIANCE

Variance Among Variance Within _
Year Regions (V) Regions (V) F-ratio
1933 16.19 .40 40.4
1940 16.84 .35 48.1
1950 ' 15.67 4l 37.3
1960 16.08 .37 42,8
1970 4 13.64 47 . 28.9.

Source: Author's computations
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The variance among (Vb)‘the regions increased slightly between
1933 and 1940, while the variance w1thih.(vw) regions decreased.
From 1940 to 1970, the variance among regions decreased, but.the variance
within regions increased. The F-ratio eﬁperienced an increase from
1933 to 1940, followed by a general decrease to 1970 (Figure 12).
The overall trend of the F-ratio is one of decreasing magnitude.
A difference of means test indicated that for each year, the means of
the regions are significantly different at the .05« level.

A close analysis of Table 9 reveals that a higher F-ratio indicates
a greater difference among regions and vice versa. The overall trend
of a decreasing F-ratio is an indicator of decreasing variance between
regions, i.e. convergence. The increasing F-ratio from 1933 to 1940
indicates a divergence process. During this time period, variance among
regions increased while variance within regions decreased.

The nature of these scores for the 1930's can be understood only
in terms of the economic and social upheaval that occurred in the United
States, and especially in Oklahoma during the era of the depression
and the dust-bowl. Oklahoma experienced both out-migration and internal
migration among regions during the 1930's. As a result, many regions
became more homogeneous with respect to income, savings, sales tax revenues,
etc. at a lower standard-of-living level, i.e. variance within regions
decreased. During this period, people searched for a better place to
live. Survival in parts of Oklahoma becgme difficult due to drought and

low farm prices so people "voted with their feet" and migrated.

Coefficient of Variation

By using the mean and standard deviation of the county sales tax

data for each year, a simple coefficient of variation was calculated for
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FIGURE 12

SALES TAX F-RATIOS
FOR THE ENTIRE STATE
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the entire state (Warner, 1973). Table 10 shows the results of these
calculations. The coefficient of variation is used as a simple check of

the trends found in the analysis of variance.

TABLE 10

STATEWIDE COEFFICIENT OF VARIATION FOR SALES TAX

Year Coefficient
1933 .570
1940 .538
1950 Coo
1960

1970

Source: Author's computa’,

The overall trend of rclical decrease

(convergence) from 1933 te ypm 1960 to 1970
(Figure 13). The trend in t' n is in agreement
with the trend of the F-ratio frc - G3 véiiance. For the

entire state, disparities in sales tax revenues geﬁérated among the county

have a decreasing trend.

Lorenz Curve Analysis

The Lorenz Curve is another way of measuring the degree of equality
in the distribution of a characteristic among the population. From these
curves, a direct comparative reading of a region's share of the state's
population and its share of the state's sales tax revenues is possible
(Table 11, Figure 14). Lorenz Curves were constructed for each of the
specified years by calculating each region's share of the state's population

and sales tax revenues. (Table 11) Regions were then ranked lowest (1)
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FIGURE 13

COEFFICIENT OF VARIATION
FOR SALES TAX
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the entire state (Warner, 1973). Table 10 shows the results of these
calculations. The coefficient of variation is used as a simple check of

the trends found in the analysis of variance.

TABLE 10

STATEWIDE COEFFICIENT OF VARIATION FOR SALES TAX

Year Coefficient
1933 .570
1940 .538
1950 .419
1960 .330
1970 341

Source: Author's computations

The overall trend of the coefficient is that of a cyclical decrease
{convergence) from 1933 to 1960 with a stabilization from 1960 to 1970
(Figure 13). The trend in the coefficient of variation is in agreement
with the trend of the F-ratio from the analysis of variance. For the
entire state, disparities in sales tax revenues generated among the county

have a decreasing trend.

Lorenz Curve Analysis

The Lorenz Curve is another way of measuring the degree of equality
in the distribution of a characteristic among the population. From these
curves, a direct comparative reading of a reglon's share of the state's
population and its share of the state's sales tax revenues is possible
(Table 11, Figure 14). Lorenz Curves were constructed for each of the
specified years by calculating each region's share of the state's population

and sales tax revenues. {(Table 11) Regions were then ranked lowest (1)
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FIGURE 13
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TABLE 11

LORENZ CURVE DATA FOR SALES TAX

Region Year
1933 1940 1950 1960 1970
I % population 21 23 32 40 43
% sales tax 48 45 48 54 59
rank 4 3 3 4 4
variance index 21 18 12 9 9
I1 % population 25 25 23 21 20
7% sales tax 18 20 22 20 17
rank 2 2 3 2 2
variance index -9 -7 -2 -1 -5
I1I % population 40 37 33 30 28
% sales tax 28 30 25 22 19
rank 3 4 4 3 3
variance index -10 -6 -8 -9 -11
1V % population 14 15 12 9 9
% sales tax 6 5 5 4 5
rank 1 1 1 1 1
variance index -23 -28 ~24 -21 -17

Area under curve

2%

74%

83%

Source:

Author's computations
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to highest (4) by their percentage of total state sales tax revenues
collected. For each year, the c¢umulative percentage of population and
sales tax revenues were arranged in:rank order; and then were plotfed to
construct the Lorenz Curves.

Figure 14 shows the Lorenz Curve for each of the years. The summary
of curves on Figure 14 shows a steady movement of the curves from the 1933
line inward towards the 45 degree equality line. The historical movement
of the curves is a clear indication of the existence of a convergence
process for the entire state. In order to more clearly describe the
movement of the curves from 1933 to 1970, the area under each curve
was calculated as a percentage of the total area under the 45 degree
equality line (Table 11).l The areas steadily increase (converge) from
1933 to 1960 with stabilization from 1960 to 1970.

One final measure was obtained from the Lorenz Curves. For each
region, a Lorenz Variance Index was computed for each study year (Table
ll).2 This was accomplished by connecting every two points (regions) on
each curve and measuring the angle formed with the baseline (abscissa).
The difference between this angle and 45 degrees (the equality angle) was
determined as the Lorenz Variance Index. A positive index (any angle
greater than 45 degrees) indicates that a reglon generates a greater share
of the state's sales tax revenues than it has of the state's population;
Region I consistently falls into this category. A negative index indicates

that a region generates a smaller share of the state's sales tax revenues

lThese measurements were made with a compensating polar planimeter,

2The variance index was discussed earlier in Chapter II (pJ33).
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than it has of the state's population; Region IV shows a strong consistency
in having a high negative index while Regions II and III hover. closer tQ
the equality index of zero. The Lorenz Variance Indices are summarized

in Figure 15.

The consistent positive index for Region I is very clear. Region I
has had the highest variance index of all the regions over all the study
years. What this means is that Region I has consistently generated a
greater share of the state's sales tax revenues than it has of the state's
population. The trend of the variance index for Region I has been one of
convergence on the zero equity line. Reglon II experienced convergence
towards the equity line from 1933 to 1960, From 1960 to 1970, Region II
diverged from the equity line. Region II has experienced a small but
steady divergence. The counties of eastern and southeastern Oklahoma
that comprise Region IV have consistently experienced the highest negative
variance index scores. During the depression and dust-bowl years, Region
IV generated a smaller share of the state's sales tax revenues relative to
its share of the state's population. Although the index scores for
Region IV have moved towards the equity line since 1940, this region has

still had the highest negative scores in the state.

Williamson Inequality Index

To facilitate a closer analysis of disparities of sales tax
revenues generated per capita within specific regions, a modified William-
son Inequality Index was used. The index for sales tax data was found

by using the formula:

E (¥, - 72 £,
A

V= —
¥
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FIGURE 15
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V = inequality.index.

county sales tax revenues per capita

<
e
]

Y = reglon sales tax revenues per capita

fi = county population

n = region population

For each region on each year, the data were standardized to Z-scores,

These Z-scores differ from those used in the analysis of variance (p. 64).
The earlier analysis was based on the mean and standard deviation of
the entire set of data for each year. The Z-scores used in the calculation
of the inequality index were based on the mean and standard deviation
for each group in each year. Table 12 shows the Williamson Inequality
Indices for sales tax revenues. This method allows convergence or di-

vergence inside each of the four regions to be estimated.

TABLE 12

WILLIAMSON INEQUALITY INDICES FOR SALES TAX

Region Year
1933 1940 1950 1960 1970
I .59 .86 .82 .75 1.08
IL .82 47 .22 46 1.77
IIX .28 .30 .68 .74 1.54
v 1.49 2.60 2.36 3.71 5.04

Source: Author's computations

The indices from Table 12 were plotted and are shown in Figure 16.
Trend lines for each region over the time period are shown in Figure 17.
The trend line for Region I shows a slight internal divergence

from 1933 to 1970. The actual plot on Figure 16 shows an increase in
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FIGURE 16
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FIGURE 17

WILLIAMSON INEQUALITY INDEX
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inequality from 1933 to 1940, . followed by a decrease to 1960, and then

an increase to 1970, The trend line for Region II indicates a low

degree of divergence until 1960. The actual plot shows convergence in
Region II from 1933 to 1950, followed by divergence to 1970. Region

III has a trend line that indicates a stronger divergence process than
for Region II. The actual plot for Region III shows consistent diver-
gence from 1933 to 1970. Region IV clearly stands out as the region
with the greatest degree of inequality. The trend for Region IV has been
one of increasing disparity except for the 1940 to 1950 period.

The Williamson Inequality Index has revealed several interesting
trends of disparities in sales tax collections within standard-of-living
regions of Oklahoma (Figure 17). The region with the highest standard-
of-living has experienced an internal stability in sales tax collec-
tions with some very slight divergence. Indeed, the degree of inequality
in Region I has been low. The medium range standard-of-living regions
have experienced a small degree of divergence since 1933. The medium-
low region experienced more divergence than the medium~high region.

The lowest standard-of~living region of Oklahoma has experienced the
greatest degree of sales tax inequality on each of the specified years.
The trend of inequalities in Region IV has been one of very strong

divergence.

Regional Inequalities in Per Capita Income: 1933-1970

Income is the economic characteristic of a population that has most
often been investigated in terms of regional inequality. The form of
income to be analyzed in this section is per capita personal income for

the years 1930, 1940, 1950, 1960, and 1970. Since per capita income has
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not been reported in the U.S..census before 1970, it was necessary to
calculate these incomes for each.county on each of the study years prior
to 1970. These data have been.calcﬁlated for the counties of Oklahoma
for 1960 by Homan and Dikeman (1971); The method used by Homan and
Dikeman was used in this study to calculate per capita income for the
years 1930, 1940, and 1950.; The first step was to find total personal

income. Per capita income was then easily calculated as:

Ciy = _Fg—
J : ij
Cij = per capita income for the ith county on the jth year
Tij = total personal income
Pij = county population

Analysis of Variance

A one-way analysis of variance was performed on the per capita
income data by using the same procedure that was used for the sales tax
data, i.e. annual Z-scores were calculated from the data as input for
the analysis of variance. A difference of means test indicated that the
average per capita income in each region for each year were significantly
different at the .05°¢ level. The results of the analysis of variance
are shown in Table 13.

The variance among regions decreased slightly from 1930 to 1950.

From 1950 to 1960, there was an increase, followed by a decrease from 1960

to 1970. The variance within regions also shows a rather fluctuating pattern.

lSee Appendix D.



79

TABLE 13

STATEWIDE INCOME ANALYSIS OF VARIANCE

Year Variance Among Regions Variance Within Regions F-ratio
(v,) )

1930 17.38 .34 49.79

1940 16.89 .34 49.26

1950 16.82 .34 48.44

1960 17.77 .30 58.32

1970 15,82 .38 41.05

Source: Author's computations

The general trend has been that of a slightly decreasing variance between
regions accompanied by a slightly increasing variance within regions.

The F~ratio shows an overall declining trend from 1930 to 1970 (Figure
18). The trend line on Figure 18 indicates slight convergence for the

entire state over the study period.

Coefficient of Variation

A coefficient of variation for per capita income was calculated

for each of the specified years (Table 14).

TABLE 14

STATEWIDE COEFFICIENT OF VARIATION FOR PER CAPITA INCOME

Year Coefficient

1930 .58
1940 .60
1950 47
1960 .35
1970 .19

Source: Author's computations
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FIGURE 18

PER CAPITA INCOME F-RATIOS
FOR THE ENTIRE STATE
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SOURCE: AUTHOR'S COMPUTATIONS
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The coefficient shows a very clear trend of convergence for the
entire state from 1930 to 1970 (Figure 19). Oklahoma diverges from a
1930 coefficient of .58 to a 1940 coefficient of .60. The trend for the
1930's corresponds to a similar trend found in the sales tax data.

A strong convergence process is indicated between 1940 and 1970.

Lorenz Curve Analysis

Lorenz Curves were calculated for each of the specified years.
The curves were based on total personal income figures per county
(Table 15).

Figure 20 shows the Lorenz Curves for each of the years. The
summary of curves indicates a movement outward (divergence) from the
45 degree equality line from 1930 to 1940; this trend is in agreement
with the coefficients of variation for these years. The 1940 to 1970
trend is one of strong steady convergence towards the 45 degree equality
line. A more exact measure of these processes 1s-indicated by the
percentage of area underneath the curve for each year (Table 15). The
area decreases from 76 percent in 1930 to 68 percent in 1940, i.e.
there is divergence. The area increases steadily from 68 percent in
1940 to 92 percent in 1970.

The Lorenz Variance Index (Figure 21) shows some interesting
trends. The overall trend on Figure 21 1is clear; there is a strong
convergence process occurring for the state between 1930 and 1970.
Region I consistently has a positive index; this index declines from 20
in 1930 to 4 in 1970. 1In 1930, Region I had 21 percent of the state's
population and 44 percent of the state's total personal income. 1In 1970,

these figures were 43 percent and 51 percent respectively. Both figures
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FIGURE 19
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TABLE 15

Region Year

1930 1940 1950 1960 1970

I % population 21 23 32 40 43

% total income 44 49 51 55 51

rank 4 4 4 4 4
variance index 20 20 13 9 4

1T % population 25 25 23 21 20
% total income 22 21 20 17 18

rank 2 2 2 2 2
variance index -4 -5 -3 -6 -3

III % population 40 37 33 30 28
% total income 28 26 24 22 23

rank 3 3 3 3 3
variance index -10 -9 -9 -8 =5

v % population 14 15 12 9 9
7% total income 6 4 5 6 8

rank 1 1 1 1 1
variance index =22 -30 =23 =13 -4

Area under curve

76%

687

807%

Source:

Author's computations
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FIGURE 20

LORENZ CURVES FOR INCOME
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FIGURE 21

LORENZ VARIANCE INDEX
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have increased consistently since 1930. The maximum difference be=-
tween the two figures occurred in 1940, following the turbulent period
of the 1930's. Since 1940, the two figures have consistently come
closer together, i.e. the Lorenz Variance Index for Region I is coming
closer to the zero equality index. The Lorenz Variance Index for Region
II has hovered close to the zero equality index since 1930, but it has
always been on the negative side, i.e. Region II has had a slightly
higher share of the state's people than it has had of the state's

total personal income. The situation for Region III follows a pattern
similar to that of Region II but with a more unequal distribution of
population and income. From 1930 to 1960, Region IV was consistently
the region with the highest negative Lorenz Variance Index. Region IV
had 14 percent of the state's people in 1930, but it had only 6 percent
of the total personal income. By 1970, Region IV had 9 percent of the
people and 8 percent of the total personal income. Region IV is moving
closer to the zero equality index from the negative side, but it has
consistently lost in share of the state's population since 1930. The
trend in population in the state 1is rather clear; Region I with its
large urban areas accounts for a greater share of the state's population
each year while the other regions account for less. This is part of

the urbanization process that has occurred at an increasing rate in Okla™
homa especially since 1960 when the state first counted more people in

urban areas than in rural areas.

Williamson Inequality Index

In order to measure internal inequalities, Williamson Inequality

Indices were calculated for each region on each year. Regional Z-scores
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were. calculated in order to derive the indices, which are shown in

Table 16.

The actual indices from Table 16 were plotted and are shown in

Figure 22. Trend lines for each region are shown in Figure 23.

TABLE 16

WILLIAMSON INEQUALITY INDICES FOR INCOME

Region Year
1930 1940 1950 1960 1970
I 1.19 .77 1.27 1.33 1.15
II 14 .81 .03 1.44 2,51
III 1.94 .72 1.19 1.48 1.19
v .95 1.78 6.00 2,11 2.97

Source: Author's computations

The trend line for Region I shows a very slight divergence from
1930 to 1970. The actual plot on Figure 22 shows a decreasing index
from 1930 to 1940 (convergence) followed by an increasing index from
1940 to 1960 (divergence). Region I experienced convergence from 1960
to 1970. Region II fluctuates between divergence and convergence with
an overall trend of divergence. Region III also fluctuates between
convergence and divergence with an overall trend of convergence.
Region IV shows a clear trend of divergence. Region IV had increasing
disparity in income from 1930 to 1940. During the 1940's, the degree of
inequality in Region IV grew greatly to a high of 6.00 in 1950. The
region experienced convergence from 1950 to 1960, followed by divergence
once again from 1960 to 1970. Warner (1973, p. 14) also found diver-

gence in personal income for Oklahoma during the 1940's. During the boom
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FIGURE 22

WILLIAMSON INEQUALITY INDICES
FOR INCOME
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FIGURE 23

WILLIAMSON INEQUALITY INDEX
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years associated with World War II, there was heavy outmigration from
the rural areas to the urban centers. The economic boom was associated
with stabilization of disparity 1nlthe higher standard-of-living regions,
Region IV did not share in the boom directly, but many of its people
left the region for high wage areas.

The. highest standard-of-living~region has experienced a rather
stable condition with only slight divergence. The medium-high region
experienced an overall divergence from 1930 to 1970. The medium-low
region shows an overall trend towards slight convergence. The lowest
standard-of-living-region experienced the greatest degree of inequality
on each of the specified years. The overall trend for Region IV is
one of strong divergence.

The- changes for each region shown on Figure 22 have a very
noticeable trend. By 1960, every region had a higher‘inequalify index
than Region I; this trend continued to 1970, Many Oklahomans feel
that the decade of the 1960s was a prosperous one when the state really
began to become industrialized (Warner, 1973, p. 14). Figure 22 shows
that during the 1960s, the regions diverged from each other somewhat.
There are several explanations for this trend. First, the increasing
effects on per capita income through out-migration from rural areas
were not as strong as in the period prior to 1960. Second, there was

a continued decline in employment in the high-wage petroleum industry.
Third, the mixture of new industry moving into the state was heavily

weighted towards firms whose hourly wage rates were less than the

national average (Warner, 1973, p. 14).
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Regional Inequalities in Educational Achievement Levels: 1940-1970
In this section, a variable that is more social in nature will be

analyzed. The set of data to be used will be the percentage of males

25 years o0ld and older who have completed a minimum of 4 years of high
school. The data for female education levels were not used because

the male and female education levels correlate very highly (r = +.93

for 1970). The purpose of analyzing this variable is to measure an
actual condition (education level) rather than some form of expenditures

towards educational objectives, e.g. dollars expended per pupil.

Analysis of Variance

The analysis of variance for education levels was performed on the
annual Z-scores for the years 1940, 1950, 1960, and 1970. The results

of the ANOVA are shown in Table 17.

TABLE 17

STATEWIDE EDUCATION ANALYSIS OF VARIANCE

Year Variance Among Regions Variance Within Reglons f—ratio
(v,) v,)

1930 17.38 .34 49.79

1940 16.89 .34 49,26

1950 16.82 .34 48.44

1960 17.77 .30 58.32

1970 15.82 .38 41.05

Source: Author's computations

The variance among regions decreases consistently from 1940 to 1970;
this decrease is accompanied by a consistent increase of the variance within

regions. The F-ratio for the education variable shows a steady decrease
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from 1940 to 1970 (Figure 24). A difference of means test indicated

that the means of the regions for each year are significantly different
at the .056< level. The trend of the F-ratio is a clear indication of

an overall convergence process. The convergence process indicated by

the trend of the F-ratios is concomitant with an increasing interregional
equality (decreasing Vb) and a decreasing intraregional equality

(increasing Vw).

Coefficient of Variation

A coefficient of variation for the education data was calculated

from the raw data, and the results are shown in Table 18.

TABLE 18

STATEWIDE COEFFICIENT OF VARIATION FOR EDUCATION

Year Coefficient
1940 .327
1950 <344
1960 .308
1970 .209

Source: Author's computations

The coefficient of variation plotted in Figure 25 indicates a
slight divergence between 1940 and 1950 as the coefficient increased
slightly from .327 to .344; this indicates a slight divergence for the
educational achievement level during the 1940's. Between 1950 and 1970,
the coefficient steadily decreased during a process of convergence.

The overall trend indicated by the coefficient is one of convergence

for the entire state.
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FIGURE 24

EDUCATIONAL ACHIEVEMENT F-RATIOS
FOR THE ENTIRE STATE
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FIGURE 25
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Lorenz Curve Analysis

The Lorenz Curve analysis is based on the total number of males 25
years old and older who have completed at least 4 years of high school
(Table 19). Lorenz Curves were calculated for each of the specified years.

The summary of curves (Figure 26) indicates a steady progression
toward the 45 degree equality line from 1940 to 1970; the movement of
the curves shows a strong convergence process. A more exact measure
of the convergence process is indicated by the increasing area under
each curve (Table19). The area increases from 81 percent in 1940
to 99 percent in 1970.

The Lorenz Variance Index is shown on Figure 27. The overall
trend shown on Figure 27 is one of convergence over the time period
by all regions on the zero equality line. Region I consistently has
a positive index. This index declines from 14 in 1940 to 1 in 1970.
Region I had 23 percent of the state's populatioﬁ in 1940 and 39 per
cent of the males 25 and older with 4 years of high school. By 1970,
Region I had 43 per cent of the population and 45 per cent of the
schooled males. Region I has been approaching the zero equality index
since 1940. Region II shows an interesting pattern. This region
went from an index of -4 in 1940 to a zero equality index in 1950, and
then to an index of 1 and 2 in 1960 and 1970. This means that Region
II went from a situation of having a larger share of the state's
population than of its schooled males to a situation of having a larger
share of the state's schooled males than of its population.

Region III has consistently experienced a negative index, but the

trend for this region has been one of approaching the zero equality
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TABLE 19

LORENZ CURVE DATA FOR EDUCATION

Region Year

1940 1950 1960 1970

I % population 23 32 40 43

% males educated 39 42 45 45

rank 4 4 4 4
variance index 14 7 3 1

II % population 25 23 21 20
7% males educated 23 23 22 21

rank 2 2 2 2
variance index =4 0 1 2

I1I % population 37 33 30 28
%4 males educated 31 29 28 27

rank 3 3 3 3
variance index -5 -4 -2 -1

1v % population 15 12 9 9
% males educated 7 6 55 7

rank 1 1 1 1
variance index -20 =20 =17 -8
Area under curve 817 827 98% 997

Source:

Author's computations
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FIGURE 26

LORENZ CURVES FOR EDUCATIONAL
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FIGURE 27

LORENZ VARIANCE INDEX
FOR EDUCATIORAL' ACHEEVEMENT LEVELS
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index very closely. By 1970, Region III had an index of -1. Region
IV has consistently had the highest negative index of all of the regions.
While the other regions were converging on the zero equality index
between 1940 and 1960, Region IV showed a rather stable pattern of a high
negative index. Between 1950 and 1960, Region IV did begin to approach
the zero equality line. Between 1960 and 1970, Region IV showed a
very noticeable trend towards the zero equality line.

Figure 27 shows that all of the regions of Oklahoma are approach-
ing a more equitable distributicn of population and schooled males,
but it is still apparent that the medium-low and low standard-of-living
regions have a less equitable share of such individuals than do the

medium-high and high standard-of-living-regions.

Williamson Inequality Index

Williamson Inequality Indices were calculated for each region on
each year. Reglonal Z-scores were calculated as input for the calcu-

lation of the indices which are shown in Table 20.

TABLE 20

WILLIAMSON INEQUALITY INDICES FOR EDUCATION

Region Year
1940 1950 1960 1970
I .18 1.28 1.28 1.20
11 .09 b 1.95 1.08
III 2.08 1.20 1.47 1.35
iv .33 1.37 9.72 2.38

Source: Author's computations
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The indices from Table 20 are plotted and are shown in Figure 28.
Trend lines for each region are shown in Figure 29. The trend line
for Region I shows an overall low degree of divergence; this trend
is somewhat misleading. Although the index for Region I did increase
from 1940 to 1950, the index shows a stabilization from 1950 to 1970.
Region II shows an overall trend of divergence. This region had an
increasing inequality index from 1940 to 1960. Since 1960, Region II
has experienced convergence. Region III experienced convergence from
1940 to 1950 when its inequality index declined from 2.08 to 1.20.
Since 1950, Region III has had a rather stable index. Region IV had
a very low inequality index in 1940; at this time, Region III had a
greater inequality index than Region IV. By 1950, Region IV had di-
verged to become the region with the greatest amount of inequality.
The inequality index for Region IV jumped greatly in 1960 to9.72.
From 1960 to 1970, the index declined (converged) to 2.38; but Region
IV still remains the region with the greatest inequality index.

The trends for regional inequalities in education levels shown on
Figure 28 are rather interesting. From 1940 to 1950, all of the
regions became much more alike in degree of inequality. From 1950 to
1960, the regions spread apart greatly; Regions I and III remained
rather stable. but Regions II and IV experienced divergence. By 1970,
the gap of regional inequality indices closed once again but with the
lowest standard-of-living-region still maintaining the highest degree
of inequality in education level.

A very similar pattern for Region IV was previously found for

per capita personal income (p.87 ). Educational achievement levels
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FIGURE 28

WILLIAMSON INEQUALITY INDICES
FOR EDUCATIONAL ACHIEVEMENT LEVELS
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FIGURE 29

WILLIAMSON INEQUALITY INDEX
TRENDS FOR EDUCATIONAL ACHIEVEMENT LEVELS

INDEX
12
104
8 -
b - | /../
4 - / "
i / _
2 7‘— bt __-..--Cg_:;
S
1940 1950 1960 1970
YEAR
REGION 1
------- REGION TI
———-——REGION TII
——--—— REGION IV

SOURCE: AUTHOR'S COMPUTATIONS



103

and income have been found to be highly correlated (Ornati, 1966,

p. 62), The great jump in the Williamson Inequality Index for Region
IV on educational achievement levels and per capita personal income
during the 1940s is related to migration patterns in the state.
During the 1940 to 1950 period, Region IV had a percentage change in
net migration of -.37; the change for Region I during this period
was +.13. These were the highest negative and highest positive net

migrations for all of the regions over the study years.l

Regional Inequalities in Quality of Housing: 1940-1970
That the quality of housing is an essential ingredient in each
individual's perception of his well-being, status, and opportunity is
a truism worth restatement. People's behavior and attitudes with
regard to many facets of the total environment are pervasively influenced
by physical conditions of home and neighborhood (Hagle, 1972, p. 1).

In his factor analysis of county housing characteristics in Okla-
homa, Hagle (1972) found that the percentage of all occupied housing
mits which have incomplete plumbing facilities loaded high and posi-
tively on the same factor as the percentage of units with: (1) value
less than $5,000, (2) average more than 1.51 persons per room, (3) house~-
holds of more than eight persons, (4) complete plumbing facilities
but 1.01 or more persons per room, (5) proportion of all vacant for
sale housing units with incomplete plumbing, (6) proportion of units
with a shared or no flush toilet, and (7) proportion of units with no

telephone.

1A more detalled analysis of migration will be contained in the last
section of this chapter.
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Also loading on this factor were a number of high negative load-
ings which included: (1) percentage of all non-rental housing which
are for sale but presently vacant, (2) proportion of all owner occupied
housing units for which the value was $35,000 or more, and (3) per-
centage of total county population living in urban areas.

Because of difficulties in getting objective measures of other
housing quality variables for past periods of time, plumbing has been
commonly used as the census variable representing quality.

This section will analyze regional inequalities in the quality
of housing for the years 1940, 1950, 1960, and 1970, The quality of
a population's housing is a very key and tangible indication of
standard-of-living. Quality of housing will be indicated here by
using a set of data on the percentage of occupied dwelling units in

a county with a bath or shower.

Analysis of Variance

The results of the analysis of variance on the quality of housing

units for each of the years are shown in Table 21.

TABLE 21

STATEWIDE HOUSING ANALYSIS OF VARIANCE

Year Variance Among Regions Variance Within Regions F-ratio
v,) v,)

1940 15.84 .38 41.38

1950 19.51 .23 83.94

1960 16.95 .33 50.15

1970 17.98 .29 60.35

Source: Author's computations
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The variance among regions increases from 1940 to 1950, decreases
from 1950 to 1960, and increases from 1960 to 1970. The variance within
regions also fluctuates by decreasing from 1940 to 1950, increasing
from 1950 to 1960, and decreasing from 1960 to 1970. The fluctuating
nature of Vb and Vw is reflected in the F-ratio which also fluctuates
in a pattern similar to Vb (Figure 30). A difference of means test
indicated that the means of the regions are significantly different
at the .05 level. The results of the analysis of variance for
quality of housing are not very clear, but there is a discernable trend
towards an overall slight divergence for the entire state as indi-
cated by the F-ratio.

The overall trends for housing quality in Oklahoma between 1940
and 1970 was that the statewide pooled disparities among regions (Vb)
increased while the statewide pooled disparities within regions (V&)
decreased. These trends suggest that between 1940 and 1970, the
gtandard-of-living regions of Oklahoma have become internally more
homogeneous in terms of quality of housing. At the same time, differ-
ences between regions has tended to increase.

Hagle (1972, p. 33) suggests that concentrations and movements of
the population are closely related to housing quality. Counties with
fast growing populations have tended to have higher vacancy rates than
slow growing counties (Hagle, 1972, p. 35). The fastest growing counties
in Oklahoma have been the urbanized counties; these counties have also
had the best housing conditions. The analysis of variance has indicated
divergence between 1940 and 1950, followed by a generally convergent

trend between 1950 and 1970. During the 1940 to 1950 time period, the
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FIGURE 30

HOUSING F-RATTOS
FOR THE ENTIRE STATE
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net migration F—ratio‘(see page 1.45) was much larger than it was for any
ten year time period between 1930 and 1970. Also, during the 1940
to 1950 time period, net migration variance among regions was highest
while that within regions was lowest. These trends correspond almost
exactly with the trends found in the analysis of variance for housing
quality.

During the 1940 to 1950 time period, Reglons II, III, and especially
IV experienced net outmigration while Region 1 experienced net inmigration.
People were moving from the rural to the urban areas. The analysis
of variance indicates that the result of these occurrences was divergence

between 1940 and 1950 in the entire state for housing quality.

Coefficient of Variation

Coefficients of variation for the housing data were calculated

and shown In Table 22.

TABLE 22

STATEWIDE COEFFICIENT OF VARIATION FOR HOUSING

Year Coefficient
1940 .53
1950 .39
1960 .23
1970 .07

Source: Author's computations

The coefficients of variation have been plotted and are shown in
Figure 31. The trend of the coefficients is unmistakably clear; there is

a steady pattern of convergence from 1940 to 1970.
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FIGURE 31
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The trend of convergence from 1950 to 1970 is in agreement with
the generally converging trend for the same time period found in the
anaiysis of variance. The fact that the coefficient of variation
indicates convergence and the analysis of variance indicates diver-
gence between 1940 and 1950 is due to the basic differences in the
two measures., The coefficient of variation uses the standard devia-
tion (&) while the analysis of variance uses total variance (C?z)
which is subdivided into variance among (Vb) and variance within (Vﬁ)
regions, It is the size of V, and VW that determined the F-ratios,

b
and therefore the diverging trend between 1940 and 1950,

Lorenz Curve Analysis

The Lorenz Curve analysis is based on the total number of
dwelling units per county with a bath or shower (Table 23). Lorenz
Curves were calculated and plotted for each of the specified years
(Figure 32). The summary of curves indicates a steady progression
towards the 45 degree equality line from 1940 to 1970; this progression
indicates a convergence process. The area under the Lorenz Curve
increases from 73 per cent in 1940 to 99 per cent in 1970.

The Lorenz Variance Index shown on Figure 33 indicates an overall
trend of convergence on the zero equality line by all regions over
the time period. In 1940, the indices of the four regions were spread
apart. Region I had a very high positive index of 17; Region II had a
-1; Region III had a -8; and Region IV had a very high negative index of
-30. Between 1940 and 1960, all of the regions converged on the zero

equality line. In 1970, Regions I, II, and III were all remarkably
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TABLE 23

LORENZ CURVE DATA FOR HOUSING

Region Year

1940 1950 1960 1970

I % population 23 32 40 43

% quality housing 44 40 47 43

rank 4 4 4 4
variance index 17 6 5 0

II % population 25 23 21 20
% quality housing 24 25 22 20

rank 2 2 2 2
varlance index -1 2 1l 0

IIL % population 37 33 30 28
% quality housing 28 28 25 29

rank 3 3 3 3
variance index -8 -4 -6 .5

Iv % population 15 12 9 9
% quality housing 4 7 6 8

rank 1 1l 1 1
variance index =30 =17 -2 -5
Area under curve 737 817% 837% 997

Source:

Author's computations
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FIGURE 32

LORENZ CURVES FOR HOUSING
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FIGURE 33

LORENZ VARIANCE INDEX
FOR HOUSING
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similar in their variance index; all of these regions had a very low
positive index that was extremely close to the zero equality index.
This situation is also shown on Figure 32, Only Region IV maintained
a negative index in 1970. Indeed, Region IV even had an increasing
negative index from 1960 to 1970.

The Lorenz Variance Indices indicate that between 1940 and 1960,
the housing quality disparities within regions of Oklahoma decreased.
By 1970, Regions I, II, and III all had positive indices that were
very similar. Region IV still maintained a negative index in 1970
which had increased since 1960, i.e., by 1970 Region IV still had a larger
share of the state's population than it had of the state's quality
housing., In 1970, the people of Region IV still lived in houses with
more people per room, lower values, and poorer plumbing facilities than
the people of the other regions (Hagle, 1972).

The unclear results of the analysis of variance are explained
somewhat by the Lorenz Curve analysis. Figure 33 clearly shows that
the distribution of quality housing, as indicated by bath and shower
facilities, is becoming more equitable in all regions of the state.
Although the lowest standard-of-living-region has a more equitable
distribution in 1970 than it did in 1940, it still remains the region

of the state with the least equitable distribution of quality housing.

Williamson Inequality Index

Williamson Inequality Indices were calculated for each region
on each year. Regional Z-scores were used as input.for the calcula-

tion of the indices shown in Table 24.
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TABLE 24

WILLIAMSON INEQUALITY INDICES FOR HOUSING

Region Year
1940 1950 1960 1970
L .51 .18 .72 .33
I1 «39 .34 .19 .73
III .19 .21 .33 .70
v 41 .34 3.95 1.11

Source: Author's computations

The actual indices from Table 24 were plotted and are shown in

Figure 34. Trend lines for each region are shown in Figure 35. The
index for Region I fluctuates slightly. The trend line for Region I
shows complete stability, i.e. the slope of the line is zero. Region II
has an index that decreases from 1940 to 1960 (converges). From 1960
to 1970, Region II experiences divergence. Region III experiences a
steady and low degree of divergence from 1940 to 1970, The overall
trend for Region IV is one of divergence. Region IV's index decreased
slightly from 1940 to 1950. From 1950 to 1960, the index jumped greatly.
By 1970, the index for Region IV had decreased again. The jump in the
Williamson Inequality Index for Region IV in 1960 occurred on the same-
year that the Lorenz Variance Index for Region IV approached zero.
The inequality index suggests that the distribution of quality housing
among the counties of Region IV was not as equitable as that suggested
by the total population and total number of quality housing units used
to determine the Lorenz Variance Index.

The trends for regional inequalities in quality of housing ghown

in Figures 34 and 35 agree somewhat with the trends found in the Lorenz
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FIGURE 34
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FIGURE 35

WILLIAMSON INEQUALITY INDEX
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Curve analysis.. In 1940 and 1950, all of the regions experienced a
rather similar low degree of inequality. The gap between the regional
indices grew very wide by 1960. By 1970, the gap had closed, but
Region IV still remained as the region with the greatest amount of
inequality in housing. Except for the highest standard-of-living-
region, every region has a higher inequality index in 1970 than it had in
1940.

The overall results of the analysis of regional inequalities in
quality of housing have indicated a rather low degree of inequality
for Regions I, II, and III over the time period. Region IV still

stands-out as having the highest degree of regional inequality.

Regional Inequalities in Infant Mortality Rates: 1940-1970

In an earlier chapter, it was stated that health is a very impor~-
tant characteristic contributing to the status of a population's living
standard. This section will analyze one aspect of a population's
health, infant mortality rates for the study years from 1940 to 1970.
This variable takes into account a county's birth rate as well as its
infant mortality rate (deaths of infants under one year old). In order
to avoid the problem of having the number of deaths reported inflated
for counties with one or more large hospitals, the data were calculated
per 1,000 live births by county of residence rather than by the county
of occurrence.

Infant mortality is used as a surrogate for the general level of
health of the population, and as a measure of access to medical care
facilities. The Office of Economic Opportunity has used infant mortalities
as one of the poverty indicators in its community profiles (Smith, 1973,

p. 17).
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Analysis of Variance

The analysis of variance was performed on the infant mortality
data for each year; the results, shown in Table 25, indicate that
there has been very little change in the disparities both among and

within the standard-of-living regions.

TABLE 25

STATEWIDE INFANT MORTALITY ANALYSIS OF VARIANCE

Variance Among Regions Variance Within Regions F-ratio

Year

(v,) (v,)
1940 1.13 .98 1.15
1950 .99 .99 1.00
1960 1.14 .98 1.15
1970 .37 1.01 .37

Source: Author's computations

The variance among regions decreases slightly from 1940 to 1950,
increases slightly from 1950 to 1960, and decreases from 1960 to 1970.
The overall trend is one of decreasing variance among regions. The
decrease in variance among regions from 1960 to 1970 is the only sub-
stantial change for the study years. From 1940 to 1960, VB was very low,
i.e. the four regions were very much alike with regards to infant
mortality rates. Between 1960 and 1970, the regions of the state
became even more alike as indicated by the further decrease in VB.

During the 1960's improved public health service and preventive innocu-
lation particularly benefited the poor. The decade of the 1950's was

a prosperous one for Oklahoma when the state began to experience substan-

tial industrial growth (Warmer, 1973, p. 14). The level of the state's
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overall health is related to its economic progress, public health, level
of education, and housing quality. In all of these areas, there has been

generally statewide convergence in the past two decades.

The variance within regions shows an overall trend of remaining

stable from 1940 to 1970. In 1950, Vw was equal to Vb. By 1970,

b
F-ratio (Figure 36) is one of slight convergence from 1940 to 1970.

Vw was almost three times greater than V,. The overall trend for the

Throughout the study period, the magnitude of the variance both among
and within the regions has been small. The overall converging trend
of the F-ratio is explained by decreasing variance among regions
rather than an increasing variance within regions. A difference of -
means test indicated that the means of the regions were not signifi-

cantly different at the .059€ level.

Coefficient of Variation

Coefficients of variation for the entire state were calculated
on the raw data for each of the years. The results of these calcula-

tions are shown in Table 26.

TABLE 26

STATEWIDE COEFFICILENT OF VARIATION FOR INFANT MORTALITIES

Year Coefficient
1940 .31
1950 .34
1960 . .49
1970 47

Source: Author!s computations



120

FIGURE 36
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The coefficients were plotted, and the results shown on Figure 37
indicate that the coefficient of variation increases steadily from
1940 to 1960 with a slight decrease in 1970. It should be kept in mind
that the moderate level of divergence between 1940 and 1960 as indi-
cated by the coefficient of variation 1s based on the mean and standard
deviation of the entire state. The mean and standard deviation for
each year was calculated from the raw data. The coefficlent is also
not sensitive to the distinction between Vb and Vw that 1s made in an
analysis of variance.

The results of the coefficlent of variation suggest that between
1940 and 1960, the mean number of infant mortalities for the counties
of Oklahoma decreased while the dispersion around the mean (standard
deviation) remained stable. By 1970, the mean and standard deviation
both Increased slightly. This is a clear indication of divergence at

the state level.

Lorenz Curve Analysis

The Lorenz Curve analysis was based on the total number of infant
mortalities per county (Table 27). Lorenz Curves were calculated and
plotted for each of the specified years (Figure 38). The summary of
curves indicates that between 1940 and 1970, there has been a rather
stable situation. The closeness of the curves to the 45 degree equality
line indicates the near equal distribution of infant mortalities over
the population. The variance indices (Table 27) are all very low; this
also indicates the nearly equal distribution of infant mortalities.

In 1940 and 1950, the area under the Lorenz Curve remained at 82 per cent.
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FIGURE 37
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TABLE 27

LORENZ CURVE DATA FOR INFANT MORTALITY

Region Year
1940 1950 1960 1970
I % population 23 32 40 43
% infant mortality 24 33 44 45
rank 3 3 4 4
variance index 1 1 3 1
II % population 25 23 21 20
% infant mortality 21 21 19 18
rank 2 2 2 2
variance index -6 -3 =4 -4
III % population 37 33 30 28
% infant mortality 38 34 28 28
rank 4 4 3 3
variance index 0 2 -2 0
v % population 15 12 9 9
% infant mortality 17 12 9 9
rank 1 1 1 1
variance index 4 0 0 0
827% 827% 81% 827%

Area under curve

Source:

Author's computations
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FIGURE 38

LORENZ CURVES FOR INFANT MORTALITY

% Infant Mortality

100

80

60

40

20

1] T | | ] ¥ L 1 | L ]

20 40 60 80 100

% of Population

Source: Author's computations



125

The Lorenz Variance Index is shown in Figure 39. The trend is for

the regions to converge on the zero equality line between 1940 and
1950, and then to maintain a rather stable position to 1970. In 1940,
Region IV had the highest positive index with a 4.0. Unlike the pre-
viously analyzed variables, this variable is a negative one, i.e. a
high infant mortality rate is undesirable. For this reason, Region IV
has a 4.0 index for 1940 when it had 15 per cent of the state's popu-
lation and 17 per cent of the state's infant mortalities. By 1950,
Region IV reached an equal distribution situation (zero index) which it
maintained to 1970. Region II shows-up on Figure 36 as the region
with the highest negative index between 1940 and 1970, i.e. this region
consistently has a lower share of the state's infant mortalities than it
has of the state's population. Region III started with a zero index
in 1940, went to a 2.0 in 1950, a -2.0 in 1960, and back to zero in
1970. Region I has consistently had a positive index. By 1960,
Region I had the highest positive index. The poor showing of Region I
on this health indicator seems to be directly related to the degree of
urbanization in these counties. Distress areas of cities can display
very poor health conditions. The magnitude of these urban pathologies
can easily overshadow those in distress areas of rural regions, but

are masked by per capita statistics.,

Williamson Inequality Index

Williamson Inequality Indices were calculated for each region on

each year with the results shown in Table 28.
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FIGURE 39
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FIGURE 40
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FIGURE 41
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TABLE 28

WILLIAMSON INEQUALITY INDICES FOR INFANT MORTALITY

Region Year
1940 1950 1960 1970
I .23 40 .72 1.96
II 41 1.34 2,02 4.41
I1I .27 2,19 1.24 4.49
v .64 .67 2,96 5.83

-

Source: Author's computations

The indices were plotted and are shown in Figure 40; trend lines
for each region are shown in Figure 41. The overall trend for every
region 1s one of divergence. The trend line for Region IV has the
greatest diverging slope, followed by Regions II1I, 1II, and I respectively.
In 1940, all of the regions had very similar inequality indices. By
1970, every region had diverged, and there were greater differences
between the indices of the regions than there had been in 1940.

In 1970, there were greater inequalities in the infant mortality
variable than there had been in all previous years. The resultant
divergence trends shown by the Williamson Inequality Indices are in
agreement with similar trends found in the coefficient of variation
and the Lorenz Variance Index.

The Williamson Inequality Indices indicate increasing disparities
among the counties within each region. This does not mean that health
conditions as indicated by infant mortality rates are becoming worse.
The diverging indices should be Interpreted only in terms of the degree
of disparity among the counties of each region. Indeed, the findings
described previously in this section indicate an improvement in health

conditions.
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Although infant mortality rates were higher in 1940 than in
1970, the degrees of disparity among the counties.of each region
were small (Figure 40). By 1970, infant mortality rates were lower;
but disparities were greater, The growth in disparities from 1940
to 1970 is an indication of urban and rural differences. During this
period in Oklahoma, urbanization proceeded; by 1960, Oklahoma had
60.94 per cent of its population residing in urban areas (Adams, 1971,
p. 21), The trends in disparities in infant mortalities were greatly
affected by the growing urban-rural differences within the standard-
of-living regions. It should be kept in mind that the findings of all
of the approaches in this section point to the fact that there have not
been great differences in infant mortality rates between 1940 and 1970

among the regions.

Regional Inequalities in Divorce Rates: 1950-1970

Community cohesion and family stability are important aspects of
the standard—-of-living of a population. A high standard-of-living
and a high degree of economic growth do not necessarily mean that a
population will be more content. It is rather difficult to measure
intangible emotions such as satisfaction and happiness. In this
section, an attempt is made to analyze family stability as a mani-
festation of personal satisfaction. The data will be the annual
number of divorces and annullments per 1,000 marriages by county of
residence for the years 1950, 1960, and 1970 as these vital statistics
were not regularly reported to the federal government in earlier years.
Although some states did maintain a central filing system on the number

of divorces and marriages prior to 1950, Oklahoma did not.
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Analysis of Variance

The analysis of variance was performed for the years 1950, 1960,
and 1970, with the results shown in Table 29. The variance among
regions steadily decreases from 1950 to 1970; the greatest decrease
occurring during the 1950 to 1960 period. Variance within regions
also decreased steadily from 1950 to 1970. The overall trends of Vb

and V_ suggest that for divorce rates: (1) the standard-of-living

TABLE 29

DIVORCE ANALYSIS OF VARIANCE

Variance Among Regions Variance Within Regions

Year F-ratio
(¥,) )

1950 4,37 .83 5.21

1960 1.02 .37 2.69

1970 .06 .05 1.10

Source: Author's computations

regions of Oklahoma are becoming more alike, (2) the regions are becoming
more internally homogeneous. The lessening of differences both within

and among the regions 1s reflected in the steadily decreasing F-ratio
(Figure 42). An F-test of the 1950 F-ratio indicates that the means

of the regions were significantly different at the .05%level., In

1960, the means of the regions were near equal, i.e. the calculated F

was 2.69 and the F-table value was 2.69. By 1970, the F-test indicated
that the means of the regions were not significantly different at the .05&C

level.
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FIGURE 42

DIVORCE F-RATIOS
FOR THE ENTIRE STATE

™
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YEAR

SOURCE: AUTHOR'S COMPUTATIONS
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Coefficient of Variation

The coefficient of variation for each year was calculated from the
raw data (Table 30). The coefficient decreases greatly from 1950
to 1960. In 1950, the large degree of dispersion is indicated by a
coefficient of 1.21; the standard deviation of 793.7 was larger than

the mean of 653.5., The magnitude of the 1950-1960 decrease of the

TABLE 30

STATEWIDE COEFFICIENT OF VARIATION FOR DIVORCE

Year Coefficient
1950 1.21
1960 .52
1970 .50

Source: Author's computations

coefficient agrees with the decrease found for VB and Vw in the analysis
of variance. From 1960 to 1970, the coefficient decreased slightly.
The overall trend for divorce rates in Oklahoma since 1950 has been one

of convergence (Figure 43).

Lorenz Curve Analysis

The Lorenz Curve analysis was based on the total number of divorces
and annullments per c0unty‘(Table 31). Llorenz Curves were calculated
for 1950, 1960, and 1970 and are shown in Figure 44. TFrom 1950 to
1960, the curve converged slightly with the equality line, The curve
remained rather stable from 1960 to 1970. These situations are re-
flected by the area under the curve for each year (Table 31): 80 per

cent in 1950, 82 per cent in 1960, and 82 per cent in 1970.



134

FIGURE 43

COEFFICIENT OF VARIATION FOR DIVORCE
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TABLE 31

LORENZ CURVE DATA FOR DIVORCE

Region Year
1950 1960 1970
I % population 32 40 43
% divorces 48 50 53
rank 4 4 4
variance index 11 6 6
II % population 23 21 20
% divorces 16 17 15
rank 2 2 2
variance index -10 -6 -8
III % population 33 30 28
% divorces 26 24 24
rank 3 3 3
variance index -7 -6 -5
v % population 12 9 9
% divorces 10 9 8
rank 1l 1 1
variance index -6 0 =4

Area under curve

807%

827

827

Source:

Author's computations
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FIGURE 44

LORENZ CURVES FOR DIVORCE
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The Lorenz Variance Index (Table 31) was plotted for each region
on each year (Figure 45). The regions were greatly different in 1950.
Region I consistently had the highest positive index from 1950 to 1970.
Since this index is a negative one, i.e. a positive score is a more
unfavorable score for a region than a negative score since it indicates
a higher percentage of the total number of divorces in the state.
Region I shows-up very unfavorably on the divorce variable. The region
with the second highest incidence of divorces is Region IV. From
1950 to 1960, all of the regions converged on the zero equality index.
From 1960 to 1970, Region I remained stable; Regions II and IV had
increasing negative indices; and Region III had a decreasing negative . -

index.

Williamson Inequality Index

The Williamson Inequality Indices for divorce were calculated for

each year with the results shown in Table 32,

TABLE 32

WILLIAMSON INEQUALITY INDICES FOR DIVORCE

Region Year
1950 1960 1970
I .59 .65 .49
11 1.07 1.22 .96
111 1.20 1.65 1.89
v .80 2,71 2.21

Source: Author's computations
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FIGURE 45

LORENZ VARIANCE INDEX
FOR DIVORCE
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The actual indices were plotted (Figure 46). Trend lines for
each region are shown in Figure 47. Region I has experienced the lowest
degree of inequality from 1950 to 1970. The trend for Region I has been
one of slight convergence. Region II has followed a pattern of conver-
gence very similar to that of Region I, but the inequality for Region
II has been greater on each year. The trend of the index for Region
IIT has been one of increasing divergence from 1950 to 1970. Region
IV has a smaller inequality index than Regions II and III in 1950.
By 1960, Region IV had the highest degree of regional inequality in
divorce. The overall trend for Region IV has been one of divergence.
The results from the various inequality measures of divorce rates
are somewhat inconclusive due to the lack of data prior to 1950, but
several trends have been exposed. The analysis of variance, Coefficient
of Variation, Lorenz Curves, and Lorenz Variance Index all indicate that
in 1950 the differences among the regions was greatest. Between 1950
and 1960, the total statewide degree of disparity decreased substantially
and it stabilized between 1960 and 1970. The statewide mean number of
divorces per 1,000 marriages decreased greatly from 653.50 in 1950
to 377.33 in 1960. By 1970 the mean had decreased slightly to 355.67.
In 1950, the mean number of divorces in Region I was slightly below
that of the state. In 1960 and 1970, the mean for Region I greatly
exceeded the state mean. Although the statewide mean number of divorces

decreased between 1950 and 1970, the mean of the fast growing urbanized
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FIGURE 46

WILLIAMSON INEQUALITY INDICES
FOR DIVORCE
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FIGURE 47

WILLIAMSON INEQUALITY INDEX
TRENDS FOR DIVORCE
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region increased. The mean number of divorces in Regions II and IIL
were below the state mean between 1950 and 1970. The counties of
Region IV had the highest mean number of divorces in 1950. By 1960,
Region IV still had a higher mean than that of the rest of the state,
but lower than that of Region I. By 1970, Region IV had the lowest mean
of all of the regions.

These figures reveal that it was the region with the greatest influx
of people (Regi;n I) and the region with the greatest outmigration
(Region IV) that experienced the highest incidences of divorces between

1950 and 1960. Regions II and III experienced less turmoil and dis-

orders during this period.

Regional Inequalities in Net Migration: 1930-1970

The phenomenon of human migration is very clearly associated with
regional disparities in standards-of-living, degrees of satisfactioﬁ,
level of development of the transportation infrastructure, etc.

Between 1930 and 1970, Oklahoma as a state was consistently an
exporter of people. From 1965 to 1970, the state experienced a net
in-migration total of 4,164 persons (Hadley, 1973, p. 14-15).
This change suggests growth in population as well as in economic oppor-
tunities. Most long-distance analyses of migration conclude that the
move is economically motivated and towards areas of greater economic
opportunity. Regional net in-migration has been equated with economic
growth (Bohland, 1974, p. 8).

This section will analyze the percentage change in net migration

for the ten-year periods: 1930-1940, 1940-1950, 1950-1960, and 1960-1970.
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All of the variables analyzed to this point have been level variables,

i.e. variables measured at fixed points in time. This variable differs
in that it measures change through time. The percentage change in net

migration will be calculated by a residual method (Henderson, 1964,.

p. 174):

Mog,2= By =%y 9) — (B 39Dy 1 9)

M = net migration for county i between years
1,1,2
1 and 2
Pi 2 = population of county i at year 2
s
Pi 1 = population of county i at year 1
’
Bi 1.2 = total number of births in county i1
ke between years 1 and 2 by county of
residence
Di 1.2 total number of deaths in county i
> between years 1 and 2 by county of
residence
M
PCi,l,Z P121,2
i1
PC = percent change in county 1
i,1,2

between years 1 and 2

Analysis of Variance

The analysis of variance was performed on the percentage change
net migration data with the results shown in Table 33.

Variance among regions increases between period 1 and period 2
but after period 2 there is a steady decline. Variance within Regions
decreases between period 1 and period 2 but from period 2 to period 4,
there is a steady increase (Figure 48). Clearly, during Oklahoma's
greatest period of out-migration (period 1), Vb inéreased while Vw
decreased. From period 2 to period 4, the disparity within regions in-

creased while the disparity between regions decreased.



144

FIGURE 48

VARIANCE AMONG AND WITHIN REGIONS
FOR NET MIGRATION
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TABLE 33

STATEWIDE MIGRATION ANALYSIS OF VARIANCE

Variance Among Variance Within

Period Years Regions (Vb) Rggions (V&) F~ratio
1l 1930-40 7.71 .86 8.95
2 1940-50 13.79 .60 22,98
3 1950-60 8.22 .78 10.54
4 1960-70 3.14 .95 3.27

Source: Author's computations

From period 1 to period 2, the urbanized areas of Region I exper-
ienced a net in-migration. During these same period, Reglon IV exper-
ienced the state's highest percentage in out-migration. These periods
include the years between 1930 and 1950 when there were large movements
of Oklahomans from rural to urban areas and to other states. During
these periods variance among regions increased as the regions differed
more in the net migration characteristics (Table 35). Between 1950
and 1970, Region I continued to experience In-migration but at a de-
creasing rate; Regions IL, I1I, and IV continued to experience out-mi-
gration but at decreasing rates. The mass movements of the 1930's
and 1940's had subsided. As Oklahoma experienced economic growth during
the 1950's and especially during the 1960's, the migration into the
expanding growth centers of Region I continued but at a slower pace.

The changes in V.D and Vw are reflected in the F-ratio (Figure 49).
The F-ratio Increased from period 1 to period 2. From period 2 to
period 4, the F-ratio declined. The overall trend of the F-ratio has

been one of convergence. This convergence should only be viewed in

light of the concomitant changes in Vb and Vw'



146

FIGURE 49

MIGRATION F-RATIOS
FOR THE ENTIRE STATE
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Coefficient of Variation

The coefficient of variation was calculated for each of the

time periods (Table 34).

TABLE 34

STATEWIDE COEFFICIENT OF VARIATION FOR MIGRATION

Time Period Coefficient
1 1.13
2 .68
3 .67
4 4,25

Source: Author's computations

The trend of the coefficient shown on Figure 50 is quite under-
standable. From period 1 to period 3, the trend in the coefficient
is one of decline (convergence)., The changing trend to divergence
that occurred during period 4 agrees with the change in migration
pattermns found by Hadley (1973). Hadley found that prior to the last
census period, Oklahoma had consistently been an exporter of population.
However, from 1965 to 1970 the state had a net in-migration total of
4,164 persons. During period 4, Oklahoma experienced a net in-migration.
At the beginning of period 4 (1960), Oklahoma first counted more people
living in urban areas than in rural areas. Although the pattern changed
to one of net in-migration during period 4, the mean (Table 35) for
all of the counties for that period still remained negative, i.e. there
was net out-migration, From period 1 to period 2, the net migration
mean increased negatively. From period 2 to period 4, the mean de-

creased in the positive direction to a low negative value of -.03.
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FIGURE 50
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TABLE 35

MIGRATION MEANS AND STANDARD DEVIATIONS

Period Mean Standard Deviation
1 -.13 .15
2 -024 016
3 -.20 .13
4 -003 017

Source: Author's computations

Migration Trends

In place of a Lorenz Curve analysis, a trend analysis was performed
on the migration variable by region.l Percentage change in net migration

data for the regions are shown in Table 36.

TABLE 36

REGIONAL PERCENTAGE CHANGES IN NET MIGRATION

Region Period
1 2 3 4
I .01 .13 .08 .04
I1 -.18 -.20 -.11 -.03
III -017 -026 -.28 -006
v : -.02 -.37 -.28 -.06

Source: Author's computations

The actual regional data were plotted and are shown on Figure 51.
Figure 52 shows trend lines for the regions. Region I has experienced

a consistent in-migration through all four time periods; the overall

lSee Appendix E for regional migration data.
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FIGURE 51

PERCERTAGE CHANGE 'IN NET MIGRATION
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FIGURE 52
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trend is one of slight increase. Regilon II has consistently exper-
ienced net out-migration. From period 1 to period 3, the trend

for Region III was one of an increase in out-migration. From period

3 to period 4, Region III has moved in the positive direction. Region
IV had a very low degree of net out-migration in period 1. From period
1 to period 2, Region IV experienced a greater percentage change in net
out-migration than any other region of the state. Although the

overall trend line for region IV shows an increase in out-migration,
the actual plot shows that this region has steadily moved in the posi-
tive direction during time periods 3 and 4.

Figure 51 shows that the regions were ranged farthest apart in
percentage change of net migration in period 2. 1In period 4, the
ranges have converged on the zero line. The overall trend for the
state has been one of turmoil in periods 1 and 2, followed by stabil-

ization in periods 3 and 4.

Williamson Inequality Index

Williamson Inequality Indices for each region during each time

period were calculated and are shown in Table 37.

TABLE 37

WILLIAMSON INEQUALITY INDICES FOR MIGRATION

Region Time Periods
1 2 3 4
I 3.09 6.39 47 2,87
II 2.60 .89 .43 1.18
1II 1.23 .88 .02 91
v 19.28 53.85 28.23 4,93

Source: Author's computations
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The indices were plotted and are shown in Figure 53. Figure
54 shows trend lines for each region over the time periods. Region
I shows divergence from period 1 to period 2. From period 2 to period
3, convergence occurs, followed by divergence from period 3 to period 4.
The overall trend for Region I is one of stabilization to slight
convergence, i.e. inequality in net migration among the counties of
Region I have a slightly declining trend. Both Regions II and III
have experienced very similar stable trends from period 1 to period 4.
The inequality indices for Region II and III were less than the index
for Region I during each time period. The greater degree of inequality
among the counties of Region I is due to the much higher degree of
in-migration into just two of the counties of the region: Oklahoma
and Tulsa Counties. Although all of the counties of Region I had in-
migration, the number of people entering the Oklahoma City and Tulsa
metropolitan areas far exceeded migration into Garfield, Washington,
or Cleveland Counties.

Region IV experienced great divergence from period 1 to period 2,
From period 2 to period 4, Region IV experienced convergence; but the
degree of inequality among the counties of Region IV hés remained
higher than that of all of the other regions during every time period.

The Williamson Inequality Index trends shown on Figure 53 are
in close agreement with the percentage change net migration data for
the regions shown in Figure 51, i.e. an increasing range of inequalities
between regions from period 1 to period 2, followed by a settling down

and stabilization from period 2 to period 4.
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FIGURE 53

WILLIAMSON INEQUALITY INDICES
FOR MIGRATION
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FIGURE 54

WILLIAMSON INEQUALITY INDEX
TRENDS FOR MIGRATION
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Region IV has been outstanding in its high out-migration especilally
between 1930 and 1950. Historically, the distribution of Oklahoma's
population has been affected by the supply and location of natural
resources (Adams, 1971, p. 20). Agriculture and mining have employed
most of the Oklahoman labor force. An example of the effect of the
resource base on population density can be found in the history of
Ottawa County, With the discovery of lead and zinc in Ottawa County
around 1915, the county became densely populated. Due to changes in
mining technology and the depletion of the high-grade ore, the high
population density soon decreased. In its infancy, Oklahoma's manu-
facturing activity was somewhat decentralized with respect to location.
The early manufacturing activities were comprised mainly of food and
timber processing. With the discovery of oil and gas, and the rise of
Oklahoma and Tulsa Counties as the manufacturing centers of the stete;
areas such as southeastern Oklahoma suffered economically. The accom-
panying migration patterns reflect this change in the state's resource
base as well as changes in the relative important of location factors

which favored the large centers.l

1The resource base concept used here is that of the functional
viewpoint. For a detailed description of the functional viewpoint in
the definition of resources see: Zimmermann, Erich. Introduction to
World Resources. Constantin, J. and Peach, W.N. (eds.). N.Y.:
Harper & Row, 1972.




CHAPTER V

SUMMARY, CONCLUSIONS, AND THQUGHTS FOR THE FUTURE
Summary

Does regional growth in a private enterprise economy lead to the
convergence of per capita income, quality of housing, health, educa-
tion levels, and other elements of standard-of-living? The answer
to this question may indicate the necessity of formulating regional
development policies. Richardson (1969, p. 55) claims that since
growth models differ greatly in their predictions of the likelihood
of convergence, the question can only be settled empirically.

It has been the goal of this study to provide empirical evidence
of the existence or non—exiétence of a convergence process at the state
and sub-state regional scales. To meet this goal, Oklahoma was initially
regionalized into four standard-of-living-regions based on 1970 data
for 20 socio-economic variables. Then, for a series of years ranging
from 1930 to 1970, the degree of convergence or divergence was de-
termined for a number of economic and social characteristics of the
population of the entire state and of individual regions. The char-
acteristics included: sales tax revenues generated per capita, per
capita personal income, education levels, housing quality, infant
mortality rates, divorce rates, and net migration. The regional per-
centage share of state totals in each characteristic for the study

years are briefly summarized in Figure 55.
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Summary of Trends in Selected
Standard - of - Living Characteristics
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Region I, the urban areas, accounts for an increasing percentage
of total sales tax revenues between 1933 and 1970. The region's share
of the state's total personal income increases from 1930 to 1960 with
a slight decrease from 1960 to 1970, The level and trend of the region's
percentage share of educated males and the quality housing are high
and increasing. The region also experienced a high and increasing
trend in the two negative characteristics of infant mortalities and
divorces. Net migration change percentages increased between 1930
and 1950. Since 1950, there has been a decline in the percentage
change in net migragion; still Region I remains the highest in the
state.

Region II shows a stable trend in its percentage share of sales
tax revenues, total personal income, schooled males, quality housing,
infant mortalities, and divorces. The percentage change in net migration
was stable during time periods one and two, but it has increased since.
Some of this may be due to spread effects and decentralization from the
centers of Region I.

Region III shows a moderate to low level with a slightly declining
trend in its percentage share of sales tax revenues, total personal
income, schooled males, quality housing, infant mortalities, and divorces.
The percentage change in net migration declines during period four.

Region IV shows a very low level and stable trend in its percentage
share of sales tax revenues, total personal income, schooled males, and
quality housing. There is a declining trend in Region IV's percentage
share of infant mortalities and divorces. The percentage change in

net migration declines greatly during the two time periods (1930-1950).
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Since time period two, there has been an increase, but the percentage
change in net migration was still negative in the most recent time
period.

The next stage of the study was to measure the magnitude and
trends of regional disparities for the seven aforementioned character-
istics. The degree of convergence or divergence was determined by the
trends in a number of regional inequality measures which included:
a one-way analysis of variance, a coefficient of variation, a Lorenz
Curve analysis, and the Williamson inequality index. The results of these

measures have made possible several important conclusions.

CONCLUSIONS

Several conclusions are appropriate. The first relates to the
state as a whole. The county arithmetic means of the variables studied
have been converging very markedly over the study period. This con-
clusion is supported by the summary of trends shown in Table 38. The
F-ratios from the analysis of variance show convergence for six of the
seven analyzed characteristics, and stability for one (housing).
Table 39 illustrates this convergence by showing the analysis of variance
data. In each case, as the state converges on a characteristic (i.e. the
F-ratio decreases) the disparities among regions (Vb) decrease while the
disparities within regions (Vw) increase.

The coefficient of variation also indicates convergence at the state
scale; five characteristics converge (sales tax, income, education,
housing, divorce); one is stable (migration), and one diverges (infant

mortality). The one category showing divergence is infant mortality rates.



INEQUALITY MEASURE

C
ANOVA F-RATIO S
D
COEFFICIENT OF C
VARIATION S
D
c
LORENZ CURVE S
D
WILLIAMSON
INEQUALITY
C
Region 1 S
D
c
Region 2 S
D
c
Region 3 S
D
c
Region 4 S
D

C = Convergence

TABLE 38

CONVERGENCE-DIVERGENCE SUMMARY TABLE

CHARACTERISTIC
Sales Tax Income Education Housing In. Mort.

X X X X

X

X X X X
X

X X X X
X

X X X X
X
X X X X

X
X

X X X
X X X X X

S = Stability D = Divergence

Divorce

X

Migration
X

(none)
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TABLE 39

ANALYSIS OF VARIANCE SUMMARY TABLE

Variable Measure 1930 1940 1950 1960 1970
Sales Tax Revenue F 40.40 48.11 37.32 42,87 28.94
Per Capita V. 48.58 50.53 47.01 48.26 40,92

V& 29.25 25.55 30.64 27.39 34.40
Per Capita Income F 49.97 49.26 48.44 58.32 41.05
Vb 52.16 50.67 50.47 53.33 47 .47
vz 25.40 25.03 25,34 22.25 28.13
Education F 42.07 40.85 31.20 23.23
Vb 48.20 47.45 42.57 36.94
Vw 27.88 28.26 33.19 38.69
Housing F 41.38 83.94 50.15 60.35
Vb 47.54 58.55 50.85 53.94
Vw 27.95 16.97 24.67 21.74
Divorces F 5.21 2.69 1.10
VB 13.13 3.07 .91
Vw 61.24 27.72 4.35
Infant Mortality F 1.15 1.00 1.15 .37
Vb 3.41 2.99 3.43 1.13
Vw 71.97 72 .50 72.15 74.31
Net Migration* F 8.95 22.98 10.54 3.27
Vb 23.14 41.39 24.67 9.42
. 62.90 43.82 56.93 70.02

*Net Migration figures are for the ten year periods: 1930-40, 1940-50, 1950-60, 1960-70.

[4°20
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As was pointed out in Chapter IV, the diverging trend in infant mortal-
ity rates is related to the fact that the coefficient of variation

is based on the mean and standard deviation; by 1970, the pooled
variance within regions exceeded that between regions.

The Lorenz Curve analysis also shows a very clear pattern of con-
vergence. Five of the six characteristics subjected to a Lorenz Curve
analysis showed convergence; the sixth (infant mortality) was stable.

The F-ratio, coefficient of variation, .and Lorenz Curve have all
revealled very similar patterns. At the aggregate state scale, these
approaches all point towards a strong convergence process over the
study years. The coefficient of variation is concerned with the entire
state; standard-of-living regions within the state are not recognized
by this approach. ' The coefficient of variation results in an actual
measure of statewide inequality.

Although the analysis of variance also indicates convergence at
the state scale in the form of a decreasing F-ratio, this approach
recognizes the individual regions of the state. The recognition of
individual regions by the analysis of variance makes this approach
significantly different from the coefficient of variation. The
F-ratio can be disaggregated into a decreasing degree of disparity
among regions and an increasing degree of disparity within regions.
Although the analysis of variance gives more information than the
coefficient of variation, it is still limited. The vy and Vw
are pooled variances, i.e. they do not pertain to specific regions.

Like the coefficient of variation and the analysis of variance,
the Lorenz Curve approach also indicates a convergence process at the

state scale. The Lorenz Variance Index developed in this study is
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an inequality measure for each individual region. The Lorenz Curve
analysis as used in this study results in an indication of a con-
vergence process as well as a measure of inequality for each region.
The amount of information resulting from a complete Lorenz Curve
analysis 1s more than that resulting from the coefficient of variation
and analysis of variance.

The second conclusion relates to the sub-state regional scale.
At the sub-state regional scale, the situation is quite different.
The total Williamson Inequality Index figures from Table 40 and the
summary of trends in Table 38 show that for each of the study years,
the lowest standard-of-living region, the southeast, clearly exper-
ienced the greatest degree of inequality. The Williamson Inequality
Index totals for each region are plotted on Figure 56. The Williamson
Inequality Index gives more information than do the coefficient of
variation or analysis of variance. This index gives an indication
of the degree of disparity among the counties within specific regions.
The Williamson Inequality Index does not result in a measure of the
degree of inequality at the aggregate state scale. The types of
information resulting from the use of each of the approaches are
summarized in Table 41 and Figure 57.

The third conclusion is that, contrary to what was expected, Region
I did not experience the smallest total inequality on every year.
For 1930, 1940, and 1950, it was Region II that experienced the smallest
degree of inequality. For 1960 and 1970, Region I had the smallest
degree of inequality. The larger degree of inequality in Region I
between 1930 and 1950 is related to the fast growth and urbanization
that occurred. By 1950, the economic and social aspects of the growth

process had become more stabilized.



WILLIAMSON'S INEQUALITY INDEX* SUMMARY TABLE

TABLE 40

Variable Region 1930 1940 1950 1960 1970
Sales Tax Revenues I .59 .86 .82 .75 1.08
Per Capita 11 .82 47 .22 46 1.77
III .28 .30 .68 .74 1.54

v 1.49 2,60 2.36 3.71 5.04

Per Capita Income I 1.19 .77 1.27 1.33 1.15
II 14 .81 .03 1.44 2.51

I11 1.94 .72 1.19 1.48 1.19
v .95 1.78 6.17 2.11 2.97

Education I .18 1.28 1.28 1.20
II .09 44 1,95 1.08

I1I 2.08 1.20 1.47 1.35
v .33 1.37 9.72 2,38
Housing I .51 .18 .72 .33
11 .39 .34 .19 .73
II1 .19 .21 .33 .70
v 41 .34 3.95 1.11

Divorce 1 .59 .65 .49
II 1.07 1.22 .96

III 1.20 1.65 1.89
v .80 2.71 2,21
Infant Mortality I .23 .40 .72 1.96
11 41 1.34 2.02 4,41
IIL .27 2.19 1.24 4.49
v .64 .67 2.96 5.83
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WILLIAMSON'S INEQUALITY INDEX SUMMARY TABLE (continued)

Variable Region 1930 1940 1950 1960 1970
Net Migration 1 3.09 6.39 .47 2.87
11 2.60 . 89 .43 1.18
III 1.23 .88 .02 .91
v 19.28 53.85 28.23 4.93
Total Index I 1.78 5.64 10.93 5.92 9.08
11 .96 4.38 4.33 7.71 12.64
111 2.19 4.79 7.55 6.93 12.07
v 2.44 25.04 65.56 53.39 24 .47
Range 1.48 20.66 61.23 47.47 15.39
Total 7.37 39.85 88.37 73.95 58.26

*All indices are in standardized form. The indices are, therefore, comparable from year to year and
from variable to variable.

Source: Author's computations
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FIGURE 56

WILLIAMSON INEQUALITY INDEX TOTALS
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TABLE 41

APPROACHES TO INEQUALITY MEASUREMENT

Technique

Results

Coefficient of Variation

Analysis of Variance

Lorenz Curves

Will{amson Inequality Index

An aggregate state Inequality
measure

An aggregate state inequality
measure

A pooled measure of:
variance among regions
variance within regions

An indication of an aggregate
state convergence or divergence
process

A measure of inequality for each
region from the Lorenz Variance
Index

A measure of inequality among
counties within specific regions

The next conclusion also relates to the sub-state regional scale.

The range between the highest and lowest Williamson Inequality Index

for each year follows an inverted U process (Figure 58).

the range was small.

In 1930,

The range grew steadily from 1930 to 1950.

After 1950, the range began to decline as the regional degrees of

inequality once again began to become more similar.

In Chapter I (p. 3) mention was made of the stubborn persistence

of regional inequalities as a feature of the modern socio-economic

landscape.

The findings of this study support the belief that the

persistence of these lesser-developed areas is due, in part, to the

fact that the slowness of the factor migrations prevents such areas

from approaching or surpassing the levels of economic development
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FIGURE 58
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in the more highly developed regions. The people of Southeastern
Oklahoma are certainly experiencing an absolute higher standard-of-
living today than they did in 1930. What remains is the fact that
the people of this region also still experience the greatest amount
of internal disparity and the lowest level of standard-of-living in
the state. This lag area has not been able to catch-up to the rest
of the state. This means that the peeple of Southeastern Oklahoma
are still not able to fully participate in the growth economy of
the state. Due to their spatial location, these people are denied
the opportunities of better education, higher income, better health,
better housing quality, etc. The benefits that the people have
received over the past few decades have been the result of spin-offs
and spread effects from the more dynamic growth centers of the
state economy.

The recognition of the stubborn persistence of lag areas leads
directly to several other points. Earlier in this study (p. 7),
a question was raised concerning whether or not the present planning
methodology in Oklahoma has increased or decreased the degree of
inequality both among and within standard-of-living regions. The
findings of this study reveal that the overall state convergence
process pertains only to the higher standard-of-living regionms.
Indeed, the lowest standard-of-living region has experienced diver-
gence. These findings indicate that there are definite faults in
the planning methodology. The ideological basis of the planning
methodology is one that advocates a more equitable system. The
ideology of the system does not say that the people living in

Washington County should live in a more equitable environment than
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the people in Pushmataha County. The findings of this study indicate
that the laissez faire attitude towards regional planning in Oklahoma
has allowed for the evolution of a dualistic "quality of life scale."
People living in Garfield, Washington, Oklahoma, Cleveland, and Tulsa
counties have good opportunities to improve their standards-of-living.
The spatial segment of the population residing in the southeast have
less opportunity for such improvement. The increasing degree of
disparity in Southeastern Oklahomz indicates that there is a direct
and strong conflict between planning attitudes and ideology for
this region.

It is the feeling of this writer that a vicious circle of self-
perpetuating and cumulative reinforcement .of inequalities exists
in the lower standard-of-living region. The direction of the circle
is reversed in the higher standard-of-living regions. As was stated
earlier (p. 10) the purpose of this study is the diagnosis of the
problem and not the treatment of it. A few brief remarks about
possible treatments will be made later in this chapter.

Based on the aforementioned conclusions, an important general
conclusion can be stated. At the state scale, Oklahoma has been exper-
iencing a convergence of the analyzed characteristics. This trend
agrees with the international and national scale studies conducted
by Williamson (1965), Borts and Stein (1962), Easterlin (1961),
and others. In terms of sub-gtate regional planning policies and needs,
a faith in the overall convergence towards a more equitable system
through a naturally occurring evolutionary process is misleading
and, indeed, dangerous. The analysis of Oklahoma at the larger

scale, i.e. by counties and regions, indicates that the lowest stan-
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dard-of-living region has experienced the greatest internal regiomal
disparities on each year. It would be difficult to try to convince
the people of eastern and southeastern Oklahoma that they are part
of a system that is converging towards a more equitable system.
As the disparities among the regions of Oklahoma have decreased, the
variance within regions has increased (Table 39). The criticisms of
the convergence hypothesis by Myrdal (1957), Hicks (1959), and others
are pertinent. Hicks believes that inequalities will be maintained
and enlarged after growth. Myrdal also believes that inequalities
will become larger with the economic growth of a country because
backwash effects are generally stronger than spread effects.

In relation to social and economic analyses of lesser-developed
areas of mature economies, the geographical scale of analysis.is very
critical to an understanding of the results. National or state
scale analyses may easily show convergence processes at work, but county
scale studies, such as this one, may indicate that different changes
are occurring at a local level. This suggests that the hypotheses
of Myrdal and Williamson both can be concurrently valid depending on
the geographical scale of analysis. Support can be lent ot this
conclusion by the study on Canadian cities by Semple and Griffin (1971).
Semple reasoned that in view of the classical economic view of factor
of production flows and equilibrating processes, the degree of inequality
among cities in regions of Canada should be lessening, i.e. that
Canadian cities are becoming more homogeneous. After analyzing the
gsample of Canadian cities by information statistics, the initial hypo-
thesis could not be substantiated. Semple could not clearly show that

the degree of inequality within and between the cities was lessening.
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The convergence found to be occurring at the national scale was not

found at the urban scale.

THOUGHTS FOR THE FUTURE

This research has raised a series of related questions. Although
they are beyond the scope of this study, many of these questions must
eventually be answered in order to facilitate the understanding of
regional disparities.

One of the questions which remains to be anaswered is why Region
I did not experience the lowest degree of inequality for each year.
Why did Region I register unfavorably on the infant mortality and
divorce variables? The answer seems to be related to the fact that
Region I is dominated by two large metropolitan areas: Oklahoma City
and Tulsa. The existence of areas within a city with populations
that experience high infant mortality rates and/or high divorce rates
are masked by the use of county level data. It is possible that
spread effects from the centers in Region I is a major reason why Region
IT experienced less inequality than Region I in some years. Region
IT also possesses a number of medium size growth centers. It is
possible that larger centers such as Oklahoma City and Tulsa could
be experiencing some diseconomies of scale and a larger degree of
urban pathologies.

The question of scale 1is basic to what has been saild thus far.
In order to fully understand the nature of geographic disparities,
more work is needed at the sub-state-regional and urban scales.
Apparently, too much attention has been given to smaller scale
'national level studies. The use of county mean data in this study

is a possible source of error. It is very possible to have several
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very different distributions with the same mean. This study has
been concerned with the mean data and the distribution of these
means about the state mean. Possibilities exist for larger scale
studies that would be concerned with actual individual units rather
than mean values; such an approach could reveal inequalities more
clearly at the individual human scale.

Another major question was touched upon earlier in this study
with the question: Is growth necessarily good? Although beyond the
scope of this work, the answer to this broad question must eventually
be pursued. Why is it that higher incomes of present-day Americans
co-exist with so many manifestations of discontent and despair.

When one looks at the sweep 6f history, it is by no means clear that
periods of economic growth were the most quiescent politically; they
were often periods of protest and violence (Olson, 1974, p. 1). Why
do higher income countries have higher suicide rates than poor ones?
We are not really sure what happens when rapid economic growth occurs.
Does economic growth increase social well-being and make most of the
people happler; or is it assoclated with subtle forces that reduce
well-being in some dimensions just as it improves it in others
(Olson, 1974, p. 1)? Another question that is directly related to
this study is: are some parts of the population worse off in some
sense than they would have been had the economic growth not occurred?
If economic growth is highly desirable, why does it fail to diminish
proportionately discontent and social pathology?

It is the feeling of the author that economic growth is very
desirable. But, economic growth accompanied by a laissez faire
attitude towards regional planning may be dangerous! Economic growth,

among other things, means technological change and capital accumulation.
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Some people rise in the social order while others sink. Economic
growth has economic, environmental, and social costs. It is essential
to be aware of the full ramifications of growth and to formulate
planning policies to ameliorate some of the negative effects of growth.

Another set of questions centers around reasons for the existence
of lesser-developed areas such as eastern and southeastern Oklahoma.
It seems that Region IV is characterized by less intensive interactions
with the other regions of the state and of surrounding states.
In a very broad sense, the strategies for raising the level of development
of depressed regions will be to activate interactions with other regions
and to turn these interactions more in favor of the depressed region's
development (Stohr, 1974, p. 22). A negative strategy to intensify
interactions is to encourage outmigration; this is not usually
explicitly adopted due to political reasons. Other positive alterna-
tives include an increase in the production of exportable items, and
a rationalization of the region's internal structure for providing
intraregional products and services at less cost and more efficiently.
These strategies require cities to play a key role as potential seats
of manufacturing and central place functions. Region IV is noticeably
lacking in a well-balanced central place system of settlements.
For such an area, Stohr (1974, p. 22) recommends changes in the spatial
pattern of settlement. and productive activities within- the region by
concentrating dispersed central place functions in a few major
centers, and re-ordering of manufacturing activities. Implicit in
Stohr's statements is an agreement with the place prosperity approach
mentioned earlier in this study (p. 5); this writer also agrees

with this approach.
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Although it was not within the scope of this study, the role
of sub-cultures in explaining regional lag or advancement is quite
important. The analysis of disparities both among and within the
major segments of the population could be an approach that would
result in some interesting findings. This would be especially
true with regards to the Indian sub-population in Oklahoma.

It is obvious by now that much work remains to be done on the
nature of regional inequalitiesf Such an initial understanding is
basic to many present day problems of a political, social, and
economic nature. The nature of the problem requires a truly inter~
disciplinary effort. The need for a spatial perspective in such an

effort 1s essential.
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STANDARD~OF~-LIVING SURROGATE VARIABLES1
VARIABLES SOURCE KEY
I. Health
* 1. Number.of Births per 1,000 Population &)
¥ 2. Number of Deaths per 1,000 Population @)
* 3. Number of Deaths Under One Year per 1,000 Population(l)
4. Number of Suicides per 1,000 Population (L)
* 5. Diabetes Milletus per 1,000 Population (1)
6. Influenza per 1,000 Population (1)
7. Pneumonia per 1,000 Population (L
* 8. Number of Doctors per 1,000 Population (@D
9. Number of Hospital Beds per 1,000 Population &)
II. Crime
* 10. Number of Juvenile Arrests per M
* 11. Number of Drug Arrests per M (2)
* 12. Percent Alcohol Related Arrests 2)
13. Index Crime per M (2)
* 14, Total Arrests per M )
I1I. Income-Savings
* 15, Median Family Income (3)
16. Bank Deposits per Capita %)
17. Percent Famlilies with Less than $3,000 Income (3)
IV. Education
* 18. Pupil-Teacher Ratio (5)
19. Median Number of Years School Completed: Males (3)
20. Median Number of Years School Completed: Females (3)
21. Per Capita Expenditures for Education (6)
V. Employment
* 22, Retall Location Quotient @))
* 23. Unemployment Rate (3)
* 24, Percent Employed in Agriculture (8)

25. Percent Employed in Dbmestic Service,
Self-Employed, etc. (8)
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26. Percent Employed in Manufacturing
* 27. Percent Employed in Wholesale-Retail
28. Percent Employed in Government
* 29, Percent Employed in Other Activities
VI. Demographic
30. Percent Population Rural
* 31. Percent Population Non-White
* 32, Percent Households Female-Headed
33. Median County Age
VII. Miscellaneous
* 34, Number of Telephones per Capita
* 35, Aid Cases per 1,000 Population
36. Assistance per 1,000 Population
37. Percent Housing With All Plumbing

1

run of the factor analysis.

*These were the variables used in the final analysis.

(8)
(8)
(8)
(8)

(3)
(3
(3
)]

(3
(9
(9
(10)

This is a complete list of the surrogate variables used on the initial
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DATA SOURCE KEY

(1) Oklahoma State Department of Public Health. Public Health
Statistics: Birth and Deaths, 1970.

(2) TUnpublished report of the Oklahoma Crime Commission, 1973.

(3) U.S. Bureau of the Census. General Soc¢ial and Economic
Characteristics, Oklahoma, 1970, PC-1-C-28.

(4) University of Oklahoma, Bureau of Business Research. Statis-
tical Abstract of OKklahoma, 1970.

(5) State of Oklahoma, Office of the Governor, Office of Community
Affairs and Planning. County Situation Profiles, 1970.

(6) U.S. Bureau of the Census. Census of Governments, Oklahoma,
1970.

(7) Hagle, Paul, et. al. Basic Data and Projections for the Oklahoma
Economy, Stillwater: Oklahoma State University Research
Foundation, 1973.

(8) Oklahoma Employment Security Commission, Research and Planning
Division. Oklahoma Labor Force Estimates, 1970.

(9) Oklahoma Department of Institutions, Social and Rehabilitative
Services. Oklahomans Receiving Public Assistance, June 1971.

(10) U.S. Bureau of the Census. Census of Housing, Detalled Charac-
teristics: Oklahoma, 1970.
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AN INFORMATION ANALYSIS OF TRENDS IN SALES TAX REVENUES
IN OKLAHOMA: 1933-1970
This analysis is based on the approach used by Semple and Griffin
(1971). Entropy is used as a measure of growth equality, and it is
calculated as:
n

1
H(Y) = £ Y log, ——
{=1 i 2 Yi

where: H (Y)

entropy

Y, = % of total growth accounted for
by each county, so that:
z
Y, =1
=1 1
Y2 0

i=1, ... n
Entropy takes on a maximum value of logzn when the growth of each county
is the same. Entropy has a minimum value of zero when one county's
growth is equal to the growth of all counties and the others have zero
growth. By substracting entropy from its own maximum, an inequality

measure is obtained:

I = logzn - H(Y)
If I(Y) = 0, complete inequality exists. If I(Y) = log2n, complete
equality exists.
The computer program used here to calculate entropy and inequality

was written by R. K. Semple. Minor modifications were made by this
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author, The program produces measures of entropy and total inequality.
Total inequality is then subdivided into among region and within region
inequality.

The information analysis was performed on the 77 counties com-
posing the four regions of Oklahoma. The data used was sales tax

revenues between 1933 and 1970. The results are shown in Table B-1l.

TABLE B~1

SOURCE OF INEQUALITY

Time Period Total Inequality Among Reglon Within Region

Inequality . Inequality
1933 1.53 .99 .54
1940 1.46 .94 .51
1950 1.51 1.00 .50
1960 1.82 1.24 .58
1970 1.77 1.17 «59
A B C
B+C=A

Source: Author's computations

In this problem, 1og2n = 6.266, If I(Y) = 0, total inequality
exists. If I(Y) = logzn, total equality exists. In view of this
statement, a scale was constructed (Figure B-1). From 1933 to 1940,
total inequality changed from 1.53 to 1.46. It can be seen on the
scale that this was a movement towards greater total inequality.

From 1940 to 1960, there was a movement towards greater equality
(convergence), followed by divergence from 1960 to 1970. Figures B-2
and B-3 ghow the trends for the two components of total inequality,

i.e. among and within region inequality. Inequality among regions
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follows a pattern similar to the total inequality. Inequality within
regions shows a movement toward greater inequality from 1933 to 1950,
followed by a movement towards more equality from 1950 to 1970.

These trends are shown on Figure B-4.
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FIGURE B-1
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FIGURE B-4

INEQUALITY TRENDS
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DATA SOURCES FOR CHAPTER IV

DATA

Sales Tax Revenues

Per Capita Income

Education

Housing

Infant Mortality

Divorce

Migration

BASIC DATA SOURCE#*

Oklahoma Tax Commission.

- Oklahoma Sales Tax and Use Tax.

U.S. Bureau of the Census.
General Social and Economic Char-

acteristics: Oklahoma., PC(1)-

C38, 1970.

U.S. Bureau of the Census. Census
of Population. V.II, Part 5,

1940, 1950, 1960, 1970.

U.S. Bureau of the Census. Housing.
V. 11, Table 22, 1940.

U.S. Bureau of the Census. City
and County Data Book. 1952, 1962.

U.S. Bureau of the Census. Census
of Housing, Detailed Characteristics,

Oklahoma. 1970.

U.S. Bureau of the Census. Vital
Statistics of the U.S. 1940, Part I,

1950, v.II, 1960, V.II 1970, V.II.

U.S. Bureau of the Census. Vital
Statistics of the U.S. V.II, Part 2,

1950. Vv.III, 1960, V.III, 1970.

U.S. Bureau of the Census. Vital
Statistics of the U.S. 1930, Part II,

"By Place of Residence". 1940, Part
II, 1950, Part II, 1960, Part II,
1970, Part II.

*These are the sources of the basic data. In most cases, the data
were re~calculated and used in a form other than that in which it was
reported,
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METHOD OF APPROACH FOR UPDATING OKLAHOMA’S COUNTY
PERSONAL INCOME.

The method of approach used in updating county personal income for Oklahoma
is similar to that used for the previous estimates for the 1950—62 period. This section
briefly describes the method used for arriving at the estimates for 1960—68. In order to
simplify the presentation and make it more precise, some mathematical equations are used.
For further background, the reader is referred to Chapter Il of Peach, et. al., County
Building Block Data for Ragional Analysis: Oklshoma, Research Foundat:on, Oklahoma
State University, Stillwater, 1965.

The technique employed involves using the annual state estimates of personal
income prepared by the National Income Division (NID) of the U.S. Department of
Commerce, and locating direct information on each of the specific components to be
disaggregated to the county level. In other words, the problem is to construct a series of
allocators by means of which state totals for various components of personal income can be
allocated to counties.

in the construction of allocators for these components of personal income, it is
necessary to use data that have a direct and reliable relationship to the particular income
component being allocated to the counties. The final estimate of personal income in each
county is obtained from a summation of county totals for each of these components of
personal income.

By definition, county personal income is the sum of wages and salary
disbursements, other labor income, proprietors’ income, property income, transfer
payments, less personal contributions for Social Security. In a mathematical form, the
relation is:
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Yi = W + Li+'5i+ci+Ti—Si

Where Y; = personal income in county i.
W; = wages and salaries paid in county i.
L; = other labor income paid in county i.
P, = proprietors’ income paid in county i.
C; = property income paid in county i.
T; = transfer payments paid in county i.
S; = personal contributions for Social Security in county i.

The procedures for estimating the variables in Eq. (1) can be explained as follows:

I.  Wage and Salary Disbursements! (W)

A. Total wage and salary disbursements are computed by using the following technique:
1. Farm Wages (Wq ;):

where w; wages paid hired farm workers (data from the U.S. Bureau of the

Census, Census of Agriculture). 2

w1s

’

NID state total of farm wages for Oklahoma.

1Total wage and salary disbursements consist of wages and salaries paid in the following sectors: farm,
mining, construction, manufacturing, trade, finance, transportation, service, government, and other industries.

2The census of agriculture is taken every five years. The Census of Agriculture put out by the Bureau
of the Census for 1959 and 1964 were used. Allocators for 1962 and 1963 were derived through interpolation,
and 1964 allocators were used for 1965-68.
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2. Wages and salaries for mining (W2,i)

Construction (W3,i)
Manufacturing (W4,i)
Trade (Ws,i)
Finance, insurance and

real estate ‘WG,i)
Transportation and

public utilities Wy ;)
Service industries (W8,i)

(The above are derived from the same procedure. The numbers represent industry,

and i, the county. The wages and salaries for these industries consist of two parts, namely,
covered and non-covered wages.)

a. Covered wages (Wi ) in county j:

[

49
w . - —
¢ = +ZweC.) ...... et ... {2
Wi = el W fEWE)) (2l
Z3E.
i =1 WEJ
k=2,3,...8.
i=1,2,...49.
where v—vﬁ . = covered wages and salaries paid in OESC selected counties.3
J (Data from OESC).
W = QESC covered wages and salaries paid in multicounty area.4

3There are 49 selected counties and a multi-county area which could not be classified by county in
OESC's publication entitled County Employment and Wage Data, 1967. Industrial detail is not shown for the
remaining 28 counties to avoid publishing information that would identify individual firms.

4This includes wages paid to statewide sales personel with no permanent place of work and other types
of roving employment, and all others whose place of work could not be determined.
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b. Non-covered wages (er: ) in county i:

w, .
k,l 'E . 49
n _ Kk, . _ c
W = Weg =2 WED ... (20)
. 77, 5
2 ki Bk
k=23...8.
j =12,...49.
i =12,...,77.
where “’;<i = computed annual average wages for industry k. (Data from the

U.S. Department of Commerce, County Business Patterns (CBP).

Ek,i =  CBP number of reporting units by employment-size *’1 to 3" times 2
(the mid-point) for industry k in county i.

Wi g = N1D state industry wage and salary totals for industry k in Oklahoma.

c. Wages and salaries for mining, construction, manufacturing, trade, finance, insurance
and real estate, transportation and public utilities, and service industries are equal to
the sum of (2a) and (2b):

Wy i = Wﬁ,j + wﬁ'i ..................................... (2c)
k =23,...,8

i =12,...49
i =12,...,77.

3. Wages and salaries paid in the government sector® (Wg i):

a. Federal civilian (ng):

STotal government wagaes and salaries consist of three parts: federal civilian, federal military, and state
and local government.
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WY = Gi wY (3
9= = g Tt a)
T G; ’
i=1 !

i=12,...,77.

where G = OESC civilian federal wages (unpublished data).

W; i = NID state total for federal civilian wages for Oklahoma.

Federal military (wg‘i_):

Em
m j «wm
wg'i = 6l gls --------------------------------------- (3b)
z

where j = the number of counties where military bases are located.®

E}“ = military employment in county j where the military bases are located
(unpublished data from the Department of Defense).
wg's = NID state total of military wages for Oklahoma.

S .
State and local (WQ,s) :

E

|
S _ . \WS
wg’i - 77 Wg's ----------------------------------- (30’.
R
i=) '

i=12,...,77.

Where ES= state and local government employment in county i (unpublished data
from OESC).

ng I NID state total of state and local government wages for Okiahoma.

6T here are a few counties with military employment. In 1967, for example, only Comanche, Pittsburg,
Jackson, Washita, Okiahoma and Garfield counties fell into this group.
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d. Total government wages and salaries (Wg i) are obtained by adding (3a), (3b), and
(3c): ’

— wv m s
W9,i" W9,i + W9.i + WQ,i ............ Ceeeanean cerenen (3d)

i =12,...,77.

j = number of counties with military bases.
4. Wages and salaries for other industries (Wmi):
-C
" (4a)
] ‘ ¢ YV m s e e e s 05000000
Wi0i = —r7 - Wio,s
. Zwi
i=1

i =12,...,772.

where \TV? total covered wages for countyi (data from OESC).

w

10 NID state total for other industries for Oklahoma.

B.  Total wages and salaries (W;) is obtained by adding (1a), (2c), (3d), and (4a):

8
Wi = \N“,i + k=§.Wk'i + WQ'i+ W10'i ....................... (5)

i=12,...,77.

Il. Other Labor lncome (Li):

where Ls= NID state total of other labor income for Oklahoma.
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Il. Proprietors’ Income / (Pi):

A. Farm proprietors’ income (P:):

pf= : . pf
! 77 S

ZV.

i=1 !

i =12,...,77.

where Vi =  value of the farm product sold in county i (data from the Bureau
" of the Census).8
P: = NID state total of farm proprietors’ income.

B. Nonfarm proprietors’ income (P?f):

pnf = Qi nf
i T P

zQ

o=l ]

(7b)

i =12,...,77.

where Qi sales taxes paid in county i (data from Oklahoma Tax Commission).

NID state total of nonfarm proprietors’ income for Oklahoma.

]

nf
Ps

C. Total proprietors’ income for county i (P;) is the sum of (7a) and (7b):
P, = Pif L (8)

i =12,...,77.

TTotal proprietors’ income includes that of farm proprietors and nonfarm proprietors.

81962 and 1963 allocators ware obtained by interpolating the census figures of 1959 and 1964. For
the 1965—68 period, 1964 allocators were used.
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Iv. Property Income (Ci ):

D;
e PP (9)
177
. ZD;
i=1
i =12,...,77.
where D; = total bank deposits in county i (data from the Federal Deposit
) Insurance Corporation (FDIC).°
C, = NID state total property income for Oklahoma.

V. Transfer Payments (Ti) :
The NID subcomponents of total transfer payments for Oklahoma are grouped into
six categories and allocated to counties in the following manner:

A. OASD! (I;):
| = Ly h e (10a)
717
oz
1=1 1

=12,...,77.

annual OASDI payments in county i (data from the Social Security
Administration).

Is = NID state total of OASDI for Oklahoma.

where 1* =

B. Veterans benefits (Bi )

N;
Bi= - (10b)

! 71

z N

H !
1=1

i=12,...,77.

9Federal Deposit Insurance Corporation data are available for every two years. The intervening years
were obtained by interpolation. :



216

where Ni = number of county residents of veterans in county i (data from the
Veterans Administration).
\
Bs = NID state total of veterans benefits for Oklahoma.
C. State unemployment insurance benefits (Ui ):
:'i
U, = T {10c)
71
Z uj
1=1
i = 1'2’ LN ] l' 77'
where u = state unemployment insurance payments in county i (data from OESC).
Us = NID state total of state unemployment insurance benefits for Oklahoma.

D. Medicare {M.):

Moo= M M e e (10d)

i =12,...,77.

where m; = number of persons enrolled in both the hospital and the medical benefits
programs in county i (data from the U.S. Department of Health, Educa-
tion, and Welfare).

Ms = NID state total of Medicare for Oklahoma.

E. State and local direct relief (Ri ):
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where A; = total payments of public assistance in county i (data from Oklahoma
Department of Public Welfare).
Rs = NID state total of state and local direct relief for Oklahoma.

F. Other — i.e., the remaining components of transfer payments— (Xi ):

X = __ i
i — (Tg—1lg~Bg—Ug—=M. —~Rs) ..oovnnnnnnn (10f)

. ZH

i=1
i =12...,77.

where X; = population in county i.

G. Total transfer payments is the sum of (10a), (10b), (10c), (10d), (iQe), and (10f):
Ti= 'i+Bi+ Ui +Mi +Ri +Xi..ca... ................... (109)

i =12,...,77.

Vi. Personal Contributions for Social Insurance (Si ):

o

5= 5 -SI ..................................... (11)
Ew}
i=1
i =12,...,77

where w} = taxable payrolls of county i (data from CBP).

]

S.

i NID state total of personal contributions for social insurance.

VIi. Total Personal Income:

The sum of (5), (6), (8), (9), and {10g) minus (11) will yield (1), the equation for
total personal income for each county of Okiahoma.
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APPENDIX E
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NET MIGRATION DATA

Net Migration

Region 1930-1940 1940-1950 1950~1960 . 1960-1970
I 4999 73110 63491 41738
II -114615 -112672 -79280 -18328

IIT -172257 -239418 -144611 -45639
v -9244 -135799 -77015 13384

Population

Region . 1930 1940 - 1950 1960
I 507625 541294 721394 928466
II 606003 549926 704181 490514

III 958789 887740 507951 694645
v 323623 357474 268217 214679

Percent Gain or Loss

Region 1930-40 1940-50 1950-60 1960-70
I .01 .13 .08 .04
II -.18 -.20 -.11 -.03
III -017 -026 -028 "'.06
IV -.02 e 37 -.28 _.06

Source: Author's Computations.
U.S. Bureau of The Census. Census of Population, General

Population Characteristics, Oklahoma, 1970.
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