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#### Abstract

A PRIORI PREDICTION OF AN INDIVIDUAL'S HEART RATE RESPONSE


TO A SERIES OF PHYSICAL TASKS OF VARYING
LEVELS OF WORK LOAD

By: Larry E. Long
Chairman: LaVerne L. Hoag

This dissertation presents the development of a predictive model for depicting an individual's cardiac response to a series of adjacent fixed intensity tasks. The emphasis is on predicting cardiac response to exercises of no more than four minutes duratior.

The most apparent deterrent to predicting heart rate patterns, caused by work onset or stoppage, is the extreme variation in absolute heart rate between individuals. However, this variation can be substantially reduced by translating heart rate in beats/minute to a percent of an individual's average resting heart rate (\%RHR). The translation provides a common denominator and thereby a common origin for heart rate patterns produced by different individuals.

It was determined that cardiac responses in terms of percent of resting heart rate were similar for selected subject categories. The subject categories of this study are defined by two levels each of sex and physical fitness. A highly correlated linear relationship between work load and steady state \%RHR was developed for each of the four subject categories. Cardiac responses in terms of $\%$ RHR were empirically derived for set levels of \%RHR. The linear relationships and responses in $\%$ RFR constitute the foundation of the predictive model. The predictive model functions by extrapolating a heart rate response to exercise from empirically derived data. The only required inputs are sex, physical litness, and resting heart rate. The output of the model includes the predicted $\% R H R$ and the predicted heart rate. The model will predict the cardiac response to a series of step changes in work load within the limits of 100 to 160 \%RIR. Ninety percent of the time, the predictive model was shown to be within 5 to $10 \%$ of the observed heart rate pattern.
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# A PRIORI PREDICTION OF AN INDIVIDUAL'S HEART RATE RESPONSE TO $\Lambda$ SERIES OF PHYSICAL TASKS OF VARYING <br> LEVELS OF WORK LOAD 

## CHAPTER I

## IN'TRODUCTION

The introductory chapter contains definitions of the terminology unique to this study, illustrations and examples of the problem and the predictive model of this investigation, a discussion of the relevance and contribution of this study, and a discussion of the uses of heart rate patterns.

## Statement of Problem

The purpose of this study was to develop a predictive model of an individual's heart rate response over time as he performs physical tasks of fixed intensity for varying levels of work load. The emphasis is on short range patterns of no more than four minutes for tasks of light to moderate intensity (less than 220 watts). The tasks are of a constant mechanical power. As long as the work load or power output requires less than approximately 50 percent of an individual's aerobic capacity, the heart rate will reach a steady state (SS) (Vogt, 1973, p. 46).

The intensity of the work loads of all tasks are such that the heart rate will reach a steady state in aerobic metabolism.

It is difficult to predict an individual's cardiac response to physical stress in terms of heart rate (heart rate pattern) because individuals have such disparate heart rate patterns for any given work load. For example, given a work load (task) of 50 watts, one individual's heart rate may reach a steady state of 80 beats/minute in 10 seconds while another individual may take 30 seconds and steady state at 100 beats/minute. These patterns can be studied universally by introducing compensatory variables and by the reduction of heart rate to a common denominator. This common denominator is percent of resting heart rate (\%RHR) and is a function of each individual's resting heart rate ( RHR ) and his heart rate under physical stress.

For the purposes of this study, a person's resting heart rate is determined after he has been seated for at least 15 minutes. Resting heart rate is determined by counting the number of beats/minute during a 5 -minute period following 15 minutes of rest to determine the average beats/minute at rest or the resting heart rate. When determining a subject's resting heart rate the subject should not eat nor exercise for at least one hour prior to testing. An unofficial study was conducted for the purpose
of establishing resting heart rate as a physiological index with perennial stability. The medical records of twenty Air National Guard flying personnel, selected at random, were examined. The selected resting heart rate was recorded for each individual on a yearly basis during routine medical examinations performed by National Guard physicians for five to fifteen years depending upon the history of their individual medical records. It was determined that the resting heart rate exhibited perennial stability. The average starmard deviation for all persons examined was approximately four beats/minute. This difference could very easily be attributed to variations in the clinical procedures used to determine resting heart rate. It is expected that there are several variables which affect the increase or decrease, rate of increase or decrease, and/or level of heart rate. The extent of the efrect of any given variable is unknown. Also, it is probable that as the level of one variable is changed in combination with anothes variable, that variable may have an altogether different effect on an individual's cardiac response to exercise (i.e., interaction effect). Environmental variables which might be considered to have an effect on cardiac response to exercise are:

1. temperature
2. numidity
3. noise level.

Human variables which might be considered to have an effect on cardiac response to exercise are:

1. somatotypes
2. extent of body movement
3. endurance capabilities
4. psychological stress
5. maximum heart rate level
6. maximum oxygen uptake
7. muscle mass
8. heart rate variability
9. body temperature
10. stroke-volume
11. age
12. resting heart rate
13. physical fitness
14. sex.

The latter three, resting heart rate, physical fitness, and sex, were examined for this study. These were chosen because persons can be classified by sex, and resting heart rate can be measured easily. As discussed in a later section under subject variables, an individual
classified into an appropriate level of physical fitness. Also, it is known that all three variables have a considerable effect on heart rate patterns. During testing, conirols were established to minimize variation within all
other variables listed above. The subjects were limited
to the age group of 20 to 30 years of age. Studies have shown that some of the above environmental and human variables listed have an effect on heart rate, and it is hypothesized that others may have an effect on heart rate. However, the extent of this study is to develop a model by which heart rate patterns can be predicted given only levels of sex, physical fitness and resting heart rate. There are two levels of sex and physical fitness. The levels of sex are male (M) and remale (F). The levels of physical fitness are good physical fitness (G) and sedentary (S). Resting heart rate is not a factor in defining subject categories. Consequently, there are four subject categories. Those categories are male of good physical fitness (MG), sedentary male (MS), female of good physical fitness (FG), and sedentary female (FS). The ievels of the variables and the subject categories are discussed in detail in Chapter TII.

This study is limited in scope to examining only aerobic tasks for all subjects. Astrand (1970, p. 283) states that exercises requiring an anaerobic energy contribution are those that demand more than 50 percent of an individual's maximal aerobic power. He also presented the steady state heart rate for different age groups for 50 percent of maximal aerobic power for both males and females (Astrand, 1971, p. 312). These maximum heart rate values for aerobic exercise for the age group of this study
were 134 and 138 beats/minute for males and females, respectively. The limits of this study are from 100 to $160 \% R H R ;$ therefore, the maximum allowable resting heart rate for subjects was 84 beats/minute for males and 86 beats/minute for females in order that no task would require an anaerobic contribution and that a steady state heart rate could be achieved for all tasks performed by all subjects.

It was shown (in this study) that individuals of similar characteristics (e.g., males of good physical fitness) have similar heart rate patterns when presented as \%RIIR versus time. It was also apparent that although a specific heart rate pattern can be produced by persons of all subject categories, the actual mechanical work necessary to produce this pattern varies for each subject category. There is little value in predicting a heart rate pattern if. it is necessary to supply the expected steady state heart rate as input to the model. If this were the case, it would be necessary to empirically determine the steady state heart rate for a given task for any given individual. Upon considering this need, it becomes apparent that in order to make hearl rate patterns a useful tool for industrial nse, any given heart rate pattern must be equated with a work load. It was hypothesized at the onset and later determined experimentally that the relationship between work load and steady state \%RHR is linear and unique for each subject category over the range of this
study ( $100 \%$ RHR to $160 \% R H R$ ).
The immediate problem in predicting heart rate patterns is the extreme variation in absolute heart rate (HR), even for persons of similar characteristics (same subject category). A relationship between work load and steady state heart rate such as shown in Figure 1 can be developed. However, the only way to develop this relationship is to record steady state heart rate at different levels of work loads for each individual sevarately. A similar relationship could be developed by using averaged data supplied by a group of subjects. However, one standard deviation about the regression line may be as much as 15 beats/minute. Therefore, it is difficult to draw conclusions about individuals from relationships developed from averaged data because of the individual variations attained in absolute heart rate. There is also a need to eliminate the requirement to empirically determine the work load versus steady state heart rate relationship for each individual. Perhaps the key to examining this relationship is to reduce all relationships to intercept at a common point. This can be accomplished by using percent of resting heart rate (\%RHR) instead of heart rate. Regressions for work load versus stoady state \%RHR were computed for all subject categories from empirical data. These relationships serve as input to the model. Therefore, given a work load and category of subject, the expected steady state \%RHR can be determined.


Figure 1. Example of relationships between steady state heart rate and work load (solid line--left ordinate) and between steady state $\% R H R$ and work load (dotted line--right ordinate).
ligeure 1 also illustrates the relationship between work load and steady state \%RHR.

The heart rate pattern is defined, for the purposes of this study, as an individual's heart rate over time from the instant he begins performing a physically demanding task of fixed intensity (including the resting state) until the termination of the task. The instant the individual stops performing a task of fixed intensity and begins a different level of fixed intensity (could be a resting state), another heart rate pattern is realized. In this case, a step change in work load or task intensity is realized. Figure 2 illustrates graphically what is meant by a heart rate pattern. Shown are the resultant heart rate patterns of two subjects who each performed a light work task. Subject $A$ is of the sedentary male subject category and Subject $B$ is of the sedentary female subject category. The task intensity was not the same. It can be noted that there was a 10 beat/minute difference in the initial heart rate values (in this case resting heart rate) at time zero. Subject A realized a steady state heart rate at 93 beats/minute arter 48 seconds and Subject $B$ at 80 beats/minute after 53 seconds. It would be difficult to predict these heart rate patterns since it is possible and probable that another subject of Subject A's characteristics (sedentary male--MS) could have produced Subject $B^{\prime}$ 's (sedentary female--ris) heart rate pattern and vice versa.


Figure 2. HR patterns (HR versus time) for two subjects performing tasks of light intensity.


Figure 3. HR patterns (\%RHR vs time) for two subjects performing tasks of light intensity.

Figure 3 illustrates the graphic representation when ofllik is used instead of heart rate to indicate heart rate patterns. Note that although the heart rate patterns are similar, the level of work load or task intensity at a steady state of $133 \%$ RHR is not necessarily the same. 'rhe task intensities were 125 watts and 70 watts for Subjects A and 13 , respectively. Figure 4 illustrates, again, the disparity in heart rate patterns for tasks of moderate intensity (versus light intensity for Figure 2). The heart rates of both subjects reach a steady state at $160 \% \mathrm{RHR}$ as shown in $F i g u r e$ 5. However, again the task intensities required for like levels of steady state \%RHR were different. The task intensities were 220 watts and 130 watts for Subjects $A$ and $B$, respectively.

In order to illustrate the method by which the predictive model of this study compensates for the disparity in work load for similar patterns (of \%RHR), the following example is presented. An individual is selected from one of the four subject categories. The individual is a sedentary male (MS) and his seated resting heart rate is 7 b hrats/minute. The intensities and durations of the tasks masi be supplied. For example, the model will predict the heart rate response for a series of tasks of 110 watis for 60 seconds, 175 watts for 70 seconds and zero watts for 110 seconds. By using Figure 1 as the steady state $\%$ 伹 $H$ to work load relationship for sedentary males,


Figure 4. HR patterns (HR versus time) for two subjects performing tasks of moderate intensity.

ligure 5. HR patterns (\%RHR vs time) for two subjects performing tasks of moderate intensity.
it can be determined that there are steady state \%ollo's of 130,147 , and 100 for work loads of 110,175 , and zero watts, respectively. The model supplies all transient responses between step changes in task intensity. This procedure is explained in detail in Chapter IV. The model predicts in terms of $\%$ RHR and then $\%$ RHR is translated to heart rate, since the individual's resting heart rate is given. The results of the predictive model for the subject and series of tasks previously defined are shown in Appendix $\bar{T}$ under series $1-M S$.

## Relevance and Contribution

llpon reviewing the papers presented at a symposium on heart rate variability, Rolfe (1973, p. 2) stated:

> It will be widely acknowledged for those who have measured heart rate variability that an anomaly frequently presents itself; namely that while a recorded trace of lif often shows clearly the suppression of variability in the work condition, it is difficult to quantify the change in cardiac response and relate it to the task. This theme is apparent throughout the papers which follow. The study of HR variability is at the stage where the problem is no longer one of getting effective electrodes and portable cardiac recording apparatus; rather it is in the development of techniques to process and analyze the data.

At present, no one has developed a predictive model which reflects cardiac response to stimuli on an individual basis.

Aberg, Elgstrand, Magnus and Lindholm (1968, p. 189) collaborated in an attempt to build a model to predict energy expenditures. (HR has been shown to be an effective predictor of energy expenditure (LeBlanc, 1957, p. 275).)

Their rationale for building this model merits repeating.
The accuracy of physiological work studies depends only in part on the measuring instrument itself. If the measurement is performed on work which is insufriciently described, the total accuracy of the measurement is decreased. A proper selection of description variables increases the accuracy of physiological. work measurement and makes a fairly general prediction of the energy expenditure possible. A model for prediction of energy expenditure from physical data is proposed and has been tested in a number of industrial cases. The accuracy of the result is of the same order of magnitude as a good work study.

They indicate that a good predictive model can produce results which are as accu ese, in many cases, as if actual measurements were taken. The advantages of predictive models becomes readily apparent when it is recognized that it is possible to produce a heart rate pattern of the same order of accuracy as that of an empirical investigation. The predictive model of this study has the potential to produce the heart rate pattern for any individual which fits a combination of the levels of the two variables investigated (e.g., female of good physical fitness). An individual's cardiac response to tasks requiring certain steady state \%RIIRs can be depicted without actual measurement of heart rate while performing these tasks. This could result in savings in time and resources to industrial and government organizations.
lucien Brouha (1960, p. 15), who was an established anthority in physiological stress in industry, stated:

In man, research is limited by the methods that can be used without impairing the subject's health or his performance. This consideration reduces substantially
the kind of measurements that can be made directly during muscular activity. Fortunately, because of its close relationship to cardiac output and oxygen consumption, heart rate can be utilized to evaluate stress imposed by muscular activity with a minimum amount of interference with the subject's freedom of motion and performance ability. As a single factor, it can quite accurately depict the adjustment of the individual to muscular work and can be used conveniently as an index for evaluating the overall adaptation to muscular activity.

As Brouha indicated, heart rate is a viable tool for measuring muscular activity. However, interpretation of individual heart rate patterns is difficult with the present knowledge. Heart rate and heart rate patterns may vary greatly between sex, physical fitness, etc.; however, the predictive modeling technique developed within this study aids in transforming disparate heart rate patterns into comparable terms.

Man has physical limitations such as endurance and strength which are approached and sometimes surpassed in his working environment. These limitations must be recognized as critical when establishing criteria for work standards. An individual's heart rate could be a valuable tool when correlated with other limited physical capacities (e.g., endurance capabilities, blood pressure, work capacity, etc.). An investigation of heart rate patterns could provide the necessary information required to depict why and how an individual's heart rate varies. If so, then standards could be established for undue stress to not only the individual's cardiovascular system, but also other limited physical capabilities.

## Uses of Heart Rate Patterns

The predictive model utilizes heart rate patterns to depict the expected cardiac response of an individual to physical work tasks of varying intensity. By accurately predicting the cardiac response to work tasks the need for actual measurement of an individual's heart rate under physical stress would be eliminated.

At this time specific guidelines have not been established to set critical limits of heart rate for individuals of specific categories with respect to \%RHR. At present, heart rate and/or oxygen consumption are used for industrial guidelines to measure physiological cost. However, only unofficial guidelines exist, and then, only average values are presented. For example, gross unofficial guidelines are that a worker not be required to work on a continuous basis at a rate of over 4.5-5 kcal/min for metabolic energy expenditure and/or $120-125$ beats/minute for heart rate. It is difficult to apply such guidelines since energy expenditure and heart rate vary so greatly between individuals. Murrell (1965, p. 375) compared two men of different size to illustrate this difference. A 144-pound male expended $4.0 \mathrm{kcal} / \mathrm{min}$ of work where a 200 -pound male expended $5.3 \mathrm{kcal} / \mathrm{min}$ of work while walking at a rate of 3 mph . The former was within the unofficial guidelines and the latter was above, yet both were accomplishing the same task. This illustration points out the need for
individualizing guidelines for energy expenditure and heart rate.

Future guidelines might reflect critical limits for $\%$ RHR for particular categories of individuals. From this study, and under the restrictive conditions of this study, a task requiring a particular physical work output could be applied to each subject category (within this study). Then the task could be related to a steady state \%RHR for each subject category. For example, a steady state of $150 \%$ RHR might be the standard maximum allowed for an 80 watt task of 5 minutes duration. (These criteria will have to be determined in a subsequent study.) It could also be true that only males of good physical fitness between the ages of 20 and 30 can maintain a steady state $\%$ RHR of less than $150 \% R H R$ for that task. In this case, only persons of that category would be allowed to perform this task. All other tasks could be evaluated in a similar manner; therefore, the proper worker would be placed in the proper working environment.

In summary, this model allows for the collection and evaluation of heart rate data in comparable forms (\%RHR). A national program to develop a historical data bank of cardiac responses (in terms of $\% \mathrm{RHR}$ ) of individuals of various personal characteristics for various task intensities could result in work standards. These standards could be effectively used for personnel selection and task evaluation.

## CHAPTER II

## RELATED INVESTIGATIONS AND RESEARCH

This investigation encompasses an attempt to develop a predictive model for cardiac response to fixed intensity tasks which can be related to the individual. There are many research efforts which have supplied direction and foundation for this examination. Of particular importance are the past attempts to develop predictive models. Research efforts pertinent to the development and evaluation of this model are presented in this chapter.

## General Background

LeBlanc (1957, p. 275) indicates that heart rate can be an effective tool in the measurement of work activities. It had been determined ky scvosal enperimentors that thore is a definite correlation between heart rate and oxygen consumption within a limited range. LeBlanc extended his studies to investigate work and recovery heart rates of individuals while exercising at different levels of activity. He was concerned with curves which showed the heart rate pattern for one particular exercise. First, he illustrated graphically the pattern from resting heart rate to termination of a one mile run while varying the intensity (speed of runner). Second, he
illustrated the pattern from resting heart rate to termination of a run which extended for varying lengths of time. The heart rate pattern showed an upward trend as intensity and/or duration was increased. It was apparent that the body experienced fatigue, therefore the heart rate increased to exhaustion at high levels of intensity and duration.

LeBlanc also viewed the associated recovery patterns. Since the body seemed to fatigue, he suggested that heart rate be used as an index of level of fatigue. Although it is not within the scope of this study to investigate fatigue, the results do indicate that the transient heart rate response to a step increase in work load as well as the recovery heart rate patterns are good indicators of physical fitness.

Brouha (1960, pp. 15-17) depicted the types of heart rate patterns (he used the term heart rate curves) for exercise situations into three categories. The first is where an individual is subjected to light exercise. The cardiac reaction to this light exercise is exaggerated at first but then gradually decreases to a steady state which is above the normal resting heart rate. The second curve involves a more intense exercise during which the heart rate increases to a steady state. The third curve is when the exercise intensity is such that the heart rate does not reach a steady state but continues to increase until the individual is exhausted. Figure 6 illustrates Brouha's "three typical curves."

Empirical results collected by this writer indicate


Figure 6. Heart rate curves during exercise and recovery for increasing work intensities. (Brouha, 1960, p. 16)
a deviation from these typical curves. With respect to the first curve, there was not so much increase above steady state heart rate at the start of the task. There was, instead, a gradual increase in heart rate to steady state. The second curve can also be challenged as to its general validity and application to any given individual. The graph of Figure 6 indicates that an individual with a resting heart rate of 75 beats/minute will maintain a heart rate of 130 beats/minute for an exercise of sufficient intensity to cause the cardiac effect of Curve II, for 15 minutes or longer. Fifteen minutes is a very long time to maintain a steady state for such an intense exercise. The results of experiments conducted by this writer indicated a very gradual increase after approximately three to four minutes for heart rates of 130 beats/minute as body fatigue became a factor. The 130 beats/minute is the approximate maximum heart rate of all subjects attained during experimentation (maximum 134 beats/minute). The third curve indicates an increase to exhaustion. An individual may reach a steady state (maximum attainable heart rate) prior to exhaustion and continue the exercise. Exercise of this intensity could be harmful to certain individuals' health and should be avoided. Authorities such as Brouha (1960, pp. 17, 19, 89, 111) and Murrell (1965, p. 376) have tended to study heart rate patterns in a gross form utilizing heart rate averages of many persons to display results and depict transient responses.

It is common among researchers to display heart rate patterns graphically by plotting average heart rate against time; however, much information is lost when averaging the heart rates of many persons. For example, it is possible that the resting heart rates of a group may range from 56 to 90 beats/minute with an average of 78 beats/minute. The individual with a resting heart rate of 56 beats/minute may never exceed the average of 78 beats/minute for a light work task. This information is lost in the average.

An alternative to displaying heart rate patterns was shown by Schilpp (1951, p. 441). He utilizes beats/minute above resting heart rate in order to represent a general heart rate pattern. The assumption which is implied, but is not noted by Schilpp, is that each individual engaged in muscular activity will have the same increase in heart rate and the increase is independent of an individual's resting heart rate. As Brouha (1960, p. 22) notes, the resting heart rate is an indication of physical fitness, and therefore the heart rate displacement (beats/minute above resting heart rate) can be expected to be less for an individual with a lower resting heart rate.

The results of this dissertation indicate that heart rate patterns produced by dynamic muscular activity of fixed intensity can be reproduced as the individual repeats the exercise. However, the repetition of a pattern is dependent on the intensity of work and the duration of the preceding rest period. Approximately the same heart rate pattern can
be obtained from an individual performing successive trials of the same task if the rest period is of sufficient duration. Rest periods are, in practice, not long enough for any individual to completely recover from an intense work task (20 minutes to over an hour). There is an accumulative effect which causes dissimilar heart rate patterns to occur when an individual is subjected to a task without sufficient rest. For light and moderate work loads the heart rate pattern can be repeated with accuracy. Fven though a subject may be a little fatigued, an approximate replica of the heart rate pattern will still be produced when the task is light to moderate.

One objective of this study was to isolate and describe the effects which certain variables (sex and physical fitness) have on the heart rate of an individual under a controlled environment. It has been established that humidity and temperature do appreciably affect the heart rate during exercise (Brouha, Smith, DeLanne, Maxfield, 1960, p. 137). These two factors will not be examined. In the same study, the authors did pinpoint scx as a definite variable to be examined. They determined the reactions of females to be similar but at a statistically significant higher level than men. Under exercise conditions in a controlled environment the average female subject's heart rate is 6 to 8 beats/minute higher than a male's. This deviation in heart rate between the sexes is considerable; therefore, sex i included as a variable in the
predictive model of this study.
Related, perhaps, to studying the heart rate pattern is the study of heart rate variability. Malmo and Shagass (1949, pp. 181-184) conducted a study to observe the correlation between age and heart rate variability. Heart rate variability was determined, in this case, by measuring the heart rate on three beat intervals taken before, during and arter pain stimulation (thermal stimulation) and before and after standard questioning. For 12 pain stimulations there were 60 measurements taken. Heart rate variability was then calculated by determining the standard deviation of the 60 measurements. The findings indicate that the heart rate variability decreases with age in a linear fashion. They found no significant correlation between heart rate and heart rate variability. The females' heart rate variability was significantly higher than the males'. The explanation for the decrease of heart rate variability with age offered by the authors was the diminishing autonomic nervous system influences with increasing age.

Heart rate variability was said to be "a superimposiLion of different sources of variation which are systemized" (Rohmert, Laurig, Philipp, Luczak, 1973, pp. 33, 38-40). Theirs was an attempt to classify, in order of affect on heart rate variability, different categories of internal or external causes of variation. They found high correlations to heart rate variability for muscular work and weak
correlations for that of non-muscular work. There are many methods of measuring heart rate variability. Their data were constructed by examining 50 beat intervals during 500 beats at a steady state heart rate.

The response of the cardiovascular system to nonmuscular activities is difficult to interpret and explain. Kalsbeek (1973, p. 99) discussed sinus arrhythmia and likened it to heart rate irregularity. In his study, he stated that there are 30 different methods for scoring sinus arrhythmia, and in some cases different scoring methods indicate opposite results for the same data. Firth (1973, p. 7) quoted Kalsbeek as suggesting that instantaneous heart rate can be related to mental load. Within the same article Firth (1973, pp. 13 and 14) indicated that both heart rate and heart rate variability need further study in order to become useful research tools, and indicated that the cardiovascular response to any stimulus is unpredictable. It is recognized that non-muscular activities can have an effect on the heart rate. However, all non-muscular variations in heart rate are ignored for the purposes of this investigation.

The gross changes in heart rate resulting from static or dynamic muscular loading dominate other physiological and/or psychological causes of variability in heart rate. Rohmert and his colleagues (1973, p. 43) attest to this fact. It is for these reasons that this study includes only that variation in heart rate which is induced by muscular activity.

Greene, Morris and Wiebers (1959, pp. 182 and 183) described a relationship that may exist between the initial response to exercise from a resting state and the recovery to a resting state in terms of physiological cost of work. They plotted metabolic cost over time during response to exercise and recovery. The plot is similar in form to that of $\%$ RHR over time for the same activity (see Figure 7 ).

There have been no studies which address \%RHR as a measure of metabolic cost. Although, this type of examination is not within the scope of this study, the analogy of $\% R H R$ to metabolic cost was helpful in explaining certain results.

## Initial Value of Heart Rate Consideration

In an industrial environment, many times workers are not allowed to complete a task of a certain intensity and then rest or recover before the next task. As is more often the case, workers move from one physically demanding task to another without having an opportunity to allow their heart rate to return to a resting steady state. For this reason there can be any number of heart rate patterns for a task of a certain intensity. A worker's heart rate at the start of a task would be dependent upon the activity performed immediately prior to the start of the task. To illustrate the efrect of the initial value of the heart rate on the heart rate pattern, Figure 8 shows five heart rate patterns which might have all been produced by one individual performing the same task five times but having five different initial values
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Figure 7. Expected area relationship between response and recovery to exercise (solid line). Area A represents oxygen debt and area $B$ represents oxygen payback.


Figure 8. Example HR patterns for varying initial HR values for a task of fixed intensity.
of heart rate at the start of the task. For example, heart rate pattern 2 of Figure 8 increases from $115 \%$ RHR to a steady state 130 \%RHR.

Wilder's (1950, p. 392) Law of Initial Value states that:

> - . the response to agents stimulating the function under investigation depends to a large extent on the initial level of that function. If that level is low there is a tendency to a marked increase; if that value is average this tendency is less marked; if the initial value is high we shall often find minimal or no increase and quite often a paradoxical drop. . The exact opposite is true for $\ddagger$. mibitory agents.

Wilder intended his law to apply to psychophysical responses to stimuli. It can, however, be applied to cardiac response to muscular activity as well. As the absolute difference between the initial and the steady state heart rate required to accomplish the task becomes greater, the more rapid the rate of change of cardiac response. The rate of cardiac response becomes less as heart rate approaches the value required for the task.

## Training and Its Effect

Under a controlled environment, the cardiovascular response to a task of a given intensity can be altered considerably through the effect of training (Brouha, 1960, p. 27). Brouha ( 1960, p. 29) stated his results that the resting heart rate decreases with training. The stroke volume also increases with training, thereby allowing the heart to function more effectively by circulating more blood per beat. Since resting heart rate is effected by training, caution was
taken during this investigation to insure that a subject's resting heart rate was not affected by repeated trials during experimentation. The controls are detailed in the procedures section. By utilizing these controls, the effect of training was of no consequence.

## Predictive Models for Heart Rate

Dahl and Spence (1971, pp. 369-376) undertook a study to predict heart rate by task demand characteristics. Nine questions were asked tout the task. Then each task was rated according to frequency and complexity with l (least frequent and complex), 2 , or 3 for each question. The tasks which were expected to have the least effect on heart rate increase would have a rating of 9 (sum of 9 ratings of 1 ) and those tasks expected to have the greatest effect on heart rate increase would have a rating of 27 (sum of 9 ratings of 3). Correlations between task demand scale figures and experimental heart rate were .86 to . 90 . The above study was not concerned with physical tasks of appreciable intensity. The range of heart rate deviation was small compared to the gross variations in hearl rate expected in even light physical work tasks. The heart rates were averaged over all subjects. Schilpp (1951, pp. 434-445) suggested a mathematical description of the heart rate response to exercise. His model was derived from 20 subjects who accomplished the same excrise ( 36 step-ups on a one foot platform/minute for 2 minutes). The model reflects only an average response and
then only for one exercise. He used beats/minute above resting heart rate for ordinate values. However, he rendered no formal definition of resting heart rate. The exercise performed would be considered heavy exercise at an expected average heart rate of approximately $200 \% R I I R$ after two minutes. The exercises for this study required no more than $160 \% R H R$ for any exercise.

Essentially, Schilpp's model describes only the transient response of the heart rate pattern. The expected steady state heart rate is not included in the mathematical model for any task intensity other than the one previously described which was for the only exercise investigated. In order to predict cardiac responses at different levels of work load, it would be necessary to empirically develop a new set of time constants since steady state is achieved more quickly for tasks of lesser intensities. Also, it would be necessary to determine how many beats/minute increase should be attributed to the fast component ( $A_{1}$ below) and how many beats/minute increase should be attributed to the slow component ( $A_{2}$ below).

Schilpp's model has two mathematical components. The first is used to define the heart rate during the first 10 to 15 seconds of exercise, and the second during the remainder of the exercise. The form is as follows:

First component, $A_{1}\left(1-e^{-K_{1}}\right)$
Second component, $A_{2}\left(1-e^{-K_{2} t}\right)$
resulting in, $Y=A_{1}\left(1-e^{-K_{1} t}\right)+A_{2}\left(1-e^{-K_{2} t}\right)$
where, $Y=$ heart rate at time $t$
$t=$ time in seconds
$\mathrm{A}_{1}=19$ beats/minute
$A_{2}=61$ beats/minute
$A_{0}=A_{1}+A_{2}=80$
$K_{1}=.385$
$K_{2}=.0233$.
Both components approach their respective limits of $A_{1}$ and $A_{2}$ over time. Since $K_{1}$ is much larger than $K_{2}$, the first component approaches its limit ( $A_{1}$ ) much more rapidly. The effect of the first component is $90 \%$ complete within the first 7 seconds. The effect of the second component is of longer duration with half of its effect complete within 30 seconds and $90 \%$ complete within 90 seconds. Steady state is reached at about $I^{\prime}$ minutes.

Schilpp indicated that the recovery is not begun until about 10 seconds after the rest period has begun. It is interesting to note that other studies (Brouha, Smith, Delanne, Maxfield, 1960, p. 135) indicated an abrupt decelcration in heart rate when exercise is stopped. However, Shilpp admits that "the first 30 seconds of recovery have not been studied carefully. . . ." The recovery formula was as rollows:

$$
\begin{aligned}
Y & \because A_{o} \\
& e^{-K_{3} t '} \\
\text { where } A_{o}^{\prime} & =76 \\
t^{\prime} & =t_{R^{-10}} \text { (R for recovery) }
\end{aligned}
$$

$$
\mathrm{K}_{3}=.0260
$$

Note that $K_{3}$ and $K_{2}$ are approximately equal indicating that the rate of increase is equivalent to the rate of decrease. Schilpp's colleague expected a continued steady state heart rate after the start of recovery for about 15 seconds and then rapid drop according to the "fast" component. He then suggested the recovery formula to be

$$
Y=A_{1} e^{-K_{1} t}+A_{2} e^{-K_{2} t}
$$

After referencing,$\sim h i l p p ' s$ "description" of the heart rate response to exercise, Suggs (1967, pp. 195-205) used a different approach to develop a model for heart rate response to exercise. He relied heavily on the many studies (including his own) that indicate oxygen consumption is linearly related to heart rate during both steady state and the transition period after exercise starts or stops. His model is "based on the more macroscopic physiological responses and will require no explicit reference to specific biochemical changes taking place at the cellular level." In order to develop a model to predict heart rate which can be applicable to industry, a researcher must subscribe to this type of examination. An examination at the cellular level would encompass many generalities and assumptions thereby making it difficult to produce a viable model.

The derivation of Suggs! model will not be discussed in detail here as it is tedious and involved and not directly related to the model for this thesis. Essentially, Suggs
used the equation that oxygen intake is equal to external respiration of oxygen plus oxygen consumed to produce body energy. Using previously developed relationships between oxygen consumption and heart rate, he transformed the equation to include only heart rate as the variable. Then he empirically established constants for the equation. He developed two equations, one for exercise response and one for recovery. His equations are as follows:
$\mathrm{H}=$ heart rate
$H_{o}=$ Initial heart rate
$H_{e}=$ Final heart rate (steady state)
$A=H_{e}-H_{o}$
$K_{1}=.693$, for light exercise
$K_{2}=.499$, for light exercise
Exercise $\quad H=H_{e}-A e^{-K_{1} t}$

Recovery $H=H e+A e^{-K_{2} t}$.

Suggs concerned himself with heart rate responses to a step change in exercise level. The model was developed using averaged data from similar trials. Suggs stated that "it is not expected that the results will be useful for predicting heart rate. . . ."

The mechanism that Suggs used to determine an expected steady state heart rate was to convert steady state oxygen consumption to steady state heart rate. He presented a graphic display, complete with data points, but did not
supply the regression equation. The regression was determined from graphic display to be

$$
H_{e}=60 L+78
$$

where $L=$ steady state $O_{2}$ consumption in liters/minute. The relationship of $\mathrm{O}_{2}$ consumption to work load (Astrand, 1971, p. 352) is
$L=.014 \mathrm{~W}$
where $\mathrm{W}=$ work load in watts.
By incorporating the above relationships into Suggs' model, steady state heart rate could then be determined and the model could be used to predict heart rate. The above two equations were not presented by Suggs, but are suggested by the author of this thesis to complement the usefulness of Suggs' model.

Vogt, Meyer-Schwertz, Metz, and Foehr (1973, p. 45) conducted experiments to extract indirect estimates of muscular work stress and environmental heat stress from heart rate variations (heart rate patterns). A product of their experiment was a two part model which could be used to predict heart rate at any period of exercise. Vogt (et al.) stated that as long as other influencing factors are removed, the heart rate depends on mechanical work performed and environmental heat stress imposed. The experimenters are optimistic about the usefulness of heart rate. They stated:

Even though heart rate itself is not a straight forward measure of cardiac cost, the finding of some precise laws of action and interaction of the factors involved in
its combined responses to muscular work and environmental heat should enhance their value for practical purposes.

They also agree that there is a need to quantify heart rate patterns.

All (researchers in physiology) agree on the clear cut differences between the respective patterns of initial acceleration and final deceleration of the heart rate. There is, however, no agreement on the quantitative form of the transfer function relating the heart rate "output" to the mechanical power "input" for even the simplest cases of positive (work onset) or negative (work stoppage) transient inputs.

In order to predict heart rate Vogt also detailed the circumstances required. The heart rate must realize a steady state and to do so the mechanical work (work load) must be submaximal and the work must be performed in the thermal comfort zone. Specifically, the lack of steady state occurs when the mechanical power exceeds the endurance limit, which is defined as "the maximal energy expenditure covered exclusively by aerobic metabolic processes, amounting to approximately $4 \mathrm{kcal} / \mathrm{min}(279$ watts)." The greatest power requirement for the experiment of this dissertation was 220 watts, which is in the aerobic range. Also, all experiments were conducted in the thermal comfort zone $\left(72^{\circ} \mathrm{F}\right)$.

Vogt found two different stages of heart rate variation which appeared in sequence for both increases and decreases in mechanical power. The first stage is called the fast variation stage and is of two to five minutes duration. The second stage is the slow variation stage.

The former is the concern of this dissertation. Vogt's model is not an attempt to predict heart rate response to exercise during the slow variation stage, but is intended to relate heart rate, heat stress, and work load over time and during fixed intensity tasks. Essentially, work load and standard heart rate at rest are given inputs. Rectal temperature and mean skin temperature (taken at four locations) must be measured dynamically as the task is being performed; therefore, the model cannot be considered a predictive model for the slow variation stage. The work load is considered by translating mechanical power to beats/minute increase above resting heart rate to a steady state level. The conversion is:

$$
\mathrm{C}=\mathrm{bW}
$$

where $C=$ beats/minute above RHR at steady state $b=.4$ beats/minute/watt $W=$ mechanical power in watts.

The heart rate at period $j$ (during the slow variation stage) is then determined by the following equation:

$$
\begin{aligned}
N_{j}= & N_{0}+C+21\left(T_{r, j}-37.0\right)-3\left(\Delta_{j}-4.00\right) \\
\text { where } N_{j}= & \text { heart rate at period } j \\
N_{0}= & \text { standard heart rate at rest } \\
T_{r, j}= & \text { rectal temperature at period } j \\
\Delta_{j}= & \text { difference }\left(T_{r}-T_{s}\right) \text { between rectal and mean } \\
& \text { skin temperature at period } j .
\end{aligned}
$$

The change in heart rate at period $j$, during the fast
variation stage (concern of this dissertation) is detcrmined by the following equation:

$$
D=A\left(1-e^{-(K t-p)}\right)
$$

where $D=$ beats per minute change in heart rate
A = steady state value
$K=$ reciprocal of time constant $=1 / T$
$t=$ time measured from instant of step change of mechanical power
$p=$ pure tire delay.
The constant $K$ is a function of the initial value of the heart rate and $C$ for heart rate acceleration.

$$
K=-1.35-.0078(I+C)
$$

where $I=$ heart rate at the time of the step change of mechanical power.

For heart rate deceleration

$$
K=-.712-.0069 C
$$

The heart rate is determined for the fast variation stage by two formulas. For step changes of increasing task intensity the following equation is applicable:
$N_{j}=D+N_{o}$.
For step changes of decreasing task intensity the following equation is applicable:

$$
N_{j}=I-D .
$$

In comparison, Schilpp, Suggs and Vogt utilized mathematical equations to predict heart rate patterns. Schilpp used two exponential components versus one for Suggs
and Vogt. The time constants were set for Schilpp's model, making prediction of light tasks erroneous. Suggs and Vogt allowed for changes in the time constants dependent upon the intensity of the task. Suggs suggested three constants for three general levels of task intensity. The time constants of Vogt's model were a function of resting heart rate and work load. Unlike Vogt, neither Schilpp nor Suggs presented a definitive method for dexiving the steady state heart rate to be achieved for any given work load. The models of Suggs and Vogt allowed for step increases and decreases in task intensity where Schilpp considered only increase and recovery to a resting state. The models of Schilpp and Vogt required a knowledge of resting heart rate but did not define the mechanism for determining resting heart rate. The models, as presented for all three, made no allowance for variations in sex, physical fitness or any other human variable. The predicted heart rate patterns are assumed to apply to all persons, and, therefore, only one pattern is predicted for each work load and duration for each model. In the results sections a comparison is made of selected heart rate patterns predicted by the three aforementioned mathematical models, the model of this study and the actual observed heart rate patterns.

## CHAPTER III

## THE EXPERIMENT

This chapter is a discussion of the experimental equipment, subjects, and the experimental procedures. It is prefaced by a general description of the experiment and an analysis of the industrial applicability of this technique for heart rate measurement.

## General Description of Experiments

There were three experimental testing sessions. The first two, referred to as phase one and two of testing, were conducted for the purpose of quantifying the relationships between work load and steady state $\%$ RHR for each subject category and, also, to supply the required empirical data for the predictive model. Phases one and two related to each subject; therefore, it was not necessary to complete phase one for all subjects before beginning phase two. The third testing session, referred to as validation testing, was conducted for the purpose of evaluating the accuracy and validity of the predictive model. During all three experimental testing sessions, subjects were asked to exercise at a constant rate on a bicycle ergometer for varying task int ensities while their heart rate response was recorded. Resting
heart rate was determined at the onset of each testing session.

During phase one, all subjects were screened according to physical fitness. This was accomplished by interviewing each subject. Next, those subjects selected were asked to perform fixed intensity tasks, and the steady state heart rate pattern was recorded. Finally, the subjects performed tasks which ultimately required a fixed steady state \%RHR. In this case, a trial and error technique was employed by varying the intensity of the task in order to find the proper work load for each subject.

In order to continue with phase two for a given subject, it was necessary to have completed phase one, since the method of testing in phase two depends on the results of phase one. The subjects performed tasks at the levels of intensity determined in phase one. All tasks resulted in a steady state heart rate but required varying initial values of heart rate.

The validation testing consisted of one subject from each of the four subject categories performing a series of step changes in task intensity (2 or 3 step changes). The heart rate patterns produced were then compared with the predicted heart rate patterns in order to evaluate the validity of the predictive model.

## Industrial Applicability of Experiment

Corlett (1973) states that any technique for the measure of heart rate for industrial use should meet cer-tain criteria. These criteria are:

1. acceptable to subject population
2. standardized (give results which may be judged against defined standards)
3. repeatable
4. readily t cachablo
5. readily interpretable.

Any study concerned with measuring, analyzing, or predicting heart rate should be conducted in a manner such that the above guidelines will be accomplished completely, or if that is not possible, in part.

By discussing each of the above criteria separately, the measurement and consequently the analysis of heart rate data in an industrial environment can be placed into its proper perspective. Fortunately, the state-of-the-art will allow experimenters to monitor and record heart rate via telemetry units with little, if any, inconvenience to the subjects. This was shown during a previous study (Purswell, Krenek, long, 1972), in which subjects were required to exert themselves beyond that required of the normal industrial environment. Also, they were required to accomplish movements as quickly as possible. These movements consisted of considerable body movement in almost every possible body attitude. Without exception, the subjects indicated
that the monitoring apparatus in no way hindered their efforts to perform the assigned tasks. It can be assumed, then, that the heart rate measurements will be acceptable to the subjects in an industrial as well as an experimental environment.

The predictive model of this study depicts cardiac response in terms of $\% R H R$ as well as heart rate. The \%RHR index serves as a common denominator which substantially reduces the interpersonal variations in cardiac responses to exercise. Therefore, by using \%RHR as an index, the results obtained from experimentation and prediction can be judged against defined standards.

The results of this study have indicated that heart rate patterns are repeated for individuals accomplishing tasks of similar intensity as long as fatigue does not become a factor. However, fatigue does become a factor under many industrial working conditions. This study was designed to eliminate fatigue as a variable, but it is recognized that a future study should include fatigue as a variable.

The instructions to experimenters for readying a subject in an industrial environment for heart rate measurements are minimal and should require no more than one to two hours of instruction. In order to obtain predicted heart rate values, the use of a computer is required; however, the only knowledge required to run the program is a
knowledge of how to complete the input data cards. The analysis of results can again be easily taught to trained personnel working in the area of human factors engineering since each output will be compared to predefined standards. Moreover, there should be no interpretation problems since all data and norms will be standardized.

By the preceding logic, the predictive model of this study should be a technique with potential for industrial use. However, further and broader studies are required to encompass the spectrum of the industrial population in order to formalize standards and to set work task criteria.

## Experimental Apparatus

Description and Use
The only physiological variable measured in this study is that of heart rate. The subject's heart rate was measured over time under varying intensities of physical stress. The range of heart rate investigated was limited to those rates between the lowest steady state heart rate (RHR) to $160 \%$ RHR ( 32 to 50 beats/minute above RHR). Most persons can maintain a steady state heart rate of $160 \% R H R$ for short periods of time (1 to 5 minutes). For heart rates much above 160 \%RHR, the heart rate increases steadily to exhaustion or maximum attainable heart rate, whichever comes first. It is expected that most industrial tasks will
require much less than $160 \%$ RHR on a continuous basis.
In order to collect physiological data which exhibited clearly defined trends, the equipment selected for the subjects to use was the bicycle ergometer (see Figure 10). The intensity of the physiological tasks can be increased or decreased on a continuous scale on the bicycle ergometer. Similar cranking tasks using the upper limbs result in noticeable body fatigue after 30 to 60 seconds at heart rates of approximately $120 \%$ RHR. Since tasks requiring a much greater heart rate can be sustained for longer periods of time with less fatigue using the lower limbs, the bicycle ergometer was selected for this study. As Rstrand (1970, p. 283) indicates, the use of large muscle groups for exercise is necessary for tasks which exceed three minutes in order to minimize fatigue.

## Recording Instruments

The actual measurement of heart rate was accomplished by equipment manufactured by Narco Bio-Systems, Inc. The Desk Model Physiograph, DMP-4A, is a strip chart recorder with four recording channels and an event marker. Two channels and the event marker were used for monitoring subjects during experiments. The CA-200 and the Type 7070 channel amplifiers were used in conjunction with the pen motor on the physiograph. The Type 7171 High Gain Coupler was used to receive the heart rate signals from the subjects. The BT-1200 Biotachometer was utilized to transpose elapsed time
for inter-beat intervals to heart rate.
To summarize, the Narco Bio-System components used were as listed below:

1. DMP-4A Desk Model Physiograph
2. CA-200 Channel Amplifier
3. Type 7070 Channel Amplifier
4. Type 7171 High Gain Coupler
5. BT-1200 Biotachometer

Figure 9 illustrates the recording equipment configuration.

## Exercise Equipment

The Monark Bicycle Ergometer (Astrand, 1973) shown in Fig ure 10 was the exercise equipment used for this experiment. In order for the subject to exercise in a consistent manner, a speedometer was used so that the subject could accelerate to a reference point (50 rpm). The subject was asked to maintain a certain power output which could be set on the ergometer on a scale graduated in kiloponds (one Kp is the force acting on the mass of one kilogram at normal acceleration of gravity). By maintaining exercise at a set level of energy (kp) over time, power expended can be deter mined. For example, at 50 rpm a reading of $1 \mathrm{kp}=$ 300 kp meters/minute, and at a two kp setting the power produced is 600 kp meters/minute, and so on. The unit of power used in this study is watts, where $100 \mathrm{kpm} / \mathrm{min}=$ 16.35 watts.


Figure 9. Recording Equipment.


Figure 10. Subject exercising on bicycle ergometer.

Subjects
The subjects varied in physical fitness and sex. There werc a total of eight subjects (two in each of four subject categories) tested to collect data for development of the predictive model. There were a total of four subjects (one in each of four subject categories) tested to collect data to evaluate the model. The total number of subjects was twelve. The subjects were initially selected by somatotype and weight. The somatotyping system used to classify subjects utilizes a combination of endormorphic, mesomorphic and ectomorphic (order of ratings) components to categorize humans. In this system, an individual is assigned a value on a seven-point scale ( 7 being most characteristic) for the relationship to each of the three forms. This somatotyping system is discussed in detail in Croney's (1971) text on anthropometry. Subjects selected were predominantly mesomorphic and had at least a rating of 4 in this category and no more than 3 in the endomorphic and ectomorphic forms. The weight tolerance was 105 to 120 pounds for females and 145 to 160 pounds for males. The height tolerance was 5'2" to $5^{\prime} 5^{\prime \prime}$ for females and $5^{\prime} 9^{\prime \prime}$ to $5^{\prime} 11^{\prime \prime}$ for males.

## Physical Fitness

As an individual improves his physical fitness, he also lowers his resting heart rate (Brouha, 1960, p. 27). Also, there are fewer beats/minute displacement from resting heart rate under physical stress and the speed of heart rate
recovery to a resting state is increased (Brouha, 1960, p. 27). Brouha also indicates physical conditioning allows persons to attain "higher levels of performance." Certain physiological changes take place in persons who are committed to training and thereby causing the cardiac responses to be different from untrained individuals. There is greater strength in the muscles, improved coordination, and a more developed cardiovascular and respiratory system. All of these changes combine to aid individuals in accomplishing physical tasks. General physical training, which results in improved physical fitness, provides an individual with an increased capacity to perform physically demanding tasks of moderate intensity (Brouha, 1960, p. 32). However, for heavier tasks, the person trained specifically for accomplishing a given task will perform it more efficiently than the person with a commensurate amount of general physical training. This study examined individuals of varying states of physical fitness performing tasks of light to moderate intensity. It was expected that those of good physical fitness could accomplish tasks with less expenditure of effort than those whose level of physical fitness was low.

Selecting subjects by physical fitness is a difficult
task. Tests of physical fitness are awkward to administer and even more difficult to interpret. The Harvard Step Test which requires a maximal effort on the part of the subject is unreliable as are all tests which require maximal efforts.

The experimenter can never fully determine whether the subject was exhausted at termination or just unwilling to exert himself further ( Rstrand, 1970, p. 350). Any test for physical fitness requiring a maximal effort is susceptible to erroneous results.

A maximal effort was not used for this experiment. According to data gathered on subjects who exercised to attain a maximum heart rate, the recovery period to resting heart rate is at least 30 minutes and could be more than one hour (Brouha, 1960, p. 17). An exercise of this intensity could cause a considerable oxygen debt and therefore increase the time to full recovery and/or bias results. Any exercise performed subsequent to execution of a maximal effort would be effected. A maximal effort for sedentary persons could delay testing for days and could possibly be harmful to their health. It should also be noted that tasks requiring a maximal effort are seldom found in industry.

As for sub-maximal work test to measure physical fitness, Astrand (1970, pp. 358-359) states that there are two situations in which they can be used. First, they can be used in clinical examinations in order to examine the cardiovascular system under functional stress. And second, they can be used to evaluate the effectiveness of a training program. In the first situation the test is for reliability of the cardiovascular system, and in the second situation the test is used to examine relative changes in an individual's heart rate. In neither situation can an experimenter draw
conclusions about an individual's level of physical fitness. For the above reasons subjects were selected and placed in one of two levels of physical fitness according to a five point classification scheme for state of training or physical fitness suggested by Astrand (1973, p. 32). Astrand's five level classification system is as follows: 1. Completely untrained
2. Sporadic muscular activity--a few times per month 3. Regular but light exercise--once to twice per month 4. Rather intensive training one or more times per week 5. Hard training for competition several times per week. There are only two levels of physical fitness for this study. In order to assure a definite distinction between these two levels, persons of level three above were not accepted as subjects. An extensive interview was conducted with each subject in order to determine if they could be classified in levels one, two, four or five above (see Appendix 2 for a brief description of each subject's state of physical fitness and exercise frequency). If a subject was of level one or two then he was classified as being sedentary (S). If a subject was of level four or five he was classified as being of good physical fitness (G).

## Sex

The other subject variable was sex, male (M) and female (F). The subject categories are as shown in Table 1. Appendix 2 contains a descriptive summary of subjects tested for this study.

TABLE 1
SUBJECT CATEGORIES

|  | Male | Female |
| :--- | :---: | :--- |
| Good Physical Fitness | MG | FG |
| Seclontary | MS | FS |

## Experimental Procedures

## Controls

## Environmental

A11 testing was accomplished in a controlled environment with a temperature of $72^{\circ} \mathrm{F} \pm 2^{\circ}$ and a relative humidity of $45 \% \pm 5 \%$. These conditions were held constant so that temperature and humidity would not be factors. The time of testing was from 10:00 hours to 16:00 hours. The considerable time span was necessary because of the length of each experimental session per subject. The time of day had little noticeable effect on the heart rate patterns or the resting heart rate since this experiment was focused on gross changes not often realized in time-of-day changes in physiological processes.

## Subject

Subjects were asked in advance to adhere strictly to good eating (three well-balanced meals/day) and sleeping practices (approximately eight hours/day) for three days prior to testing. The nutritional problem of one's diet is of importance and must be considered. A quantity deficiency could result in a caloric consumption that is less than adequate for the work to be accomplished and thereby result in a reduced efficiency of the worker (Brouha, 1960 , p. 25). Qualitatively, Vitamin $A$ and Vitamin $D$ are not essential for producing physical work, but Vitamin $C$ has
been shown helprul to those working under heat stress. Another study proved that Vitamin $B$ is imperative for good physical efficiency. Brouha (1960, p. 25) cites Wald, Johmson, and Weaver to state these reactions to Vitamin $A, B, C$, and D. Consequently, certain nutritional imbalances could cause a physical inefficiency. Insufficient rest could also result in physical inefficiencies.

Caution was taken to insure that the subject's performance was not affected by training. Subjects were tested on two days only. The testing sessions were one week apart and no exercise was in excess of 240 seconds. The subjects exercised no more than $10 \%$ of the time thereby allowing 90\% of the testing time for rest and recovery. No exercise was so intense as to require a maximal effort, or even close to it.

## Testing Procedures

The actual testing sessions for phases one and two were scheduled on two separate days and one week apart for each individual. It was necessary to schedule rest periods between trials so as to eliminate an overall fatigue effect. Although the tasks were of varying intensities, the subjects were required to maintain a resting heart rate for five minutes prior to each trial, thereby making the minimum rest period between each exercise at least five minutes.

As the subjects arrived at the testing center, each
was prepared by the experimenter for recording of heart beats. There are several methods for placing surface electrodes on subjects, but the only acceptable method for subjects engaged in exercise is a chest cluster. In any other arrangements, to include limbs, noise is generated in the signal by the muscles in the limbs.

## Phase One of Testing

The subject, although interviewed briefly prior to the testing session, was avain interviewed to assure proper placement in the appropriate subject category. If the subject did not fit into the subject categories of this study, then experimentation was discontinued and another subject was engaged. In order to acclimatize the subject to the experimental environment and to the bicycle ergometer, the bicycle ergometer was adjusted to adhere to the subject's arthropometric dimensions, and then the subject was allowed to exercise at will. Once the subject felt familiar with the bicycle ergometer, he was then asked to practice maintaining 50 rpm . The subject was then seated for fifteen minutes. His resting heart rate was then recorded for five minutes. The average resting heart rate was determined by counting the number of heart beats in this five minute period to determine the average beats per minute at rest (RHR).

In order to determine the work load to steady state \%RHR relationship, each subject performed three tasks of which one was of light intensity, one of moderately heavy intensity,
and the intensity of the third task was approximately midway between that of the former and the latter tasks. All tasks were performed on the bicycle ergometer until a steady state heart rate was attained. This first task was of sufficient intensity to raise the heart rate of the subject from 8 to 15 beats/minute above resting heart rate. The second task required an increase in heart rate of 15 to 25 beats/minute. The third task required an increase in heart rate from 25 to 40 beats/minute. In each case steady state was maintained for 30 seconds. The experimenter was then able to proceed to part two of phase one with an idea of the steady state heart rate to work load relationship for each subject. The purpose of the second part of phase one of testing was to determine the work loads required for a particular subject's heart rate to steady state at \%RHR levels of $120 \%$ RHR, $140 \%$ RHR and $160 \%$ RHR. Conversion tables for translating heart rate to $\%$ RHR and $\% R H R$ to heart rate aided the experimenter in dealing with the two measures of cardiac response. (Conversion tables shown, in part, in Appendix 14). The testing included a trial and error technique. The experimenter could estimate the required work load from the results of part one. The experimenter set the bicycle ergometer at the work load level that he thought might require a steady state of $120 \%$ RHR and asked the subject to exercise. If the steady state heart rate was not within $\pm 2 \%$ of $120 \% R H R$, fine adjustments in work load were made by the experimenter, and the above procedure was repeated until the subject's
heart rate pattern was repeatable to a predetermined $120 \% R H R$. This was accomplished for the three levels of $\% R H R$ and phase one was then completed and the subject was scheduled to return one week later for phase two.

Phase one instructions to subjects are presented in Appendix 1.

## Phase Two of Testing

The second phase was conducted one week after the completion of the first ph.se. The objective was to examine each subject's response to all combinations of step changes in task intensities of exercise for $100 \% R H R, 120 \% R H R$, $140 \% R H R$ and $160 \% R I R_{R}$. That is, the initial value could be any of the four levels of $\% R H R$ and the task could require a steady state \%RHR at any of the four levels of \%RHR. The step task matrix is shown in Table 2.

After the subject had been prepared by the experimenter for recording of heart rate, he was asked to accomplish a few light tasks which required an increase of fifteen to thirty beats/minute in heart rate. This exercise was intended to acclimatize the subject to the experimental environment. The subject's resting heart rate was recorded in the manner described in phase one. If the subject's resting heart rate was not within $\pm 2$ beats/minute of that resting heart rate recorded for phase one, testing was postponed until a later date. The experiment proceeded to include all tasks noted in Table 2 for each subject. The intensity

TABLE 2
MATRTX OF EXPERIMENTAL STEP CHANGES IN TASK INTENSITY

of each task was preset according to data gathered in phase one of testing.

The tasks represented by the cells in Table 2 were combined in pairs in order to expedite test procedures. The tasks were completed for each continuous exercise on the bicycle ergometer. For example, Task B and B' were completed during one continuous exercise on the bicycle ergometer. The task intensity was set at the onset of the exercise such that the subject would realize a steady state of $120 \%$ RHR. This was the initial value (IV) for task B. The intensity was then adjusted such that the subject would realize a steady state of $1 l^{\prime} 0 \%$ RHR. After a 30 second steady state period the task intensity was adjusted such that the subject would realize a steady state of $120 \%$ RHR. Thus, $140 \%$ RHR was the initial value for task $B^{\prime}$. All tasks denoted by a prime (e.g., A') are recovery states. That is, the task is of lesser intensity than the preceding task. There were six trials (a trial being one continuous exercise) which each subject performed. The exercises were $A A^{\prime}, B^{\prime}, C C ', D D^{\prime}$, EE' and FF'. Once these experiments had been performed and the data recorded for all eight subjects twice, the testing required to furnish hard data (empirically derived data) for the predictive model was complete.

Phase two instructions to subjects are presented in Appendix 1.

In order to validate the experiment, four subjects were selected such that each of the four subject categories were represented. Subjects used in phases one and two for for data development were not included. Each subject performed six series of tasks. A series is defined as a combination of adjacent step changes in task intensity. The duration of each series was 240 seconds and each series consisted of either 2 or 3 step changes in task intensity. The subject was at rest at the start of each series.

The step changes in task intensities and associated durations were selected at random for each series for one subject category. Then the step changes for the series of the other three subject categories were chosen such that all like series would require approximately the same steady state \%RHRs for all subject categories. That is, the predicted heart rate patterns for series one would be approximately the same in terms of $\% R H R$, and those for series two would be approximately the same, and so on. This procedure was followed so that there would be a similarity in the cardiac response for each series between subject categories; therefore, the subject category responses could be compared in terms of \%RHR.

All series (step changes and durations) for all subject categories are presented in Chapter V.

The subject was introduced to the bicycle ergometer
and his resting heart rate was determined according to the procedures detailed in phase one. Each subject was given a twenty minute rest period prior to each of the six series of step changes. The subject's heart rate was recorded throughout each series. The step changes in task intensity and durations, subject category, and resting heart rate were input into the predictive model. Utilizing the predictive model, the heart rate responses were predicted and then compared to the observed heart rate responses in order to evaluate the validity of the model.

Instructions to subjects for the validation testing are presented in Appendix 1.

## Collection of Heart Rate Data from Recorded Output

The individual heart beats and the heart rate based on the inter-beat interval were recorded continuously on the strip chart recorder during rest and exercise.

The heart beat data were necessary for determining the resting heart rate as described in phase one of testing. The heart rate data were used to determine the empirically derived hard data patterns of $20 \% R H R$ step changes used in the predictive model and to evaluate the predictive model.
ligure 11 presents an actual recorded response of a sedentary female while performing tasks AA' (100 to 160 to $100 \% R H R)$. From the calibrated output of the strip chart recorder, the data were transferred to Form 3 (see Appendix 6) at 10 second intervals in discrete heart


Figure 11. Strip chart recorder output during exercise AA' for sedentary female.
rate values. In some cases, equipment artifacts caused discontinuities in the recorded heart rate patterns. In these cases the closest, most representative point was selected as the data point transferred to Form 3. After the data had been collected in discrete heart rate values, the conversion tables (shown, in part, in Appendix 14) were used to transform all heart rate data to \%RHR. These data were recorded on Form 2 of Appendix 6.

The heart rate data for validation testing were taken directly from the calibrated strip chart recorder output at 10 second intervals. It was not necessary to convert the heart rate data to $\%$ RHR since the predictive model was evaluated in terms of heart rate.

CHAPTER IV

THE EXPERIMENTAL DESIGN AND PREDICTIVE MODEL

The contents of this chapter include a discussion of the experimental design which was used for the collection and evaluation of the heart rate data necessary for the development of the predictive model. Also, the methodology of the predictive model is presented in detail. A numeric example is used to illustrate the logic and computational procedures of the predictive model.

The Experimental Design for Data Collection

The experimental design of this study was not established to evaluate the results of the model but rather to form a basis by which to collect and evaluate the data (hard data patterns) which constitute the foundation of the predictive model.

The main effects of sex and physical fitness were discussed in detail in the preceding chapter. There are two levels of sex, male and female. There are two levels of physical fitness, good and sedentary. Consequently, there are four subject categories.

The other main effects are time and subjects. The data (heart rate) for each heart rate pattern were collected at ten second intervals at time $0,10,20$, etc. (nine levels of time). The ten second interval provides a reasonable balance between the sensitivity of the data and elapsed time. There were a total of eight subjects tested to supply empirical data for the predictive model (two subjects from each of the four subject categories). There was one replication for each trial; consequently, there are four data points for each time period for each hard data pattern for each subject category.

The experimental design is for a nested-factorial experiment with the main effects of sex, physical fitness, time periods and subjects. The subject factor is nested under sex and physical fitness. This analysis of variance model is applicable for investigating one heart rate pattern (e.g., 100 to $140 \% R H R$ ). There are twelve step changes in all and therefore twelve ANOVAs. The ANOVAs serve a two fold purpose in that the results indicate the significance of the main effects and as a by-product, the cell means by time period and by subject category provide the hard data patterns for the predictive model.

In the analysis of variance model, sex is denoted by "S," physical ritness by "P," subjects by "V," and time periods by "T." Levels 1 and 2 of sex are male and female, respectively. Levels 1 and 2 of physical fitness are good
physical fitness and sedentary, respectively. Each level for subjects represents one subject. Levels 1 through 9 of the time periods are $0,10,20$, through 80 seconds, respectively. The mathematical model is a mixed model.

$$
\begin{aligned}
X_{i j k l m}= & \left.\mu+S_{j}+P_{k}+T_{l}+S P_{j k}+S T_{j l}+P T_{k l}+V_{i(j k)}\right) \\
& +S P T_{j k l}+V T_{i l(j k)}+e_{m(i j k l)}
\end{aligned}
$$

where,
$u=$ grand mean
$V_{i}=$ subjects $\quad i=1,2, \ldots, 8$
$S_{j}=\operatorname{sex} \quad J=1,2$
$P_{k}=$ physical fitness $\quad k=1,2$
$\mathrm{T}_{1}=$ time period $\quad 1=1,2, \ldots, 9$
$e_{m}=$ experimental error $m=1,2$.
Table 3 shows the sources of variation and associated degrees of freedom as well as the appropriate denominator for the $r$-Ratio for testing the significance of the associated main effect or interaction. Table 4 shows the experimental design.

## The Predictive Model

## Introduction

The predictive model of this study, referred to as the predictive model, was conceived and developed to make aliowances for variations in an individual's state of physical fitness, sex and resting heart rate. This prediction process is accomplished by extrapolating cardiac responses to excrcise from empirically derived heart rate patterns, referred to as hard data patterns, for various subject categories.

TABLE 3
SOURCES OF VARIATION, ASSOCIATED DEGREES OF FREEDOM, AND DENOMINATOR OF F-RATIO FOR ANOVA

| Source of <br> Variation | Degrees of <br> Freedom | Denominator <br> of F-Ratic |
| :--- | :---: | :---: |
| $\mu$ | 1 |  |
| S - sex | 1 | V |
| P - physical fitness | 1 | V |
| T- time | 8 | VT |
| SP | 1 | V |
| ST | 8 | VT |
| PT | 8 | VT |
| V- subjects | 4 |  |
| SPT | 8 |  |
| VT | 32 |  |
| Error | 72 |  |

TABLE 4
FORMAT OF DATA COLLECTION SCHEME


This approach differs from that of previous models in that previously, allowances were made only for resting heart rate and all previous models were stated in teras of mathematical equations. By categorizing subjects into two levels of physical fitness and sex, between subject variations i.n heart rate response to exercise can be reduced considerably by using percent of resting heart rate (\%RHR) as a base. The rationale for this approach was predicated on four basic assumptions. Finst, individuals of a particular category adhere to a linear relationship between work load and steady state \%RHR. Second, the heart rate patterns produced for any given work load by individuals of the same subject category are similar in form when presented as a function of \%RHR. Third, heart rate patterns for any step change in work load can be extrapolated from hard data patterns, and these patterns can be shifted along the "time" axis. Fourth, it is reasonable that the individual's resting heart rate is relatively stable from year to year, except for instances when the individual changes his exercise habits.

## Hard Data Patterns

Empirical data were collected for each subject category according to the experimental procedures set forth in the preceding chapter. The empirical data which are values of $\% R H R$ at 10 second intervals, are the basis for the hard data patterns of 180 seconds duration to include all possible
combinations of step changes of task intensity for $100 \% R H R$, $120 \% \mathrm{RHR}, 140 \% \mathrm{RHR}$, and $160 \% R H R$. There are sixteen in all for each subject category. Twelve were derived through experimentation, and the other four are steady state with no change in task intensity (e.g., $120 \% R H R$ to $120 \% R H R$, $140 \% \mathrm{RHR}$ to $140 \% \mathrm{RHR}$ ).

The hard data patterns were coded for future reference. The coded symbols are two character designators where the first character is alphabetic and the second numeric. The alphabetic character refers to the initial value of the pattern, where:

A is $100 \%$ RHR.
$B$ is 120 \%RHR.
C is $140 \%$ RHR.
D is $160 \%$ RHR.
The numeric character refers to the steady state value of the pattern, where:

| 1 | is $100 \% R H R$. |
| :--- | :--- |
| 2 | is $120 \% R H R$. |
| 3 | is $140 \%$ \%RR. |
| 4 | is $160 \% R H R$. |

Table 5 presents a list of hard data patterns and the associated symbols.

The hard data patterns are presented by subject category in Appendix 3. Each data point is the result of an average of four instantaneous heart rate values at time $t$. The average was a result of two trials each for two subjects.

Other experimenters (Vogt, 1973; Schilpp, 1951; Suggs, 1967) have presented heart rate patterns as either monotically

## TABLE 5

NOMENCLATURE FOR HARD DATA PATTERNS

| Symbol | Initial <br> Value <br> (\%RHR) | Steady <br> State <br> (\%RHR) |
| :--- | :---: | ---: |
| A1 | 100 | 100 |
| A2 | 100 | 120 |
| A3 | 100 | 140 |
| A4 | 100 | 160 |
| B1 | 120 | 100 |
| B2 | 120 | 120 |
| B3 | 120 | 140 |
| B4 | 120 | 160 |
| C1 | 140 | 100 |
| C2 | 140 | 120 |
| C3 | 140 | 140 |
| C4 | 140 | 160 |
| D1 | 160 | 100 |
| D2 | 160 | 120 |
| D3 | 160 | 140 |
| D4 | 160 | 160 |

increasing or decreasing depending on the direction of the step change of task intensity. The predicted results of previous models were not consistent with the hard data patterns of this study. Patterns produced by these models do not exhibit points of inflection or linear trends for any step change in task intensity. However, both points of inflection and linear trends were found during the data collection phase of this experiment. The points of inflection during the transient responses were expected since there is a lag in cardiac response to any step change in task intensity. Well defined linear trends were found in patterns produced by the sedentary groups. Only one point of inflection was allowed in a hard data pattern. For the time period after the point of inflection, it was expected that the patterns increased and decreased at a zero or decreasing rate. To obtain this feature, it was necessary to smooth several data points to assure only one point of inflection. Only 30 of 1152 (less than 3\%) hard data points were adjusted and then by no more than $2 \% R H R$. No one heart rate pattern required an adjustment for more than two data points. The method used to adjust data points was straight forward. Any point of inflection for either increasing or decreasing heart rate patterns was adjusted up or down such that the slope relative to the two adjacent data points was either zero or decreasing. It was not necessary to adjust any data points in the time period just prior to the point of inflection.

Figures 24 through 35 on pages 115 through 120 display the hard data patterns for all subject categories and
the overall average.
The relationship between power and steady state \%RHR for each subject group was determined to be linear for each subject category. These relationships served as the basis for determining at what level of work a particular subject's heart rate could be expected to reach a specified steady state level. Figure 15 on page 96 of Chapter V illustrates the relative slopes and intercepts of each of the regression equations. These are discussed further in the results section.

General Discussion of Methodology
This section is a general discussion of the methodology that is used by the predictive model. The following section presents a numeric illustration with an example of inputs, calculations, and outputs.

Required Input
The input required in order to predict an individual's cardiac response to a series of fixed intensity tasks can be obtained easily by an interview and by measuring one physiological variable. An interview is necessary to determine the subject's state of physical fitness (good or sedentary) and the resting heart rate can be obtained by using the procedures set forth in the experimental procedures section. Other inputs include the duration and intensity of each of the tasks and the number of tasks. There can be either two or three adjacent tasks with an accumulative duration of no more than 240 seconds. If the initial value
of the heart rate at work onset is other than resting heart rate, the initial value, in $\% R H R$, is an input. This enables the prediction of heart rate responses for an ongoing exercise. To summarize the input required for predicting the cardiac response to a series of tasks, the following is required:

1. Subject category (MG, MS, FG, FS),
2. Resting heart rate (beats/minute),
3. Number of tasks (2 or 3),
4. Initial value of heart rate as $\%$ RHR ( 100 if resting at work onset),
5. Work load (in watts) and duration (in seconds) of each task.

## Derivation of Step Change in \%RHR

In order to predict a heart rate pattern, it is necessary to determine the expected step change in \%RHR. The initial value is either given at work onset or is the value at the time of the step change. The expected steady state $\%$ RHR is then derived from the linear relationship of work load to steady state $\%$ RHR for the appropriate subject category. (See Figure 15 on page 96.) The initial value and the expected steady state $\%$ RHR depict the direction and magnitude of the step change in \%RHR. For example, given an initial value of $100 \% R H R$ and an expected steady state $\% R I I R$ of $140 \% R H R$, the expected cardiac response is an increasing step change of $40 \% R H R$.

Selection of Appropriate Hard Data Patterns
It is apparent that a heart rate pattern for a
step change of 100 to $130 \% \mathrm{RHR}$ is not available in the hard data patterns. However, this pattern can be accurately extrapolated from the hard data patterns which form the core of the predictive model. Given any step change in task intensity for any subject category, the step change in \%RHR can be derived, thereby yielding the initial value and the steady state \%RHR, 100 and $130 \% R H R$, respectively, in the above example. For each heart rate pattern to be predicted ( $P$ ) the predictive model requires two hard data patterns which encompass $P$. The initial value of $P$ is numerically within or equal to the initial value of the two hard data patterns (e.g., $100 \% \mathrm{RHR}$ s IV < $120 \%$ RHR). The steady state $\% R H R$ of $P$ is within or equal to the steady state $\%$ RHR (SS) values of the hard data patterns (e.g., $120 \%$ RHR $\leq S S<140 \% R H R)$. These hard data patterns which encompass $P$ will hereafter be referred to as high and low patterns. The high (H) and low (L) patterns are selected such that the absolute difference, $\left|H_{t}-L_{t}\right|$ is no greater than 20 \%RHR at time $t$ equal zero and at times when both patterns are at steady state. This means that there can be a difference of no more than $10 \% R H R$ between $P$ and $H$, or between $P$ and $L$ at $T V$ and $S S$. The initial value (IV) of P will be within one of the three following limits:
or $\quad 120 \%$ RHR $\leq I V<140 \% R H R$,
or $\quad 140 \% R H R \leq I V \leq 160 \% R H R$.
The steady state (SS) of $P$ will be within one of the three following limits:

|  | $1.00 \% R H R \leq S S<120 \% R H R$, |
| :--- | :--- |
| or | $120 \% R H R \leq S S<140 \% R H R$, |
| or | $140 \% R H R \leq S S \leq 160 \% R H R$. |

Therefore, $P$ can be within any combination shown in Table 6 . As noted in the table, a decreasing step change from an IV of more than $140 \% R H R$ for the sedentary subject categories is not included in the predictive model. (This omission is explained in detail in the results section of Chapter V.) Thexefore, the decreasing step changes for combination (9) and combination (8) are permitted for subject categories of good pinysical fitness only.

The Iow and high patterns are unique for combinations (2), (3), and (6) of Table 6, (increasing) and for combination (8) (decreasing). However, for combinations (1), (5), and (9), $P$ can either be increasing or decreasing since the initial value and steady state \%RHR intervals are the same. Therefore, each of these combinations has a pair of low and high patterns. The selection of the appropriate low and high patterns are dependent upon the IV to SS relationship. There is also a pair of low and high patterns for combinations (4) and (7) of Table 6 . For combinations 4) and 7), if the decrease is to a resting state (to $100 \% R H R$ ), both the high and the low patterns decrease to a resting state. Otherwise, only the low decreases to a resting state.

There are sixteen hard data patterns of 180 seconds duration which contain 19 data points each at 10 second intervals for each of the four subject categories. Appendix

TABLE 6
COMBINATIONS OF POSSIBLE STEP CHANGES IN \%RHR FOR $P$

| Steady State $\%$ RHR | Initial Value |  |  |
| :---: | :---: | :---: | :---: |
|  | $\begin{gathered} 10 J \text { to } 120 \\ \% \mathrm{RHR} \end{gathered}$ | $\begin{gathered} 120 \text { to } 140 \\ \% \text { RHR } \end{gathered}$ | $\begin{gathered} 140 \text { to } 160 \\ \% \operatorname{RHR} \end{gathered}$ |
| 100 to 120 \%RHR | (1) | (4) | $(7)^{1}$ |
| 120 to $140 \%$ RHR | (2) | (5) | $(8)^{2}$ |
| 140 to $160 \% \mathrm{RHR}$ | (3) | (6) | $(9){ }^{3}$ |
| $I_{\text {To } R H R ~ o n l y, ~ f o r ~}^{S}$ $2_{\text {For } G}$ only |  |  |  |
| $3^{\text {Increa }}$ | for S |  |  |

3 contains all hard data patterns. Figure 12 presents a flowchart of the decision process for selection of the high and low patterns.

The Predicted Heart Rate Pattern Not Adjusted for Time
After the appropriate high and low patterns are selected, a heart rate pattern with the same steady state $\%$ RHR (SS) of the pattern to be predicted can be extrapolated from the high and the low. This is accomplished by linear interpolation. The ratio $:=1$ ) is derived from the following equation:

$$
\mathrm{Rl}=\frac{\mathrm{SS}-\mathrm{LSS}}{\mathrm{HSS}-\mathrm{LSS}}
$$

where:
LSS = steady state of the low pattern
HSS $=$ steady state of the high pattern
This ratio is multiplied times the difference of the high and the low patterns at time $t$ (for 10 second intervals). The results are then added at the appropriate time period to the low heart rate pattern. The predicted heart rate pattern not adjusted for time ( $Z$ ) is derived by the following equation:

$$
Z_{t}=\left(H_{t}-L_{t}\right) R I+L_{t}
$$

where:

```
Z
H
L
```



Figure 12. Selection process for high and low heart rate patterns.


Figure 12. Continued.


Figure 12. Continued.
$\mathrm{t}=0,10,20, \ldots, 180$.
Since the initial value of $Z$ may or may not be equivalent to that of $P, Z$ is said to be not adjusted for time. $Z$ can be shifted along the time axis such that the intercept will be equivalent to the $I V$ of $P$.

There are two circumstances in which $P$ can be calculated directly without having to adjust for time. This occurs for combinations (4) and (7) of Table 6, when the step change is to a resting state. In these cases, both the high and the low patterns decrease to a resting state or to $100 \% \mathrm{RHR}$; therefore, the ratio used to calculate P directly is derived from IV as follows:

$$
R 3=\frac{I V-L_{o}}{H_{o}-L_{o}}
$$

where:
$L_{o}=$ value of low pattern at time zero $H_{o}=$ value of high pattern at time zero. Pattern $P$ is then derived as follows:

$$
P_{t}=\left(H_{t}-L_{t}\right) R 3+L_{t}
$$

All other combinations must be adjusted for time as discussed in the following section.

The Predicted Heart Rate Pattern Adjusted for Time
The steady state of pattern $Z$ is the same as that of
Pattern $P$; however, the initial value of $Z\left(Z_{o}\right)$ is dependent upon R1 and may or may not be equivalent to IV. In order to
derive a heart rate pattern with the required IV and $S S$, it is then necessary to adjust $Z$ by shifting $Z$ along the time axis to a point where the intercept with the $y$ axis (time $=0$ ) is equal to IV. This heart rate pattern is adjusted for time and is equivalent to $P$.

The direction of the shift of $Z$ along the time axis to derive $P$ is dependent on the relation of IV to $Z_{o}$. If $Z_{o}$ is greater than $I V$ then $Z$ is shifted to the right. If $Z_{o}$ is less than $I V$ then $Z$ is shifted to the left. If $Z_{o}$ is equal to $I V$ then $Z$ is equal to $P$. To summarize,

$$
\text { If } \begin{aligned}
Z_{0} & >I V, t \leftarrow t+T \\
Z_{0} & <I V, t \leftarrow t-T \\
Z_{0} & =I V, Z=P
\end{aligned}
$$

where:
$T=$ shift in time (seconds).
In order to determine $T$, the amount of shift in time, the 10 second interval of $Z$ in which IV is contained must be determined $\left(Z_{t} \leq I V<Z_{t+10}\right)$. Since the data points of $Z$ are at 10 second intervals, it is likely that the $I V$ will not be equal to some $Z_{t}$. Having selected the appropriate 10 second interval in $Z\left(Z_{a}\right.$ to $\left.Z_{a+10}\right)$, it is then necessary to determine the ratio of the difference between $I V$ and $Z_{a}$ and the difference between $Z_{a+10}$ and $Z_{a}$. The resultant ratio, $R 2$, is shown below.

$$
R_{2}=\frac{\left|I V-Z_{a}\right|}{\left|Z_{a+10^{-Z}}\right|}
$$

The ratio R2 is then multiplied times each interval difference, $\left|Z_{t}-Z_{t+10}\right|$, and the result is either added to or subtracted from $Z_{t}$, depending on whether the heart rate is increasing or decreasing during the interval. The resultant heart rate pattern is $P$. The calculation is performed according to the following equation:

$$
\begin{aligned}
P_{t}= & Z_{t} \pm\left(\left|z_{t+10}-Z_{t}\right|\right) \times R 2 \\
& \text { Add, if } Z_{t+10}>Z_{t} \\
& \text { Subtract, if } Z_{t+10}<Z_{t} .
\end{aligned}
$$

The net effect of the above transformation is to shift $Z$ to the right (1-R2)l0 seconds or to the left R2(10+a) seconds; therefore,
or

$$
\begin{aligned}
& P_{t}=Z_{t-(1-R 2) 10} \text { for shifts to right, } \\
& P_{t}=Z_{t+R 2(10+a)} \text { for shifts to left. }
\end{aligned}
$$

It can be noted that when $Z$ is shifted to the right, that a time interval of "negative time" is involved. It is therefore necessary to project the high and the low patterns through the time interval of -10 to 0 seconds. This is accomplished by including a point on $L$ and $H$ at time -10 . These extra points are not extrapolated from the hard data patterns. This would induce considerable error and is not necessary since the only reason for the negative time requirement is to determine the ratio $R 2$ when $Z$ is shifted to the left. In order that only one data point be included,
it is assumed that if the low and high patterns were extrapolated to negative time, they would be approximately 20 \%RHR apart at time -10 or be parallel projections. The data indicate that this assumption is well founded. Since they are parallel, the included data points can be fixed such that the range of $\%$ RHR for the interval ( $20 \% R H R$ ) is included in the 10 second interval from -10 to 0 seconds. For increasing $L$ and $H$, the data points at time -10 are 20 $\%$ RHR lower than $L_{o}$ and $H_{o}$. For decreasing $L$ and $H$, the projected points become $20 \%$ RHR higher than $L_{o}$ and $H_{o}$. For steady state $L$ and $H$, the projected points become the steady state value.

The predicted heart rate pattern $P$ is in terms of $\%$ RHR. It is a simple procedure to translate $P$ to a heart rate pattern which predicts the absolute heart rate (H). This is accomplished by the following equation:

$$
H_{t}=\left(P_{t} \times R H R\right) / 100
$$

where:
RHR = resting heart rate.

Predicting Heart Rate Patterns for a Series of Fixed Intensity Tasks

The predictive model will accommodate a series of up to three tasks with a combined duration of no more than four minutes. The predicted heart rate pattern for each task is derived according to the procedures presented in the preceding sections. Each heart rate pattern predicted for each
task is of 3 minutes duration; however, only that portion of paltern which is called for in the input specifications is utilized (e.g., 50 watts for 100 seconds). The model predicts the pattern for task number one first, task number two second and so on. The final \%RHR predicted for task number one becomes the initial value for task number two, and so on. In the example above, $P_{100}$ of task number one becomes $P_{0}$ of task number two. It is in this manner that a series of heart rate patterns can be linked together.

A Numeric Example of the Predictive Model
The following discussion is a numeric example of the method by which the predictive model predicts the cardiac response to a series of tasks. The following information is given:
Sex
Physical fitness
Resting heart rate
Initial value
Number of tasks
Task number 1 work load
duration
task number 2 work load
duration

Female
Sedentary
80 beats/minute $100 \%$ RHR 3 60 watts 70 seconds 100 watts 70 seconds 0 watts (rest) 100 seconds

It is not necessary to perform all calculations for all tasks in order to illustrate the basic procedures followed by the model in predicting heart rate patterns. The patterns for task two and three are presented in the following example. The prediction of pattern two illustrates the basic predictive technique for all step changes in task
intensity and, also, most clearly illustrates the linking of the three patterns. The prediction of pattern three illustrates the specific predictive technique used for predicting patterns for recovery to a resting state. Assume that the heart rate pattern for task number one has already been predicted and is known. The steady state \%RHR (SS) is 129 \%RHR at an elapsed time of 50 seconds and, therefore, time equal to 70 seconds, the time at which the task intensity is changed to 100 watts. The initial value (IV) for the 100 watt task (task number two) then becomes $129 \% R H R$.

The steady state $\% R H R$ is determined from the appropriate empirically derived work load to steady state $\%$ RHR relationship. For sedentary females:

$$
S S=.431 W+103
$$

where:
$S S=$ expected steady state $\% R H R$
$W=$ work load in watts.
At 100 watts, $S S$ becomes $146 \%$ RHR. The step change in \%RHR i.s then expected to be $129 \% R H R$ to $146 \% R H R$.

After having determined the step change in cardiac response, the high and low hard data patterns are selected from the sixteen hard data patterns of the sedentary female subject category. The details of the selection procedure were presented in the preceding section in Figure 12. In this example, the initial value is between 120 and $140 \% R H R$ and the steady state value is between 140 and $160 \%$ RHR.

These limits for $I V$ and $S S$ require the hard data patterns or $83(120$ to $140 \% \mathrm{RHR})$ for the 1 ow pattern and $C 4$ ( 140 to $160 \%$ ORIR f for the high pattern. The data for these patterns are presented in Appendix 3. Figure 13 is a plot of the high and low patterns.

The pattern not adjusted for time, $Z$, is then derived from the high and the low patterns. It is known that the $S S$ is expected to be $146 \% R H R$. The high and low steady states are 160 and 140 respectively. The ratio Rl can be computed.

$$
R_{1}=\frac{146-140}{160-140}=.3
$$

$Z$ can then be computed.

$$
\begin{aligned}
& Z_{0}=(140-120) \cdot 3+120=126 \\
& Z_{10}=(152-132) \cdot 3+132=138 \\
& Z_{20}=(157-137) \cdot 3+137=143 \\
& Z_{30}=(160-140) \cdot 3+140=146 \\
& Z_{40}, Z_{50}, \ldots, Z_{180}=\text { steady state } 146
\end{aligned}
$$

$Z$ is shown in Figure 13. It can be observed that the initial value of pattern $Z$ is 126 \%RHR. The desired initial value is $129 \%$ RHR. The pattern $Z$ must be shifted to the left and adjusted for time such that the intercept is 129 \%RHR.

Since $Z_{o}$ is less than IV, $Z$ is shifted to the left to intercept at $129 \%$ RHR. The interval of $Z\left(Z_{a}\right.$ to $\left.Z_{a+10}\right)$ in which IV is contained is then determined in order to determine the magnitude of the shift. In the example,

$$
Z_{0} \leq I V<Z_{10},
$$



$$
126 \leq 129<138
$$

Based on the above interval R2 is computed.

$$
R_{2}=\frac{129-126}{138-126}=.25
$$

$P$ is then computed as follows:

$$
\begin{aligned}
& P_{0}=126+(138-126) \cdot 25=129 \\
& P_{10}=137+(143-138) \cdot 25=138 \\
& P_{20}=143+(146-143) \cdot 25=144 \\
& P_{30}=146+(146-146) \cdot 25=146 \\
& P_{40}, P_{50}, \ldots, P_{180}=\text { steady state } 146
\end{aligned}
$$

The arrows on Figure 13 indicate the direction and magnitude of the shift of $Z$. The magnitude for a shift to the left is $.25(10+0)$ seconds (2.5 seconds).

Since the series of tasks is ongoing, the predicted heart rate pattern must be placed in the appropriate time period. Task number one is of 70 seconds duration with task number two beginning at time 70. Therefore, $P_{o}$ is at time $70, P_{10}$ at 80 and so on, until the duration of task two has elapsed at time 150. After 150 seconds the work load becomes zero (task number three) and the cardiac response to recovery is then predicted. The initial value is $146 \% R H R$ and the expected steady state is 100 \%RHR.

Since the step change indicates combination (7) of
Table 6 and, also, the step change is to a resting state, both the high and low patterns are patterns which decrease to 100 "ORFR. It can be observed from Figure 14 that the low and nigh patterns are hard data patterns Cl(140 to $100 \% R H R)$


Figure 14. Graphic example of derivation of predicted heart rate pattern for recovery to a resting state.
and $D I(160$ to $100 \% R H R)$, respectively, for the sedentary female subject category. The data for these patterns are shown in Appendix 3. Figure 14 is a plot of the high and iow patterns.
$P$ can be derived directly from the hard data patterns. R3 is calculated as follows:

$$
R 3=\frac{146-140}{160-140}=.3
$$

then,

$$
\begin{aligned}
& P_{0}=(160-140) \cdot 3+140=146 \\
& P_{10}=(152-138) \cdot 2+138=142 \\
& P_{20} \because(140-133) \cdot 3+133=135 \\
& P_{30}=(132-127) \cdot 3+127=128 \\
& P_{40}=(123-121) \cdot 3+121=122 \\
& P_{90}, P_{100}, \ldots, P_{180}=(100-100) \cdot 3+100=100 .
\end{aligned}
$$

Since the series of tasks is ongoing, the predicted pattern must be placed in the appropriate time period. Therefore, $P_{0}$ is at time $150, P_{10}$ at 160 , and so on, for total elapsed time of 240 seconds. A plot of $H, L$ and $P$ is shown in Figure 14.

Table 7 presents the predicted cardiac response for the subject and the series of tasks of this example, as produced by the predictive model. The computer program and associated documentation for the predictive model are shown in Appendix 8.

TABLE 7
OUTPUT OF PREDICTIVE MODEL FOR THE SERIES OF FIXED INTENSITY TASKS OF THE NUMERIC EXAMPLE



## CHAPTER V

## ANALYSIS OF RESULTS

This chapter, containing the analysis of the results, is divided into four discussion areas. First, the results and analysis of the work load to steady state \%RHR relationships are presented. Second, the hard data, collected for the purpose of supplying hard data patterns for the predictive model, are interpreted and analyzed. Third, the predictive model is compared with previous models. Finally, the validity of the predictive model is investigated by comparing predicted results with observed results of the validation testing.

## Regression Analysis of Work Load to

## Steady State \%RHR

In order to determine the level of $\%$ RHR at which an individual's heart rate could be expected to reach a steady state for a given work load, it was necessary to examine the relationship between work load and steady state \%RHR. The independent variable was work load in watts and the dependent variable was steady state $\%$ RHR .

Simple linear regression was the technique used to examine the relationship, and a regression was run for each
subject category. The data points of Table 8 were plotted and the regression lines are shown in Figure 15. The regression equations are as follows:

| for MG: | $S S=.474 W+106.3$ | $r=.95 r^{2}=.90$ |
| :--- | :--- | :--- |
| for MS: | $S S=.259 W+100.4$ | $r=.99 r^{2}=.98$ |
| for FG: | $S S=.484 W+108.3$ | $r=.97 r^{2}=.94$ |
| for FS: | $S S=.431 \mathrm{~W}+103.0$ | $r=.98 r^{2}=.96$ |

## where:

SS = steady state $\%$ RHR
$W=$ work load (watts)
$r=$ correlation cocfficient.
The high correlation coefficients indicate that there is a strong linear relationship between work load and steady state $\%$ RHR for work loads requiring steady states of 100 to 160 \%RHR. Although all correlations are relatively high, it can be observed that those of the sedentary subject categories are slightly greater than those of the subjects of good physical fitness. From the square of the correlation coefficient, the percent of the variance of steady state \%RHR (SS) accounted for by the regression of $S S$ on work load (W) can be determined. From 90 to $98 \%$ of the variance of $S S$ is explained by the regression equations.

The range of the regression coefficients, .225(.484-.259), is considerable. The slope of the FG equation is almost twice that of the MS equation. However, it can be observed from Figure 15 that the range of the regression coefficients,


Figure 15. Steady state $\%$ RHR versus work load relationship for all subject categories. $95 \%$ confidence limits are shown for MS.

## TABLE 8

DATA FOR WORK LOAD TO STEADY STATE \%RHR RELATIONSHTPS BY SUBJECT CATEGORY

| MG |  | MS |  | FG |  | FS |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Watts | SS \%RHR | Watts | SS \%RHR | Watts | SS \%RHR | Watts | SS \%RHIR |
| 0 | 100 | 0 | 100 | 0 | 100 | 0 | 100 |
| 0 | 100 | 0 | 100 | 0 | 100 | 0 | 100 |
| 30 | 120 | 50 | 114 | 20 | 120 | 30 | 120 |
| 30 | 120 | 50 | 118 | 25 | 125 | 37 | 11.5 |
| 50 | 133 | 60 | 120 | 37 | 132 | 40 | 120 |
| 50 | 138 | 100 | 120 | 37 | 132 | 75 | 140 |
| 60 | 140 | 150 | 133 | 60 | 140 | 75 | 140 |
| 80 | 148 | 150 | 137 | 65 | 140 | 110 | 150 |
| 100 | 160 | 155 | 140 | 75 | 145 | 112 | 150 |
| 140 | 160 | 200 | 150 | 75 | 151 | 112 | 157 |
|  |  | 200 | 155 | 112 | 158 | 150 | 160 |
|  |  | 210 | 160 | 112 | 160 |  |  |
|  |  | 225 | 160 | 115 | 160 |  |  |

. 053 (. 484-. 431), for $M G, F G$ and $F S$ is small. Because of the range of the coefficients and the cluster of the three high coefficients, each pair was examined to determine if significant difference exists. Only the confidence interval about the regression for $M S$ was shown in Figure 15 in order to emphasize the difference between MS and the other three regressions.

A "t" test (Crow, 1961, p. 161) was used to determine the significance of the regression coefficients of each pair (six in all) of equations. This procedure required the assumption that the standard errors of the estimate for the two regressions be equal. An "F" test was used to show the equivalence of the standard errors. Table 9 shows the critical and computed values of $F$. As indicated in Table 9, the assumption that the standard errors are equal was shown to be true for all pairs. The programs written to calculate the necessary sums of squares for determining the "t" statistics are shown in Appendix 12.

The hypothesis used for testing the regression coefficient is the following:

$$
\begin{aligned}
& \mathrm{H}_{\mathrm{o}}: \mathrm{b}_{1}=\mathrm{b}_{2} \\
& \mathrm{H}_{\mathrm{A}}: \mathrm{b}_{1} \neq \mathrm{b}_{2}
\end{aligned}
$$

where $b_{1}$ and $b_{2}$ are pairs of regression coefficients. The results are shown in Table 10 and indicate that there is significant evidence to reject the null hypothesis that the regression coefficient of the MG equation is the same as any one of the other three (MS, FG, FS), in favor of the alternative hypothesis, that they are not equal. The null

TABLE 9
CRITICAL AND COMPUTED VALUES OF "F" FGR TESTING THE NULL HYPOTHESIS THAT THE STANDARD ERRORS OF PAIRS ARE EQUAL

| Pairs | F. 025 | D.F. | F | . 05 Level of Significance |
| :---: | :---: | :---: | :---: | :---: |
| MG-MS | 3.44 | 9,12 | 3.28 | Accept $\mathrm{H}_{0}$ |
| MG-FG | 3.44 | 9,12 | 1.68 | Accept $\mathrm{H}_{0}$ |
| MG-FS | 3.78 | 9,10 | 2.34 | Accept $\mathrm{H}_{0}$ |
| MS-FG | 3.25 | 12,12 | 1.95 | Accept $\mathrm{H}_{0}$ |
| MS-FS | 3.37 | 10,12 | 1.42 | Accept $\mathrm{H}_{0}$ |
| FG-FS | 3.62 | 10,12 | 1.38 | Accept $\mathrm{H}_{0}$ |

TABLE 10
CRITICAL AND COMPUTED VALUES OF "t" FOR TESTING THE NULL HYPOTHESIS THAT THE REGRESSION COEFFICIENTS OF PAIRS are equal versus they are not

| Pairs | Regression <br> Coefficients | $t .025$ | D.F. | $t$ | .05 Level of <br> Significance |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| MG-MS | .474 | .259 | 2.09 | 19 | 4.76 | Reject $H_{o}$ |
| MG-FG | .474 | .484 | -2.09 | 19 | -.16 | Accept $H_{o}$ |
| MG-FS | .474 | .431 | 2.11 | 17 | .12 | Accept $H_{o}$ |
| MS-FG | .259 | .484 | -2.07 | 22 | -5.99 | Reject $H_{o}$ |
| MS-FS | .259 | .431 | -2.09 | 20 | -5.68 | Reject $H_{o}$ |
| FG-FS | .484 | .431 | 2.09 | 20 | 1.10 | Accept $H_{o}$ |

hypothesis was accepted for all pairs of regression coefficients not involving the MG coefficient.

It can be concluded that the slope of the MS regression equation is one apart from the slope of the $M G, F G$ and FS equations. This conclusion can best be explained by reference to the classical method of presenting cardiac responses to work load relationships. The classical method utilizes heart rate instead of \%RHR. The regression lines for MG and MS for both the classical method and the method of this study are shown in Figure 16. The regression equations are as follows:


Where:
SS = steady state \%RHR
$H R=s t e a d y$ state heart rate.
The MG regression coefficients are greater than the MS coefficients for both methods. It can be observed from Figure 16 that although sedentary males can maintain greater work loads for heart rates within the range of this study ( 230 watts at $160 \% R H R$ for MS versus 115 watts for MG at $160 \% \mathrm{RHR})$, the males of good physical fitness can be expected to maintain a greater work load at any given heart rate above the range of this study. The difference in the intercepts (87.5-57.5) is the reason that it appears the MS category is working more efficiently than the MG category. When, in fact, those persons of good physical fitness have a


Figure 16. Work load to steady state $\% R H R$ and heart rate for male of good physi-
cal fitness (MG) and sedentary male (MS). Note that MS regression cal fitness (MG) and sedentary male (MS). Note that MS regression
lines are not extended to include the terminal points at 230 watts.
greater power output per beat increase (. 28 vs. . 21). The transformation from beats/minute to percent of resting heart rate (\%RHR), although graphically confusing, does not alter this ract. Also, the power output per beat increase is greater for $F G$ than $F S$ (. 30 versus . 21).

There is no statistical difference between regression coefficients for any pair of $M G, F G$, or $F S$. However, the correlations for each of these regressions were very high, and it is expected that if it were in the scope of this study to examine enough subjects, a statistical difference would evolve. It is expected that by using a regression equation for each of the subject categories in the predictive model, a greater precision would result in determining the expected steady state \%RHR.

## Analysis of Hard Data Patterns

## Introduction

Analysis of variance was used to examine the transient responses of the twelve hard data patterns which were results of a step change in task intensity (four were steady state). The main effects and interactions are shown in the mathematical model of Chapter IV.

The data for the twelve hard data patterns is presented in Appendix 3. Each data point in Appendix 3 (except for the steady state patterns A1, B2, C3 and D4) is the cell mean for one subject category by time period. These patterns serve as the base patterns for the predictive model. All predicted heart rate patterns are extrapolated from these hard data patterns. The purpose for the analysis of variance
was to examine each pattern with respect to the two levels each of sex and physical fitness and the interactions of these factors. Since each pattern was a step change in heart rate over time, the time period factor was expected to be significant. The time period factor was included specifically for the purpose of obtaining a computerized output of cell means by time period; therefore, an analysis of the time period factor and interactions with the time period factor is not required. A complete summary of each of the twelve ANOVAs (ANOVA and EMS tables shown in Appendix 4) is presented in Table Il. It can be observed that the time period factor is significant for all tasks.

The power of the $F$ test in the ANOVAs was the same for both sex and physical fitness. In each ANOVA there were four subjects supplying two data points for each of nine time periods for a total of 72 data points for each treatment level. Special charts (Pearson and Hartley, 1951, pp. 112-130) were used for calculating the power function for the analysis of variance test. The assumption was made that the experimenter was interested in detecting differences among means such that the largest difference is equal to one standard deviation of the error. It was determined that the power was . 99 with a Type 1 error of . Ol.

Analysis of ANOVA Results It is apparent from the ANOVA summary in Table 11 that, for the most part, the sex and physical fitness effect, and

TABLE 11
ANOVA SUMMARY (LEVEL, OF SIGNIFICANCE TNDICATED)

the scx-physical ritness (SP) interactions were not signiricant. Most of the significant effects were for patterns which had initial values of $100 \%$ RHR (A3 and A4). Only one SP interaction was significant for patterns which had initial values of $120 \% R H R\left(B L_{i}\right)$. There were two significant main effocts for patterns which had initial values of $140 \% \mathrm{RIR}$ (C1 and C4) and no significant effects for patterns which had inil ial values of $160 \% R H R$. There does not appear to be any special trend of significant effects or interactions.

Figure 17 displays a plot of pattern A3 by sex. The significance is due mainly to the response of the male of good physical fitness (MG). Figure 25 (p. 115) shows the heart rate response by subject category. It can be observed that $M G$ steady states at 20 seconds where $M S$ and $F G$ steady state at 50 seconds and $F S$ at 70 seconds. It can also be observed that the $M S$ and $F G$ patterns are very similar. Figure 18 displays a plot of physical fitness patterns for task A3. Again, the significance can be attributed to the fast response to steady state or subject category MG.

Figure 19 displays a plot of heart rate pattern $A 4$ by physical fitness. Figure 26 (p.l16) displays the heart rate response by subject category. It should be noted that, for both task A3 and $A \not A^{\prime}$, the responses to steady state are more rapid for the subjects of good physical fitness than for the sodentary subjects. The MS response of task A4 was the cause of the significance of the physical fitness effect. There




Fighre 18. Plot of physical fitness effect for task A3 (\%RHR vs. time). Significance level is . 05.

is a lincar trend for the MS response where the rosponses of the other three subject categories were very similar.

Figure 20 displays a plot of the sex-physical fitness interaction for task $\mathrm{A}_{4}$. It can be observed that a definite interaction exists for each time period up to steady state. The degree of interaction is greatest at 40 and 50 seconds. At 50 seconds the $F . S$ response is at steady state and the FG response is still approaching a steady state. It is expected, and is true for most of the hard data patterns, that the MG and $F G$ patterns accelerate to steady state more rapidly than the MS and FS patterns. The overlap in $F G$ and $F S$ patterns can also be observed in Figure 26 (p. 116).

The sex-physical fitness interactions are much more pronounced for task B4 than for A4. Figure 21 is a plot of the interactions by time period. Again, as in pattern $A 4$, the FS response to steady state is more rapid than the FG response. There is no apparent explanation as to why the FG response accelerates to steady state more slowly than the FS response for tasks A4 and B4, since in most step changes the opposite is true.

Figure 22 displays a plot of patterns Cl by physical ritness. Figure 30 (p. 118) displays the heart rate responses by subject category. Again, the heart rates of the $M G$ and $F G$ subjoct categories decelerate more rapidly to steady state than do the heart rates of the MS and FS categories. The plot for sedentary subjects exhibits a strong linear trend.

 Interaction is shown for each time period. Lines conncot subject catesorici of similar physical fitness.


Figure 21. Physical fitness-sex interaction for Task B4 (significance level is . Ol). Interaction is shown for each time period. Lines comect subject categories of similar physical fitness.


This trend is also apparent for $M S$ and $F S$ separately (see Figure 30). The significance of physical fitness for task Cl can be attributed to the differences in cardiac responses for the female subjects since the responses of the male subjects were very similar.

Figure 23 displays a plot of heart rate pattern $C 4$ by sex. Figure 32 displays the heart rate responses by subject category. The significance was only at the .lo level; however, the patterns for both $F G$ and $F S$ are numerically greater then those of both MG and MS for all data points from the initial value to steady state.

The step changes in task intensity required a net change of either 20,40 , or $60 \% R H R$. It can be observed that those highly significant effects and interactions (.Ol and .05 levels) are for tasks which have step changes of 40 or $60 \% R H R . \quad C e r t a i n l y$ there is a greater potential for deviation in responses for step changes of 40 and $60 \% R H R$ than for step changes of $20 \%$ RHR. All tasks which required step changes of 40 or $60 \% R H R$, except $D 1$ and $D 2$, resulted in at least one significant effect or interaction.

## Step Decreases in Task Intensity for Sedentary Subjects

The predictive model does not include the prediction of cardiac responses to step decreases in task intensity for sedentary subjects when the initial value is greater than $140 \%$ \%RIIR and the expected steady state value is other than


Figure 23. Plot of sex effect for Task Cly (folir ve. time). Significence ieve: xs.io.


Figure 24. Hard data patterns--Task A2. Subject category symbols not continued after steady state.


Figuro 25. Haid data phicoran-Tank A3.


Fieme 2 G. Hard data paterns--Task $\mathrm{A}^{4}$.
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Figure 28. Hard data paterns--Task B3.


[^1]

Figure 30. Hard data patterns--Task Cl.




Figure 32 Hard data patterns-Task C4.





$100 \%$ RHR. Although the predictive model includes the mechanism for handling this circumstance, the necessary hard data patterns could not be obtained through experimentation with consistency for sedentary subjects. Only one subject in each of the sedentary categories produced patterns D2 (160 to $120 \%$ RHR ) and D3 (160 to $140 \%$ RHR). The cardiac response of the other subject in each category was such that steady state values of 120 and $140 \%$ RHR were not realized within the time limit for each task ( 180 seconds). Since only one of the two subjects in each of the sedentary categories reached a steady state within the time limit, step changes for sedentary subjects which required hard data patterns for tasks D2 and D3 cannot be accommodated by the predictive model. The hard data patterns D2 and D3 for MS and FS of Appendix 3 represent only those responses of the subjects who did realize respective steady states of 120 and $140 \% R H R$. However, those patterns were not included in the predictive model. The most probable cause of the lag in decrease to steady state for the two subjects was that they were exercising above their respective aerobic capabilities. The tasks were designed such that, according to the literature, no task required an anaerobic contribution at steady state. However, although the heart rates for these subjects were below the maximum aerobic heart rate (Astrand, 1971, p. 132) of 134 beats/minute for males and 138 beats/minute for females, their heart rates at $160 \%$ RHR were within five beats/minute of these heart rates. The maximum heart rates presented by Astrand are averaged figures and intended to represent the
whole population for the age group of this study. These two subjects were probably exceptions and were exercising at the limits of or above their aerobic capacities. In order to investigate this possibility, two sedentary male subjects were tested to determine if they were exercising above aerobic capacity at 160 \%RHR. The necessary work load of 230 watts was derived from the steady state $\%$ RHR to work load relationship for sedentary males. Each subject performed the task and the oxygen uptake was measured for both exercise and recovery to a resting state. By making the ordinate oxygen consumption instead of $\%$ RHR in Figure 7 (p. 27), the reader can more easily understand the comparison. The ratio of oxygen debt (Area A) to oxygen payback (Area B) for one subject was approximately 1.0 and approximately 2.1 for the other. This observation indicates that one $M S$ subject required an anaerobic contribution where another did not. Both the hard data patterns and the oxygen consumption test indicate that sedentary subjects are on the border line of aerobic capacity at $160 \%$ RHR. Since the cardiac responses to tasks D2 and D3 are not produceable by all sedentary subjects within the time span of this study, the hard data patterns were not included in the predictive model.

Comparative Analysis of Hard Data Patterns
The statistical analysis of the hard data patterns indicated that the proper use of the hard data patterns would be to use only the averaged patterns for the predictive model, thereby eliminating the need for hard data patterns
by sex and physical fitness. However, a statistical analysis in itself is not sufficient to describe the hard data patterns. Certain observations led this writer to believe that further testing and larger sample sizes would result in hard data patterns by subject category which are significantly different. These observations are presented in the following discussion.

## Subject Category versus Averaged Hard Data Patterns

Table 12 shows a rciparison of predicted results by averaged hard data patterns and by hard data patterns for subject categories. The observed and predicted results are shown for the first step change of series four. This particular step change was selected for comparison since only a portion of the transient response was predicted for all subject categories, and the work load was great enough to effect a considerable cardiac response (100 to $146 \%$ RHR). It can be observed by examining the errors ( $e_{S}$ and $e_{A}$ ) of Table 12 that the predictions using hard data patterns by subject category $\left(P_{S}\right)$ were more accurate than the predictions using averaged hard data patterns. In only two of the twelve time periods presented (MS-20, FG-20) was $P_{A}$ more accurate than $P_{S}$ when compared to the observed heart rate value. These results indicate that the exclusive use of averaged hard data patterns for the predictive model would reduce the accuracy potential of the predictive model.

TABLE 12
COMPARISON OF PREDICTED HEART RATES USING HARD DATA PATTERNS BY SUBJECT CATEGORY ( $P_{S}$ ) AND BY USING averaged hard data patterns ( $\mathrm{P}_{\mathrm{A}}$ ). THE OBSERVED ( 0 ) AND PREDICTED HEART RATES ARE FOR THE FIRST STLP CHANGE OF SERIES FOUR.

| Subject Category | $\begin{aligned} & \text { Time } \\ & (\mathrm{sec}) \end{aligned}$ | $\begin{gathered} 0 \\ (\text { beats } / \min ) \end{gathered}$ | $\mathrm{P}_{S}$ | $\left(\mathrm{P}_{\mathrm{e}_{\mathrm{S}}}^{-0}\right)$ | $\mathrm{P}_{\mathrm{A}}$ | $\left(\mathrm{P}_{\mathrm{A}^{-0}}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MG | 0 | 58 | 58 | 0 | 58 | 0 |
|  | 10 | 69 | 69 | 0 | 67 | -2 |
|  | 20 | 80 | 79 | -1 | 74 | -6 |
| MS | 0 | 76 | 76 | 0 | 76 | 0 |
|  | 10 | 88 | 86 | -2 | 88 | 0 |
|  | 20 | 95 | 94 | -I | 98 | 3 |
| FG | 0 | 72 | 72 | 0 | 72 | 0 |
|  | 10 | 85 | 85 | 0 | 83 | -2 |
|  | 20 | 93 | 92 | -1 | 92 | 0 |
| FS | 0 | 80 | 80 | 0 | 80 | 0 |
|  | 10 | 90 | 92 | 2 | 94 | 4 |
|  | 20 | 95 | 99 | 4 | 103 | 8 |

## Analysis by Inspection of Plotted Hard Data Patterns

An analysis by inspection of the plotted hard data patterns of Figures 24 through 35 on pages 115 through 120 is required to fully develop an argument for using hard data patterns by subject category. The following discussion addresses trends within and between hard data patterns by subject category.

It is interesting to note that for step changes of $20 \% \mathrm{RHR}$ in hard data patterns A2, B1, and B3, those of MS accelerate or decelerate vo steady state more raridiy than those of MG. This is graphically displayed in Figures 24 , 27, and 28. However, for step changes of $20 \%$ RHR with greater initial values ( $140 \%$ RHR), the acceleration to steady state is more rapid for the MG category (see Figures 31 and 32). This leads to the conciusion that for ongoing exercises of light (approximately $120 \% R H R$ ) work loads, the heart rate patterns, realized for a small step change of approximately $20 \%$ RHR, accelerate to steady state more rapidly for sedentary males. For ongoing exercises of moderate (approximately 140 \%RHR) work loads, the opposite is true. For all step changes of 40 to $60 \% \mathrm{RHR}$, the response to steady state is more rapid for males of good physical fitness than for sedentary males.

In comparing responses for $F G$ and $F S$ categories, there appears to be only one consistent trend. For all hard data patterns for recovery to a resting state (B1, Cl and DI), the elapsed time to steady state is at least 20 seconds less for FG than for $F S$. These responses are displayed in Figure

27, 30 , and 33. This is not true for the male subject categories. In this case, the elapsed time to steady state is 30 seconds less for $M$, than $M G$ for recovery from light exercise (see Figure 27) and 30 seconds more for MS than MG for recovery from moderate exercise (Figure 33). The responses are similar for light to moderate exercise (Figure 30). Most of the heart rate patterns for step changes in work load were nonlinear. However, the heart rate response for the sedentary males exhioited definite linear trends for almost all of the step changes. These trends are visually apparent in Figures $25,26,27,29,30,31$, and 32 of patterns $\mathrm{A} 3, \mathrm{~A} 4, \mathrm{Bl}, \mathrm{B} 4, \mathrm{C} 1, \mathrm{C} 2$, and C 4 .

It is apparent from these observations that there exist certain consistent trends within and between the hard data patterns which are not portrayed in a statistical analysis. Since these trends do exist, and since the predictive model has a greater accuracy potential (see preceding section) by using hard data patterns by subject category, the hard data patterns utilized in the predictive model are by subject category.

## Comparison of the Accuracy of Various Predictive Models

Differences between Previous Models and the Predictive Model
There were three predictive models presented in detail in Chapter II which were developed by Schilpp, Suggs and Vogt. There are several apparent differences between
these previous models and the model of this study which need to be addressed before comparing the predicted heart rate patterns of each.

The first, and perhaps most significant difference, is that for any given work load and resting heart rate, the predicted heart rate pattern will be the same for all persons, regardless of sex or physical fitness. It becomes readily apparent that this approach is questionable when it is considered that many sedentary females or females of good physical fitness are incapable of steady state heart rates at a work load of 200 watts. Whereas, even sedentary males are capable of maintaining steady state heart rates at a work load of 200 watts.

None of these models has the capability of linking heart rate patterns for an exercise with a series of step changes in task intensity. Each model can predict only one step change at a time. The results in Table 13 were compiled by predicting the increasing step change, and then predicting the recovery to a resting state. The two patterns were then linked together manually.

Another difference is that only Vogt described a definitive mechanism for determining the expected steady state heart rate for a given task. Neither Suggs' nor Schilpp's model can make a priori prediction of heart rate patterns since the exercise must be completed and the steady state heart rate recorded before a "prediction" can be accomplished.

However, the author of this paper augmented and refined each of these studies such that a priori prediction would be possible.

Since each of these models is mathematical in form, each is dependent on time constants. The time constants depict the elapsed time for heart rate to reach a steady state. There is only one time constant for Schilpp's model; thercfore, the time to steady state is the same for all work loads. There are only three levels of time constants for Suggs' model; therefore, only three times to steady state. Vogt's model is the only model where the time constant is dependent on the task intensity and resting heart rate, and therefore, varies accordingly.

It might also be noted that none of the authors submitted a formal definition of resting heart rate. Yet, each model required resting heart rate as an input variable.

The computational aspects of the predictive model of this study are more complex than those of the previous models and require the use of a computer to store and select the appropriate hard data patterns and to compute a predicted cardiac response to exercise. It is possible to compute a predicted cardiac response by hand (see Chapter IV), but the procedure is long and tedious and requires a computer for all practical purposes.

There is a detailed comparison of the approach and methodology of the previous models presented in Chapter III.

Comparison of Predicted Cardiac Response

Introduction
The predictive models of Schilpp, Suggs, and Vogt were incomplete as presented in their respective papers. In order to obtain actual predicted results, it was necessary ror the author of this study to augment and, in some cases, make corrections to these previous predictive models. This was done so that a comparison could be made between the outputs of the previous mode : and the output of the predictive model of this study, referred to as the predictive model.

Interactive computer programs were written to accommodate each of the models such that the input variables for all models would be comparable. Since the cardiac response to only one step change in task intensity can be predicted for each of the previous models, the input variables are resting heart rate, duration of the task and work load. Tine interactive computer programs, output of predicted patterns, and associated documentation are presented in Appendices 9,10 and 11 for models of Schilpp, Suggs and Vogt, respectively.

The observed results of series three of the validation testing were compared to the predicted results of all jredictive models. Series three was selected for several reasons. First, series three consists of only two tasks, the second of which is recovery to a resting state. It is required that the second task be to resting since Schilpp's
model does not accept decreasing step changes to other than a zero work load. Also, the three previous predictive models are very limited in their respective capabilities to predict cardiac response at low work loads because of the limitations of the time constants, therefore, series three was selected because of the relatively high work load. When the observed results of all series of validation testing were compared to the results of the predictive model of this study (detailed analysis in following section; it was determined that for every subject category the predicted results of serics three compared less favorably to the observed results than any of the other five series (based on mean error and standard deviation of the error). Therefore, so as not to bias the comparison of the predictive models, the least favorable results of the predictive model of this study were used. The predicted results and the observed results are presented by subject category in Tables $13,14,15$, and 16. The error (predicted minus observed) is shown for the previous model which exhibited the best estimates of the observed heart rate values. Also, the error is shown for the predictive model of this study. Mean, standard deviation, and range are presented for each column of errors.

## Amalysis

The following discussion is an analysis of the results of the various predictive models. The results are discussed by subject category.

TABLE 13
PRFDICTED AND OBSERVED CARDIAC RESPONSES FOR SERIES 3-MG. THE ERROR ( PREDICTED MINUS OBSERVED) IS SHOWN FOR THE BEST PREDICTION (SCHILPP, SUGGS, VOGT) AND FOR THE PREDTCTTVE MODEL.


TABLE 14
PREDICTED AND OBSERVED CARDIAC RESPONSES FOR SERIES 3-MS. THE ERROR (PREDICTED MINUS OBSERVED) IS SHOWN FOR THE BEST PREDICTION (SCHILPP, SUGGS, VOGT) AND FOR THE PREDICTIVE MODEL.

| Time | Work <br> Load | $\begin{aligned} & \text { Schilpp's } \\ & \quad \text { Model } \end{aligned}$ | $\begin{aligned} & \text { error } \\ & (\mathrm{P}-\mathrm{O}) \end{aligned}$ | Suggs ${ }^{\prime}$ <br> Model | Vogt's <br> Model | Predictive Model | $\begin{aligned} & \text { error } \\ & \text { (P-0) } \end{aligned}$ | Observed |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 220 | 76 | 0 | 76 | 80 | 76 | 0 | 76 |
| 10 | 220 | 111 | 23 | 96 | 110 | 90 | 2 | 88 |
| 20 | 220 | 123 | 28 | 114 | 129 | 95 | 0 | 95 |
| 30 | 220 | 131 | 28 | 131 | 142 | 102 | -1 | 103 |
| 40 | 220 | 138 | 27 | 145 | 150 | 106 | -5 | 111 |
| 50 | 220 | 143 | 25 | 158 | 155 | 111 | -7 | 118 |
| 60 | 220 | 147 | 27 | 169 | 158 | 115 | -5 | 120 |
| 70 | 220 | 151 | 29 | 180 | 160 | 119 | -3 | 122 |
| 80 | 220 | 153 | 31 | 188 | 161 | 120 | -2 | 122 |
| 90 | 220 | 155 | 33 | 197 | 162 | 120 | -2 | 122 |
| 100 | 220 | 157 | 35 | 203 | 163 | 120 | -2 | 122 |
| 110 | 0 | 154 | 37 | 210 | 163 | 120 | -2 | 122 |
| 120 | 0 | 148 | 37 | 190 | 143 | 111 | 0 | 111 |
| 130 | 0 | 140 | 29 | 181 | 130 | 104 | -5 | 109 |
| 140 | 0 | 125 | 17 | 172 | 120 | 96 | -12 | 108 |
| 150 | 0 | 114 | 9 | 165 | 110 | 90 | -15 | 105 |
| 160 | 0 | 106 | 4 | 158 | 104 | 87 | -15 | 102 |
| 170 | 0 | 99 | 0 | 151 | 98 | 84 | -15 | 99 |
| 180 | 0 | 94 | -1 | 145 | 94 | 82 | -13 | 95 |
| 190 | 0 | 90 | 0 | 140 | 90 | 81 | -9 | 90 |
| 200 | 0 | 86 | -2 | 135 | 88 | 79 | -9 | 88 |
| 210 | 0 | 84 | -1 | 130 | 85 | 78 | -7 | 85 |
| 220 | 0 | 82 | 2 | 126 | 83 | 76 | -4 | 80 |
| 230 | 0 | 80 | 1 | 122 | 81 | 76 | -3 | 79 |
| 240 | 0 | 79 | 1 | 118 | 80 | 76 | -2 | 78 |
| Mean | 16.6 |  |  |  |  |  |  |  |
| S.D. | 14.7 |  |  |  | 5.2 |  |  |  |
| Range | 39.0 |  |  |  | 17.0 |  |  |  |

TABLE 15

PREDICTED AND OBSERVED CARITAC RESPONSES FOR SERTES 3-FS. THE ERROK
( PREDTCTED MTNUS OBSERVED) TS SHOW FOR THE BEST PREDTCTION (SCHILPP, SUGGS, VOGT) AND FOR THE PREDICTTVF MODEL.

| Time | Work <br> Load | Schilpp's Model | $\begin{aligned} & \text { error } \\ & (\mathrm{P}-\mathrm{O}) \end{aligned}$ | Suges <br> Yodel | Vogt's <br> Model | Predictive Model | error $(\mathrm{P}-\mathrm{O})$ | Ohserved |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 125 | 80 | 0 | 80 | 82 | 80 | 0 | 80 |
| 10 | 125 | 100 | 12 | 91 | 98 | 95 | 7 | 88 |
| 20 | 125 | 106 | 12 | 101 | 108 | 106 | 12 | 94 |
| 30 | 125 | 111 | 11 | 110 | 115 | 113 | 13 | 100 |
| 40 | 125 | 115 | 10 | 118 | 120 | 118 | 13 | 105 |
| 50 | 125 | 118 | 7 | 125 | 123 | 123 | 12 | 111 |
| 60 | 125 | 120 | 0 | 131 | 125 | 125 | 5 | 120 |
| 70 | 125 | 122 | -3 | 137 | 126 | 125 | 0 | 125 |
| 80 | 125 | 124 | -1 | 142 | 128 | 125 | 0 | 125 |
| 90 | 125 | 125 | 0 | 146 | 129 | 125 | 0 | 125 |
| 100 | 125 | 126 | 1 | 150 | 129 | 125 | 0 | 125 |
| 110 | 0 | 127 | 2 | 154 | 129 | 125 | 0 | 125 |
| 120 | 0 | 127 | 2 | 152 | 119 | 120 | 0 | 120 |
| 130 | 0 | 116 | 2 | 147 | 113 | 111 | -3 | 114 |
| 140 | 0 | 108 | 0 | 140 | 108 | 105 | -3 | 108 |
| 150 | 0 | 101 | 9 | 135 | 103 | 98 | 6 | 92 |
| 160 | 0 | 97 | 12 | 130 | 99 | 91 | -6 | 85 |
| 170 | 0 | 93 | 13 | 125 | 97 | 87 | -9 | 80 |
| 180 | 0 | 90 | 10 | 121 | 94 | 84 | -4 | 80 |
| 190 | 0 | 88 | 8 | 117 | 92 | 82 | 2 | 80 |
| 200 | O | 86 | 6 | 113 | 90 | 80 | 0 | 80 |
| 210 | 0 | 85 | 5 | 110 | 88 | 80 | 0 | 80 |
| 220 | 0 | 84 | 4 | 107 | 87 | 80 | 0 | 80 |
| 230 | 0 | 83 | 3 | 104 | 86 | 80 | 0 | 80 |
| 240 | 0 | 82 | 2 | 103 | 84 | 80 | 0 | 80 |
| Mean |  |  |  |  |  |  |  |  |
| S.D. | 4.9 <br> 6.0 |  |  |  |  |  |  |  |
| Range |  |  |  |  |  |  |  |  |

PREDTCTED AND OBSERVED CARDTAC RESPONSES FOR SERTES 3-FG. THE ERROR (PREDICTED MINIS OBSERLED) IS SHOWN FOR THE BEST PREDICTIOS (SCHILPP, SUGGS, VOGT) AND FOR THE PREDICTIVE NODEL.


The predicted and observed results for series three, male of good physical fitness, are presented in Table 13. It can be observed that of all the previous predictive models, none exhibited a steady state for either exercise or recovery within the time span of each task. Whereas, the observed elapsed times to steady state for exercise and recovery are 20 seconds and 40 seconds, respectively. Since there were no steady state values exhibited for any of the previous predictive models, the inaccuracies would be greater if the duration of the exercise task was longer. Both Schilpp's and Vogt's output appeared to be leveling at about 100 seconds. The accuracies of Schilpp's and Vogt's models were approximately equivalent. However, the standard deviation of Schilpp's output, 11.1 (not shown in Table 13), was sufficiently greater than that of Vogt's, 7.9 , to conclude that Schilpp's output is the best of the three previous models. The output of Suggs' model exhibited as much as 63 beats/ minute error. The overprediction of Schilpp's model is substantially greater than that of the predictive model (7.0 versus 2.3 beats/minute). There is also a broader dispersion of error for Schilpp's model than for the predictive model (stanciard deviations of 7.9 versus 4.8). Based on the preceding comparisons, the predictive model was more accurate than the three previous models.

The predicted results of the previous models for series three, sedentary male, are the most inaccurate of the
results of the four subject categories (see Table 14). It can be observed by inspection that none of the three were even close, as all were overpredictions. Schilpp's model was slightiy more effective than Vogt's but still exhibited a mean error of 16.6 beats/minute and a standard deviation of 14.7 beats/minute. At one standard deviation the error could be from 20 to 50 percent of the observed value. For the predictive model, the error at one standard deviation could be from 7 to 12 percerit of the observed value. It should be noted that the mean error and standard deviation of the error of the predictive model results for Series 3-MS were greater than all other series investigated (24 in all).

The most accurate predictions of the previous models were made for series three, female of good physical fitness. These results are shown in Table 15. Again, however, the output of Suggs' model was not comparable to that of Schilpp's and Vogt's in terms of accuracy. Vogt's model exhibited a steady state heart rate for exercise equal to that of the observed, and was therefore considered more accurate than Schilpp's output. Again, the error means indicate a slight overprediction for Vogt's model (2.3 beats/minute) and a slight underprediction for the predictive model (-l.l beats/minute); therefore, the mean error does not provide the necessary information for a conclusion as to which is the best prediction. However, the standard deviation of the error ( 5.5 vs . 3.0 ) , indicates
that there is a greater dispersion of error for Vogt's model. At one standard deviation, the error for Vogt's prediction could be from 7 to 13 percent of the observed; whereas, the error for the predictive model would be only 3 to 7 percent. Also the range of errors is considerably greater for Vogt's model (21 vs. 13 beats/minute).

Table 16 presents the predictions for series three, sodentary female. Schilpp's and Vogt's model again prove to be the best of the three previous models. Both are overpredictions, with mean errors of 5.1 for Schilpp's model and 7.6 (not shown in table) for Vogt's model. Schilpp's model was used for comparison to the predictive model since the mean error was less than that of Vogt's model. The observed results indicate a steady state heart rate of 125 beats/minute at 70 seconds, and the predictive model results indicate a steady staie heart rate of 125 beats/minute at 60 seconds. The results of Schilpp's model do not indicate a steady stato heart rate. This would imply that the error would increase with an increased duration for the exercise. Since the standard deviations (4.9 vs. 5.1) and ranges (16.0 vs. 17.0) are approximately the same, the error means can be compared directly. The overprediction for the predictive model (2.9) is less tian that of Schilpp's model (5.1). This fact, coupled with the fact that Schilpp's results do not reach a steady state value, indicates that the predictive model presents a more accurate prediction.

## Conclusions

Certain conclusions can be drawn from the predicted results of the three previous models. It was apparent for all subject categories that the predicted results of Suggs' model were far less accurate than those of Schilpp's and Vogt's model. It can also be noted that of the three, Schilpp's model was most appropriate for predicting cardiac responses, since Schilpp's model was shown to be more accurate for three of the four subject categories.

The results of the predictive model were shown to be more accurate than the best effort of the three previous models for each subject category when compared to observed heart rate responses. Again, it should be noted that the predicted results of the previous models, shown in Tables 13 , 14,15 , and 16 apply to any individual regardless of physical fitness or sex. For example, in an actual test a sedentary male performed the exercise of Table 15 for a work load of 125 watts and realized a steady state of 108 beats/minute. It is apparent that the results of the previous models (126, 154 and 124 beats/minute) are erroneous for a sedentary male. The results of this comparison render sufficient evidence to conclude that the predictive model can more accurately predict cardiac response to exercise than can previous models. The predictive model also exhibits a greater flexibility in that there are allowances made for sex and pinysicai fitness and it can predict the cardiac response to a series or step changes in task intensity.

## Evaluation of Predictive Model

## Introduction

This section is a discussion of the validity of the predictive model. The observed data of validation testing are compared with the predicted values from the model. The results are discussed by time periods, by subject category and series. The results of the predictive model were compared to the observed data by examining the error (predicted value minus observed valuc).

## Exercise Series of Validation Testing

A subject from each of the four subject categories performed six exercise series. Each series consisted of two or three tasks. The tasks and their respective durations are shown in Table 17. It can be observed that although the durations are the same, the work loads vary between subjects for each series. The series were selected such that the expected cardiac responses would be similar in terms of $\%$ RHR. The steady state $\%$ RHR to work load relationship varies between subject category, consequently, the work loads vary within a series. The predicted and observed values by subject category and series are presented in Appendix 7. Figures 37 through 60 show plots of the predicted and observed values.

TABLE 17
EXERCISE SERIES FOR VALIDATION TESTING WITH DURATION AND INTENSITY OF RESPECTIVE TASKS

| Series | Seconds | Subject Categories |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{gathered} \text { MG } \\ \text { Watts } \end{gathered}$ | $\begin{gathered} \text { MS } \\ \text { Watts } \end{gathered}$ | $\begin{gathered} \text { FG } \\ \text { Watts } \end{gathered}$ | $\begin{gathered} \text { FS } \\ \text { Watts } \end{gathered}$ |
| 1 | 70 | 50 | 110 | 45 | 60 |
|  | 70 | \$5 | 175 | 80 | 100 |
|  | 100 | 0 | 0 | 0 | 0 |
| 2 | 30 | 30 | 75 | 25 | 40 |
|  | 100 | 60 | 135 | 55 | 75 |
|  | 110 | 40 | 90 | 35 | 50 |
| 3 | 110 | 105 | 220 | 100 | 125 |
|  | 130 | 0 | 0 | 0 | 0 |
| 4 | 30 | 85 | 175 | 80 | 100 |
|  | 110 | 0 | 0 | 0 | 0 |
|  | 100 | 20 | 60 | 15 | 30 |
| 5 | 100 | 0 | 0 | 0 | 0 |
|  | 130 | 40 | 90 | 35 | 50 |
|  | 10 | 60 | 135 | 55 | 75 |
| 6 | 20 | 65 | 145 | 60 | 80 |
|  | 140 | 40 | 90 | 35 | 50 |
|  | 80 | 0 | 0 | 0 | 0 |

## Distribution of the Error

The two sample problem of evaluating the predicted values against the observed values was condensed to a one sample problem by considering the error (predicted minus observed). The sign of the error relates whether the model is overpredicting (positive error) or underpredicting (negative error). The standard deviation and range of the error were used in conjunction with the mean error in order to determine accuracy in predicting and to estimate the maximum error.

The distribution of the error data for all validation testing is displayed graphically in the histogram in Figure 36. The error data is presented in Appendix 5 by series for each subject category. A Chi-square goodness-of-fit test was used to determine if the error distribution was distributed normally with mean equal zero. The calculated Chi-square value with 27 degrees of freedom was equal to 170. This value was much greater than the critical value of 44 at the . 05 level. Consequently, it was concluded that the error distribution was not normal. However, there is a definite central tendency to zero, and there are certain characteristics exhibited which are associated with a standard normal distribution.


Althongh the mean is -.7795 , the mode is zero ( 160 of 576 observations). The standard deviation of the error is 3.6681. Using a mean of zero, the error distribution compares favorably the normal distribution with $79 \%, 97 \%$, and $99 \%$ of the observations within one, two and three standard deviations, respectively. This compares to $68 \%$, $98 \%$ and $99.8 \%$ for the normal distribution. The "t" statistic used in the following analysis is appropriate if the sample comes from a rurmal population which is "within a reasonable degree of approximation" (Miller, Freund, 1965, p. 164). Since the error distribution exhibits certain properties of normally distributed data, the error distribution can be considered a "reasonable approximation" to the normal distribution.

It can be observed from Figure 36 that there were 28 underpredictions of more than 6 beats/minute and 28 overpredictions of more than 6 beats/minute. These 56 observations comprise approximately $10 \%$ of the total. Based on the total error data, it can then be surmised that the error at any point in time will be 6 beats/minute or less, $90 \%$ of the time. The heart rate responses investigated in this study ranged from approximately 60 to 130 beats/minute. Therefore, the error as a percentage of heart rate could be as much as $10 \%$ for 60 beats/minute to less than $5 \%$ for 130 beats/minute.

Consequently, $90 \%$ of the time a user of the predictive model could expect errors in predicted output to be no more than $5 \%$ to $10 \%$ of the observed heart rate value.

## Time Period Analysis

The predictive model produces estimates of expected heart rate responses over time using only resting heart rate as a point of reference. This section discusses the possibility of increasing error over time. The approach selected for this analysis was to ulvide the series into four one minute time periods. By this approach, the relative accuracy for predictions in each time period can be determined.

All validation data was included in the analysis of time periods. The error data is presented in Appendix 5 and analyzed by time period in Table 18. Time period one is the first minute, time period two, the second minute, etc. It can be observed from Table 18 that the mean error for each time period is negative indicating an underprediction. Upon testing the hypothesis that the mean error is equal to zero, it was determined that only the mean error of time period one could be considered equal to zero. The null hypothesis was rejected in favor of the hypothesis that the mean was not equal to zero for all other time periods. It can be noted that the standard deviations of both time periods two and four were less than the standard deviation of time period one. This would indicate that the potential error at one standard deviation would be greater in time period one


TABLE 18. HISTOGRAMS AND DESCRTPTIVE STATISTTCS FOR TTME PERIODS 1 ( 0 to 60 SECONDS), 2 ( 60 to 120 SECONDS), 3 ( 120 to 180 SECONDS), AND 4 ( 180 to 240 SECONDS). F RATIO TESTS HYPOTHESIS THAT THE MEANS ARE EQUAL. NOTE: HISTOGRAMS ARE PRESENTED HORIZONTALLY.
than in two and four ( -4.34 compared to -3.94 and -3.66 beats/minute). It would appear that the greatest potential error would occur in time period three, since the differences from zero, as well as the standard deviations, are the greatest.

The $F$ ratio of Table 18 tests the hypothesis that the time period means are equal. Since the value of the F ratio is less than $F(.05,3,592)(1.759<2.60)$, there is no statistical evidence to indicate that the means are different. There is very little difference in the standard deviations of the four time periods $(2.94$ to 4.38 for a range of error of -15 to +15 ). Considering only the means and standard deviations of the time periods, certainly there is no evidence to indicate that there is a significant difference in the error produced for each of the time periods. It might also be noted from the histograms of Table 18 that for every time period, the distribution of the error is such that 84 to 91 percent of the errors are within the interval of -6 to 2 beats/minute. This observation also indicates a uniformity in the distributions.

It can be concluded that there is no reason to suspect that the predictive model will compound in error over the four minute time period of this study, nor is there reason to suspect that the distribution of the error for any time period is different than that of another.

Statistical Analysis by Subject Category
A subject in each subject category performed six series of exercises consisting of step changes in work loads. Tables 19 and 20 present a histogram showing the distribution of the error for each series, and the mean and standard deviation for each series. Descriptive statistics for the combined series for each subject category are also presented. For analysis of data of this kind, straight forward approaches do not exist which result in statistically conclusive evidence that the predicted output for one series or subject category was superior to that of another series or subject category. However, certain conclusions become apparent by inspection of the means and standard deviations, and by inspection of the plots of observed and predicted heart rate responses of Figures 37 through 60 (pages 153-166). Observe from the F ratios displayed in Tables 19 and 20 that for each subject category the hypothesis that the means are equal is rejected in favor of the hypothesis that they are not $(F(.05,5,138)=2.21)$. This finding was expected because of the diversity in configurations (task intensities and durations) of the six series. The magnitude of the $F$ ratio renders insight as to the range of mean errors. The range of series means is greatest for the sedentary subject categories. The ranges are 3.7 and 1.3 for $M G$ and $F G$, and, 5.1 and 4.4 for $M S$ and $F S$, respectively. The range of means is a direct indication of the stability


of the underprediction or overprediction for each series. The range of means is considerable for MG, MS and FS. However, since the range of means for FG is only l.8, there appears to be a constant underprediction error of approximately 1 to 3 beats/minute.

By testing the hypothesis that the means are equal to zero versus they are not, it can be determined whether the underprediction or overprediction is significant for each series. The underlined means of Tables 19 and 20 indicate a rejection of the above hypothesis. Fourteen of the 24 means must be considered not equal to zero with 12 indicating an underprediction and 2 indicating an overprediction. Only the mean error for series 5 was significantly different than zero, for all subject categories. Otherwise, there was no apparent underprediction or overprediction for any given series. Since the first task of Series 5 was at zero work load and the third task was of only 20 seconds duration, most of the error for Series 5 can be attributed to the difference in the predicted and observed steady state values for the second task. As can be observed from Figures $41,47,53$, and 59 the error at steady state for Task 2 ( -1 for $M G,-2$ for $M S-3$ for $F G$ and $F S$ ) is on the order of 1 to 3 percent. Since the validation sample is small and the prediction error minimal, this consistent and significant underprediction for series 5 is not sufficient evidence to recommend that the work load to steady state \%RHR relationships
be examined for work loads in the range of task two ( 35 to 90 watts). There is no consistent trend of means for the other serics which indicate an underprediction or overprediction. Also, it can be noticed that overall error means for Ma and FS are positive and overpredictions and the overall error means for $M S$ and $F G$ are negative and underpredictions.

There is no apparent trend to indicate a mean error of other than zero for predictions for MG and FS, since the hypothesis that the mean equal zero is accepted. However, the underprediction is consistent for MS and FG. The overall subject category means and the means of 9 of the 12 series are significantly different than zero. The validation results produced by the $M S$ and $F G$ subjects are definite indications that the work load to steady state \%RHR relationship of MS and FG used exhibit a slight underprediction, for the two subjects tested.

Conclusions as to the relative validity of predictions for each subject category can be drawn by examining the overall means and standard deviations of each subject category (see Tables 19 and 20). At one standard deviation the potential error of MG, FG, and FS is approximately 4 beats/minute ( $4.3,4.0$, and 4.0 , respectively). However, the potential error at one standard deviation for MS is 6.1 beats/minute. The crror for MS is $50 \%$ greater than that of MG, FG and FS. It can then be concluded that the predicted results for MS are less accurate than those of the other three categories.

This is due to the underprediction and not necessarily the dispersion of the error since the range and standard deviation for $M S$ is less than both MG and FS.

Analysis by Inspection of Plotted Results
Male of Ciood Physical Fitness
The predicted and observed results are plotted in Figures 37 through 42 for the MG subject category. The most apparent source of error is that the observed time to steady state is less than the predicted for all step changes of all series. Therefore, there is an underprediction for step increases and an overprediction for step decreases. Since only two levels of physical fitness were used for this study, varying degrees of physical fitness exist within each level (good or sedentary). The subject for validation testing had a highly developed cardiovascular system (see Appendix 2 for exercise history). Of the total population of persons within the classification of good physical fitness, subject MG-3 would surely be in the top $5 \%$ in physical fitness. Therefore his cardiac response to a step change in exercise was in all cases much faster. For step changes from an increasing or decreasing heart rate the error becomes more pronounced as shown in figure 42 at time 20. In this case, the subject's heart rate approached the steady state level of task one more quickly than the model output. Therefore, the observed response was a decrease and the predicted response was an increase. These results certainly indicate the need for more


Figure 37. Plot of predicted and observed heart rate responses for Series 1--MG.



Figure 39. Plot of predicted and observed heart rate responses for Series 3-MG.




Figure 41. Plot of predicted and observed heart rate responses for Series 5-MG.

levels of physical fitness. (See recommendations of Chapter VI.)

## Sedentary Male

The predicted and observed results are plotted in Figures 43 through 48 for the MS category. The observed results for decreasing step changes to a resting state in Figures 45,46 , and 48 are not consistent with the predicted results. Since the predicted and observed heart rate responses coincide for the uecreasing step change of Figure 43, the observed deviation from the predicted must be attributed to individual variations in cardiac responses. The predicted and observed results were exceedingly close for all other step changes.

Female of Good Physical Fitness
The predicted and observed results are plotted in Figures 49 through 54 for the FG subject category. By inspection of all series for $F G$, it is readily apparent that an overall addition of 2 beats/minute to the predicted results would greatly improve the accuracy of the prediction. Only $7 \%$ of the results were overpredictions. The standard deviation for the $F G$ category is considerably less than that of the other subject categories. Although there was a slight underprediction, it was consistent for all series, and since the dispersion of error was slight, the predictions could be considered good.


Figure 43 . Plot of predicted and observed heart rato responses for Series 1 - 1 l .



Figure 45. Plot of predicted and observed heart rate responses for Series 3-MS.




Figure 47. Plot of predicted and observed heart rate responses for Series $5-\mathrm{MS}$.




Figure 49. Plot of predicted and observed heart rate responses for Series l-FG.






Figure 53. Plot of predicted and observed heart rate responses for Series 5-FG.



## Sedentary Female

The predicted and observed results are plotted in Figures 55 through 60 for the FS subject category. The most apparent source of error for the FS series is that the heart rate responses to step changes in task intensity exhibit linear trends. There is an example of at least one linear response in each of the six series. For an observed linear response the predictive model will overpredict for increasing step changes and underpredict for decreasing step changes. The predictive model was more accurate for FS than MG, MS or FG in predicting steady state values. The observed and predicted steady state values differed by no more than 3 beats/minute.


Figure 55. Plot of predicted and observed heart rate respanses for Series l-FS.




Figure 57 . Plot of predicted and observed heart rate responses for Series $3-F S$.




Figure 59. Plot of predicted and observed heart rate responses for Series 5-FS.


## CHAPTER VI

## CONCLUSIONS AND RECOMMENDATIONS

This chapter contains conclusions which can be drawn from this study, recommendations for continued research, and a brief summary of this investigation.

## Conclusions

The most apparent conclusion that can be drawn from this study is that by translating heart rate to percent of resting heart rate (\%RHR), the heart rate patterns which represent the cardiac responses to a given work load will be approximately equivalent for all individuals of a given subject category. Based on this finding, it was then possible to develop work load versus steady state \%RHR relationships for each of the four subject categories. A data bank of hard data patterns in terms of $\% R H R$ were accumulated through experimentation. By using the work load to steady state $\% R H R$ relationships and by drawing on the data bank of hard data patterns, a predictive model was developed which can depict an individual's cardiac response in $\%$ RHR to a series of varying work loads. The predicted responses in terms of $\%$ RHR are the same for any given subject category. However, the output in terms of heart rate is unique for each level
of resting heart rate. In order for the predictive model to be useful, the only individual input variables required are sex, physical fitness and resting heart rate. It should be noted that the predictive model is computer dependent and requires a minimum of 8 K memory; however, most industrial organizations have access to a computer of this size.

There are definite advantages in using \%RHR as a physiological index. The only individual testing required is to determine an individual's resting heart rate. This is easily accomplished and requires no exercise. The use of $\%$ RHR provides a mechanism by which standards can be set for personnel selection and job evaluation by using actual and/or predicted heart rate response to exercise as criteria. Prior to the use of $\% R H R$, the variation in heart rate between individuals made the use of heart rate as a comparative physiological variable difficult. By using \%RHR as an index, the cardiac responses of persons of the same subject category can be compared directly and compared to preset standards (to be determined in subsequent studies).

In the analysis of variance of the empirically derived hard data patterns, the variability in heart rate responses caused by sex and/or by physical fitness had little statistical significance. However, plots of the hard data patterns by subject category indicated that certain trends were evident and that there may very well be a
difference in the responses by sex and physical fitness. Statistical verification (reject null hypothesis that means are equal) of these trends would be expected by further data. The previous predictive models of Schilpp, Suggs and Vogt were compared to the predictive model of this study. However, this writer had to refine the previous models before a comparison could be made. The range, magnitude, and direction of step change in work load which could be accommodated by the previous models were vastly limited. Also, none of the previous models made provisions for predicting the cardiac response to any series of step changes in work load. In a direct comparison of predicted results for series which could be predicted by the previous models, the results of the predictive model of this study were more accurate, for every series, than the predicted results of any of the previous models.

The responses obtained from the predictive model were compared to observed results for all subject categories. The findings indicated that the predictive model is accurate in predicting an individual's cardiac response to a series of fixed intensity tasks. The analysis also indicated that there was no accumulative error over time. When using the predictive model to predict heart rate response, 90 percent of the time the error (predicted minus observed) was no greater than 5 percent (for high heart rates) to 10 percent (for low heart rates) of the observed heart rate value.

## Recommendations for Continued Studies

The concepts of using the steady state \%RHR to work load relationships, predicting heart rate patterns directly from empirical data, and using \%RHR as a transformation are in the infant stages of research at the conclusion of this study. There are a myriad of possibilities for extended research. The following discussion is what this author feels would be the logical approach to continued studies.

It is recommended that immediate research expand the scope of this study to include the whole of the adult working population. This could be accomplished in stages, with each stage addressing a different human variable. It is suggested that these variables be examined in the following order:

1. physical fitness
2. age
3. somatotype
4. weight
5. sex

There are, of course, other human variables which may affect heart rate response to exercise, but it is hypothesized by this writer that the above listed variables will be the dominant variables and override the effects of others.

There were two levels of physical fitness examined
for this study. The author of this study interviewed more than 50 potential subjects in order to determine the level of physical fitness. During the interviews, it appeared that it would be possible to categorize subjects into five levels of physical fitness by simply relating their responses to standard questions to previously defined standards. It is suggested that research be conducted to determine the steady state \%RHR to work load relationship for each of five categories of physical fitness. The results could then be used to expand the scope of the predictive model to include five levels of physicel fitness. The inclusion of three more levels of physical fitness would serve to encompass the whole of the working population with regard to physical fitness and to refine the predicted results of the model. The results could also be used as a submaximal test for physical fitness.

It is believed by this author that the age variable has little effect on the cardiac response in \%RHR to light exercise. If there is an effect, it is probably a gradual effect, and therefore could be examined for age groups within 10 year spans (e.g., 20-30, 30-40, etc., years of age). It may be possible to reduce the number of groups to two with each having a 20 year span, or, perhaps the age factor could be completely eliminated as being insignificant. Only subjects which were predominantly mesophoric were examined for this study, and, consequently the results
reflect cardiac responses for this somatotype. Technically, there could be as many as 343 ( $7 \times 7 \times 7$ ) different somatotypes using the system presented in this study, but realistically there would probably be no more than 30. However, an examination including only the categories of endomorphic, mesomorphic and ectomorphic physiques would probably be sufficient. However, if it is found in subsequent studies that the somatotype variable is highly significant, then it is recommended that two more categories be included which represent a mixture of (1) endormorphic and mesomorphic, and (2) mesomorphic and ectomorphic.

The subjects of this study were restricted such that there was only a 15 pound deviation in weight for each category of sex. Further studies should include a greater range of weight classes. Fifteen pound intervals from 90 to 225 pounds would probably suffice. It is recommended that the weight factor be examined independent of sex in order to determine if sex can be eliminated as a variable. It is possible that the variation in heart rate caused by sex could be incorporated in the weight factor.

It is the contention of this author that prediction of cardiac response to exercise can be done with reasonable accuracy and that the results can be used in the industrial environment for personnel selection, job evaluation and classification and for many other uses. However, the practicability of such efforts would be severely limited
if the classification schemes for each of the variables required extensive individual testing and observation. Therefore, it is recommended that future researchers who wish to conduct followup research be keenly aware of the necessity of simplification of the classification schemes.

Future testing which is intended to include a representative cross-section of the adult working population should be set up as a computer based operation. The real time feedback capabilities afforded by the use of computers would be immensely helpful in experiments of this kind. Also, and perhaps more importantly, data could be smoothed and collected in a machine readable format during the testing sessions. Although the initial set-up time may be considerable, the marginal cost per subject tested would decrease appreciably as the number of subjects tested increased; however, the cost of manual collection and reduction of data would remain the same per subject tested. After studies have been completed to investigate human variables which encompass the entire population, it is then necessary to expand the research to include exercises for the upper limbs only and whole body. It is hypothesized by this author that there will be a well-defined relationship between the responses to the exercises of this study and the aforementioned exercises. By developing the relationship between these different types of exercises, the predictive model could be expanded to include jobs
frequently found in an industrial environment.
The work loads examined during this study were light to moderate and within aerobic capacity. Further research could include work loads which require an anaerobic contribution. A study of this emphasis could incorporate an investigation of whole body fatigue as a variabie in an attempt to quantify whole body fatigue using heart rate patterns.

Since heart rate is perhaps the physiological variable most easily measured dynamically, it is suggested that an empirical relationship be developed between heart rate and physiological cost of work. This relationship would be established for each subject category. Since the human variables which most affect the physiological cost of work will be incorporated directly or indirectly in a future predictive model, the cost of work patterns as well as heart rate patterns could be produced as output of the predictive model.

## Summary

The purpose of this study was to investigate the feasibility of using hard data patterns, in terms of percent of resting heart rate, to predict an individual's cardiac response to series of fixed intensity tasks. A predictive model was developed and, allowing for a reasonable tolerance in the prediction of heart rate values, verified to be accurate. However, the predictive model
accommodates only a segment of the adult working population. Since the logic and methodology of this investigation have been shown to be not only feasible, but effective, it is recommended that research be continued such that eventually the whole of the working population can be accommodated by the predictive model.
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## APPENDIX 1

## INSTRUCTIONS TO SUBJECTS

## Phase I of Testing

You have been selected as a subject to participate in an experiment which is designed to supply data which will serve as the basis for a predictive model. Specifically, the data will be heart rate. Your heart rate will be recorded continuously on this strip chart recorder as you perform physical tasks of varying intensity on this bicycle ergometer.

Once the experimenter has placed the electrodes on you, please be seated in an upright position with both feet on the floor. There is reading material available if you wish to read. You will be seated for approximately twenty minutes.

Please mount the bicycle ergometer and place your hands on the grips. Assume this position each time the experimenter asks you to mount the bicycle ergometer. For practice and familiarization, pedal as if you would a regular bicycle until the speedometer needle is on the second green mark, which indicates a rate of fifty rpm. Maintain this rate for all exercises. Pedal until asked to stop. On the stop signal, be seated. There will be a five minute rest period between each exercise. You can cease exercising now.

Do you feel comfortable with the bicycle ergometer? (If the response is negative, the subject is allowed to exercise until he or she feels comfortable.) Please be seated (if the response is affirmative). Are there any questions?

## Phase II of Testing

Welcome back to Phase II of testing. This experimental session will complete your involvement in this experiment. The procedures will be the same as Phase $I$ of testing. There will be a twenty mini: 2 rest period prior to exercise, a familiarization with the bicycle ergometer, and then exercises, separated by a five minute rest period. Are there any questions?

## Evaluation Phase

You have been selected.as a subject to participate in an experiment which is designed to supply data which will serve to evaluate the validity of a predictive model. Specifically the data will be heart rate. Your heart rate will be recorded continuously on this strip chart recorder as you perform a series of physical tasks of varying intensity on this bicycle ergometer.

Once the experimenter has placed the electrodes on you, please be seated in an upright position with both feet on the floor. There is reading material available if you wish to read. You will be seated for approximately twenty minutes.

Please mount the bicycle ergometer and place your hands on the grips. Assume this position each time the experimenter asks you to mount the bicycle ergometer. For practice and familiarization, pedal as you would a regular bicycle until the speedometer needle is on the second green mark, which indicates a rate of fifty cycles/minute. Maintain this rate for all exercises. Pedal until asked to stop, at which time, simply stop pedaling and remain in position on the bicycle ergometer. Begin pedaling when the experimenter signals begin. Be seated when the experimenter signals to stop and be seated. You can cease exercising now. Do you feel comfortable with the bicycle ergometer? (If the response is negative, the subject is allowed to exercise until he or she feels comfortable.) Please be seated (if the response is affirmative). There will be a fifteen minute rest period between each of six series of exercises. Are there any questions?

## APPENDIX 2

## SUBJECT SUMMARY

|  | $\begin{aligned} & 1 \\ & i \\ & i \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ |  |  |  | $\begin{aligned} & \stackrel{y}{7} \\ & \text { on } \\ & \text { - } \\ & 0 \\ & 0 \end{aligned}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | MGI | G | M | 23 | 5'11" | 155 | 2-5-2 | 180 |
| 2 | MG2 | G | M | 20 | 5'9" | 150 | 3-5-2 | 180 |
| 3 | MSI | S | M | 24 | 5'11" | 145 | 2-4-3 | 0 |
| 4 | MS2 | S | M | 20 | 5'11" | 145 | 2-4-3 | 0 |
| 5 | FGI | G | F | 23 | 5'2" | 108 | 2-5-2 | 80 |
| 6 | FG2 | G | F | 25 | 5'2" | 120 | 3-5-2 | 120 |
| 7 | FSl | S | F | 26 | 514" | 110 | 2-5-3 | 5 |
| 8 | FS2 | S | F | 23 | 5'5' | 112 | 2-5-3 | 5 |
| 9 | MG3 | G | M | 25 | 5'11" | 155 | 2-5-2 | 90 |
| 10 | MS3 | S | M | 30 | 5'9" | 155 | 3-4-2 | 0 |
| 11 | FG3 | G | F | 26 | 5'4" | 110 | 3-5-2 | 60 |
| 12 | FS3 | S | F | 23 | 5'5" | 110 | 2-5-2 | 0 |

Phase I, and II, Subjects 1-8
Validation Testing--Subjects 9-12

Table of Subject Data.

Subject Exercise History Two Months Prior to Testing

MGI --was an all-around gymnast who actively participated in international competition. He trained seven days/week. MG2--was an all-around gymnast who actively participated in intercollegiate competition. He trained seven days/week. MSl--rode a bicycle short distances a few times each month. MS2--engaged in no muscular activity other than walking short distances.

FGl--ran at least one mile/day and exercised while teaching tennis classes.

FG2--xan at least two miles/day and exercised while teaching body mechanics classes.

FSl--engaged in very light sporadic muscular exercise several times/month.

FS2--rode a bicycle short distances a few times each month. MG3--was a sub-four minute miler who actively participated in international competition. He trained seven days/week. MS3--engaged in no muscular activity other than walking short distances.

FG3--exercised intensively four days/week and engaged in light exercise three days/week.

FS3--engaged in no muscular exercise other than walking short distances.

## APPENDIX 3

## HARD DATA

This section contains the data points for all hard data patterns used in the predictive model. The patterns are presented by task and then by subject category.



Hard Data－－Task A2

| TIME | MALF |  | FEMALE |  | TINE | NALE |  | トご何LE |  | $\begin{aligned} & \infty \\ & \infty \\ & \infty \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | GUCO | SEUEHTARY | 0000 | SEDEI．TARY |  | טUDD | SFLEdTARY | GuOL | ちミi．こTJマY |  |
| $\therefore \cdots \cdots 0$ | 100 | － 100 | 100 | $103{ }^{-}$ | L | 100 | 159 | 1し？ | 15 |  |
| 10 | 123 | 113 | 118 | 112 | 10 | 42） | 115 | icl | 117 |  |
| －-20 | 140 | 123 | 127 | 11 c | ＜0 | ． 4 C | 1？？ | 130 | 13？ |  |
| 30 | 143 | 132 | 134 | 125 | 30 | 151 | 13.3 | 14.9 | $1^{\prime} 3$ |  |
| 40 | $14)$ | 138 | 138 | 130 | 40 | 156 | 193 | 124 | 154 |  |
| ． 50 | 140 | $14 n$ | 140 | －136 | 50 | $16 ?$ | $1+3$ | 150 | 160 |  |
| 60 | 140 | $14^{n}$ | 140 | 138 | c． 0 | 16 | 121 | ！${ }^{\text {n }}$ | 1 5 |  |
| 70 | 143 | 1410 | 14.3 | 1，0 | 70 | 160 | 105 | i．n | 16\％ |  |
| 80 | 140 | 140 | 140 | 149 | $\underline{1}$ | 100 | $10 \%$ | 110 | ¢ ${ }^{6}$ |  |
| $90^{\circ}$ | 140 | 140 | 140 | 145 | \％ | 1ヶU | 100 | 100 | 150 |  |
| 100 | 140 | 140 | 140 | 140 | 100 | lor | 160 | 1， | 1・ス |  |
| 110 | $14 \sim$ | 149 | 140 | ［4i） | 110 | 16.0 | 16 | 1 1，7 | 151 |  |
| 120 | 143 | 140 | 1.40 | 140 | 12 C | 100 | í－ | 16.6 | i＇n |  |
| 130 | 143 | 14.7 | 140 | 14．） | 13 C | 16 | 10－ | 106 | $\therefore: j$ |  |
| 140 | 140 | 140 | 143 | 145 | 140 | 16 | $15^{n}$ | 1 にし | 16r： |  |
| 150 | 140 | 140 | 140 | 14.0 | 150 | 160 | 160 |  | 150 |  |
| $160^{\circ}$ | 140 | $1 \dot{1}$ | 140 | 147 | 100 | ife | 1もい | 16？ | 14う |  |
| 170 | 140 | 143 | 140 | 140 | 170 | LES | 1－j | ！か | 1\％j |  |
| Hard Datam－Task A3 Hard Data－－Task |  |  |  |  |  |  |  |  |  |  |

$\qquad$ ムr－aT：－i $\qquad$

| $\checkmark$ | $12 こ$ | ： | $\because$ | 17 |
| :---: | :---: | :---: | :---: | :---: |
| 10 | 1.5 | 1in | A．${ }^{\text {c }}$ | 4i |
| 20 | 111 | ！．う | 111 | 1．2， |
| 30 | 1－c | $12:$ | 104 | 104 |
| 40 | $1 \cup 5$ | $1{ }^{\circ}$ | 160 | 102 |
| 50 | $1^{\circ} 3$ | $10:$ | Lus | LC1 |
| c） | 101 | 150 | いし | 1＇s： |
| 75 | 1行 | 150 | ＋ | こう。 |
| $8{ }^{\circ}$ | 13？ | $10^{\circ}$ | 1． | 13． |
| 水 | $10^{\circ}$ | 1） | $1)^{n}$ | 1いう |
| 100 | 100 | 12 | luô | 10． |
| 110 | 10 | 10 | 160 | i（） |
| 1くす | $1 う へ$ | $15 \%$ | ！ | 12） |
| 1） | 1－う | $1: \%$ | $10 ;$ | 15こ |
| $1 \rightarrow$ C | 1こう | $10 \%$ | 1．1 | 10＇ |
| 150 | にO | $15^{n}$ | $1{ }^{\text {a }}$ | 103 |
| 10.0 | 100 | 10\％ | 1u」 | 100 |
| 110 | 100 | $10 \sim$ | 1いう | 100 |

Hard Data－－Task BI

| $\cdot$ | 12 | $\therefore$ ， | ＋ | ．${ }^{-}$ |
| :---: | :---: | :---: | :---: | :---: |
| $i^{-}$ | $1 c^{-}$ | $1:$ | $\stackrel{1}{2}$ | － |
| く | －－ | $\ldots$ | $\therefore$－ | ： |
| らい | 12\％ | 12\％ | 120 | 1 ${ }^{\text {2 }}$ |
| 4.0 | 12う | 12 | 12． | 12） |
| う | 「ご | 12, | 120 | 12） |
| $\bigcirc$ | $12 \%$ | i＝ | $i:$ ， | $\cdots \cdots$ |
| 7. | $\%$ \％ | 1. | － | ：＇ |
| $\checkmark$ | i＜． | L： | 1. | ：； |
| K | $1<0$ | 12， | 120 | 1？， |
| 1．こ | 12う | 12： | 12； | 2？； |
| i10 | 120 | 1？ | ！ 2 J | 175 |
| 1ヶ， | に， | 1．－－ | ！＇－ | － |
| A．${ }^{\text {a }}$ | ！く | ！＜ | － | － |
| 1－： | ここ | $1 ?$ | $\therefore$ ¢ | $\therefore ?:$ |
| 13： | 1ぐ心 | 12 ） | ！ | 1？ |
| 1＋i | 12i | はう | ：こ | 1？\％ |
| 170 | 120 | 12， | ここう | －3） |

Hard Data－Task B2


TIME

| Milc |  | トロッ： |  |
| :---: | :---: | :---: | :---: |
| Gし「ن | SFica＇tary | rorn | SEr $=1 \mathrm{i}$ |
| 12， | 1／： | 12 | $i: j$ |
| 13\％ | 12， | ． 31 | 13 |
| 147 | 1 3.4 | － 3 | 14， |
| 15： | $1<0$ | i4， 7 | is ！ |
| 160 | 12,4 | 125 | こここ |
| 10 | i $\because$ | 1－u | 15； |
| $\cdots$ | i ） | く。 | －． |
| 1： | i： | $\cdots$ | ：$\cdot$ |
| 165 | $11^{\text {r }}$ | $\because \because$ | ！ |
| 1 Su | 1－ | 20） | $1+$. |
| 160 | 16－ | 16し | 1： |
| 16 | して | 16 | 10.0 |
| 10． |  | 1： | ！－ |
| 10. | 1us | i： | ！ |
| de | 16.5 | $\because \because$ | if． |
| $1 \leqslant 0$ | lu | 1： | 1：3 |
| $1 c^{\text {r }}$ | 16？ | 10． | 「年 |
| 160 | ！uJ | ：\％ | 30 |

Hard Data－－Task B4

170

TINE

$$
\operatorname{cog}_{2}{ }^{\prime \prime}+12=
$$

$$
\begin{aligned}
& \therefore L \\
& 3 三 L E!14 Z Y
\end{aligned}
$$

110
13
134
127
121
114
151
105
103
109
150
103
106
103
130
103
100
103

Hard Data－－Task Cl

|  | TIME | Male |  | reatale |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Gliud | SERTNTARY | vior | SLEESTARY |
|  | 0 | $14 ?$ | 14； | 140 | 142 |
|  | 10 | 140 | $14 n$ | 14.5 | 140 |
|  | 20 | 140 | 14.5 | 143 | 143 |
|  | 30 | 142 | 143 | 149 | 140 |
|  | 40 | 145 | $14^{n}$ | 140 | 14.3 |
| －－－ | 30 | $1+0$ | $14^{n}$ | 140 | 140 |
|  | 6 | $14 ?$ | 149 | 14. | 14.7 |
|  | 70 | 145 | $14 \%$ | i +J | 140 |
|  | 8 | 142 | 145 | 143 | 140 |
|  | 40 | 140 | 143 | ：40 | 140 |
|  | 1ご | 140 | 140 | $1+3$ | 14） |
| －－．．． | 110 | 140 | 14.5 | 140 | $1+3$ |
|  | 120 | 140 | 14, | 140 | 140 |
|  | 130 | $14 v$ | $14^{n}$ | 140 | 140 |
|  | 140 | 140 | $1<7$ | 147 | 147 |
| ． | 150 | 140 | 147 | $1+0$ | 140 |
| ． | 160 | 140 | 140 | 140 | 14．0 |
| －－ | 170 | 140 | 140 | 14. | 1．， |
| Hard Data－－Task C3 |  |  |  |  |  |

TIV．E

| UソツツOOくこりつめOつにコツ <br>  |
| :---: |
|  |  |

溹L


| j $\therefore=$ | ！． | $\vdots$. | ！－ |
| :---: | :---: | :---: | :---: |
| 1 ， | ！： 7 | ：． | ：： |
| 1ご | 120 | $i$ ： | $1:$ |
| 1\ll | 19. | $i=6$ | $\because$ |
| $1<5$ | 120 | 122 | 126 |
| $1<7$ | i 24 | 1へう | 12： |
| 1.0 | 1－1 | ！－ | ！？ |
| ic | 12 | \＆$\because$ | $:$ |
| ic． | $12 ;$ | 1． | $?$ |
| 1くし | 12「 | 1－」 | ：${ }^{\prime}$ |
| こうこ | 12， | 12」 | 179 |
| 12い | 1く， | ！！ | 4？ 3 |
| 1く， | ！${ }^{-}$ | i 2 。 | ？？ |
| 1とい | $!\%$ | ： | i：？ |
| 12 | 1i ${ }^{-}$ | 1～0 | 3 |
| 1くし | に， | iこう | －ジ |
| 1くら | ここ， | ごこ | 1： |
| $12^{\text {² }}$ | $12 \%$ | 4 $\therefore$ i | i 3 |




APPENDIX 4

## ANAI,YSIS OF VARIANCE TABLES FOR ANALYSIS OF HARD

## data patterns

The following twelve analysis of variance tables are for analysis of the data collected for the twelve hard data patterns. They are presented by the two character codes where the first character is alpha and refers to the initial value, and the second character is numeric and refers to the steady state value. $A, B, C$, and $D$ are initial values of $100,120,140$, and $160 \% R H R$, respectively. 1) 1 gits $1,2,3$, and 4 are steady state values of 100,120 , 140 , and $160 \% R H R$, respectively. The sources of variation are numbered and refer to the following main effects or interactions:

```
    l mean
    2 sex (S)
    3 physical fitness (P)
    It time (T)
    ヶ Sl
    G S'T
    7 יT
    8 subjects (V)
    9 SPT
10 VT
ll error.
```

The indices $i, j, k, 1$, and $m$ are the same as those presented in the mathematical model in Chapter IV. A symbol
to the loft of the numbered source of variation indicates the level of significance, if any. The symbols are as follows:

$$
\begin{aligned}
& O=.10 \text { level } \\
& \square=.05 \text { level } \\
& \Delta=.01 \text { level }
\end{aligned}
$$



| $\frac{\operatorname{TAS} R}{S C, \frac{B 1}{7 C C}}$ | ERQこマ TEQM | F | SLM OF SCuARES | DEG．OF FREECGM | MEAN SQUARE | EXPECTED ME | A Soujie |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 MEA＊ | （ $(J K)$ |  | 1601012． | 1 | 1607612. | 144．000（ i） | 15．0こご E） |
| こ J | （ $(J K)$ | し． $00 \cup 9$ | －0230CCCE－01 | 1 | ．625000JE－01 | 72.000121 | 18．cJこ：E） |
| 3 K | －1」に） | 1.4321 | 95．0625J | 1 | 95.06250 | 72.000131 | $18.000(3)$ |
| $\triangle{ }^{4} \mathrm{~L}$ |  | 77．1014 | 7049．125 | 6 | 881．1406 | 16.000141 | 2．003！101 |
| 5 Jk | （1」N） | い． 0203 | 41.17360 | 1 | 41.17350 | 36.000151 | 18．0．う（ 8） |
| 6 JL | （LIJK） | r． 2901 | 27－25781 | $\rho$ | 3.407227 | $8.00316)$ | 2．0．0）（10） |
| 7 KL | IL（JK） | 1.7075 | 144．7578． | 8 | 13.71973 | 8.0 .30171 | $\therefore .000(10)$ |
| \＆（ ${ }^{\text {（J）}}$ |  |  | 265．5273 | 4 | 66.38184 | $18.000(8)$ |  |
| 9 JKL | （1）（J） | 1.0023 | 97.11937 | a | 12．13992 | 4.000691 | $2.000(10)$ |
| 16 ILIJK） |  |  | 365．7068 | 32 | 11.42934 | 2．000（10） |  |
| 1 L M（1J．L） |  |  | 359.7180 | 72 | 4.989149 | 1．000（11） |  |
| TASK B3 |  |  |  |  |  |  |  |
| SC K ${ }^{\text {re }}$ | Enk－d term | $F$ | SUM UF SOUARES | DEG．UF FREECON | NEAY SGUARE | EXPECTED ME | $\because S C U S E$ |
| 1 MEAH | （ 1 JK） |  | $<0593440$ | 1 | 2057344． | 144．0001 11 | 18．00．31 is |
| ¢ J | （1Jn） | ＜． 2872 | H2－156230 | 1 | 95．062：0 | 72.000121 | $18.00 こ(8)$ |
| 3 n | 1（1k） | C． 1044 | 4.340278 | 1 | $4.3402^{\circ} 8$ | 72.000131 | $18.00018)$ |
| $\Delta 41$ | （L）（on） | 5c． 2343 | 6172.494 | 8 | 771．54C5 | $16.000(4)$ | 2．00ご10） |
| 5 Jk | ［（Jk） | $\cdots .2047$ | 8．5Cty 36 | 1 | 8． 506436 | 36.000 （5） |  |
| －J | IL（JK） | 1.5443 | 159.7578 | 8 | 23.71973 | $3.000(\mathrm{t})$ | 2．こうこ（10） |
| 7 nL | （LIJK） | U． 3079 | 37.72656 | 8 | 4.715820 | $8.000(7)$ | $2.000(10)$ |
| 8 I（Jk） |  |  | 166.2499 | 4 | 41.56248 | $18.000(8)$ |  |
| 9 JKL | （L）JK） | C．230？ | 20．28604 | 8 | 3.535755 | 4．000 9 9： | 2.0001101 |
| 10 （L）${ }^{\text {（1）}}$ ） |  |  | 471.4958 | 32 | 15.35925 | $2.000(10)$ |  |
| 11 N（1J＊L） |  |  | 115.2344 | 72 | 1.600477 | $1 . \operatorname{coc}(11)$ |  |
|  |  |  |  |  |  |  |  |
| $s c=r$ | ikrus TERM | F | SUP OF SUUARES | DEG．OF trECCON | mean scuare | Expected me |  |
| 1 Feav | （1JN） |  | 3163358. | 1 | 3163358. | $144.000(1)$ | 18.0201 c） |
| ＜J | $1(J n)$ | $\therefore .4475$ | 31.17300 | 1 | 31.17360 | $72.000(2)$ | $18.000(8)$ |
| 3 K | －（Jk） | 3.4119 | 237.6730 | 1 | 237.6736 | $72.000(3)$ | 18.000181 |
| $\triangle 4 \mathrm{l}$ | il（Jn） |  | 757cte． 25 | a | 3240．702 | $15.000(4)$ | $2.020(10)$ |
| $\square 5 \mathrm{JK}$ | I（JK） | －．67j0 | 604．3313 | ， | 6C4．3378 | 36.002151 | 13.0001 c） |
| $t \mathrm{JL}$ | ！L（K） | 2．6877 | 19．67531 | 8 | 3.835114 | $\therefore .000(6)$ | 2．030（1：） |
| 7 rl | －L（JN） | $<.3853$ | 245．203： | 8 | 30.65039 | 3．0001 7） | 2．000120） |
| \＆ $1(J k)$ |  |  | 278．6387 | 4 | 69.65767 | $18.000(8)$ |  |
| $\triangle$ ¢JKL | （l）（Jk） | 2．7741 | 573．5731 | 8 | 74.14727 | $4.000(9)$ | $2.000(10)$ |
| A012（Jx） |  |  | 411.1973 | 32 | 12.84991 | $2.000(10)$ |  |
| 11 N（1JtL） |  |  | 1U29．078 | 72 | 14.29275 | 1．000（11） |  |




## APPENDIX 5

## ERROR DATA

This section presents the validation data in terms of beats/minute error (predicted minus observed) at 10, 20, 30, . . . 240 seconds for each of the six series of exercises performed by a subject in each of the four subject categories. The data are presented by subject category. The large script numbers (1-6) are series. The small script numbers are time in seconds.

Time
（seconds）

|  |  | 5 $\begin{aligned} & 0.0 \\ & 2.0 \\ & 0.0 \\ & 0.0 \\ & 1.0 \\ & 6.0 \\ & 0.0 \\ & 0.0 \\ & 2.0 \\ & 3.0 \\ & -4.00000 \\ & -6.00000 \\ & -3.30000 \\ & -2.30000 \\ & -1.00000 \\ & -1.00000 \\ & -1.00000 \\ & -1.30000 \\ & -1.00600 \\ & -1.00000 \\ & -1.00000 \\ & -1.00000 \\ & -1.00000 \\ & -1.00000 \end{aligned}$ |
| :---: | :---: | :---: |
| $-1.05 . j 00$ <br> $-3.0 \mathrm{ccco}$ <br> －4． $300 C 0$ <br> －6．20Cu0 <br> $-5.0: 003$ <br> －3．0ここ0う <br> －く．ひうつのn <br> －2．couec <br> －＜．JつOC <br> －－．uJucu <br> －く．」うつのn <br> －2．Juことし <br> －．COJCu <br> 3．jこしく」 <br> 5．jこCO） <br> $4 . C C J C J$ <br> 3.03000 <br> 3．いこここし <br> 3.0 〇こうn <br> 3．00こco <br> 3.0 ujco <br> $3 . i 0 c c o$ <br> $3.03 j 0 n$ <br> s．0uしく。 |  | $\begin{aligned} & -2.00060 \\ & -6.00000 \\ & -4.60000 \\ & -2.00000 \\ & -1.00000 \\ & 3.0 \\ & 0.0 \\ & 0.0 \\ & 3.0 \\ & 2.0 \\ & 3.0 \\ & 0.0 \\ & 0.0 \\ & 3.3 \\ & 0.0 \\ & 1.0 \\ & 1.04000 \\ & 2.3000 n \\ & 4.00000 \\ & 4.00000 \\ & 2.00000 \\ & 1.00000 \\ & 0.0 \\ & 0.0 \end{aligned}$ |



Time
(seconds)



Female of Good Physical Fitiness.
Sedentary Female.

APPENDIX 6
dATA COLLECTION FORMS


## APPENDIX 7

OUTPUT OF PREDICTIVE MODEL FOR VALIDATION This section presents the actual predicted output of the predictive model for the series used in the validation testing. The results are presented for each series of tasks. The computer output shows the subject category, resting heart rate, power output, elaps i time, mean heart rate, and percent of resting heart rate. The observed heart rate values (in beats/minute) were typed in separately. The series number (1-6) and subject category are presented at the bottom of each series presentation. Male of good physical fitness is MG. Sedentary male is MS. Female of good physical fitness is FG. Sedentary female is FS.
$200$




cocoooooc
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## Series I-MS
















## Series 5-FS



## APPENDIX 8

## DOCUMENTATION OF PROGRAM FOR THE PREDICTIVE MODEL

Input Card Specifications

```
cc. 1- 2--subject category, MG, MS, FG, FS or XX (for
        last card)
cc. 4- 5--resting heart rate (beats/min)
cc. 7 --number of tisiss (2 or 3)
cc. 9-ll--initial value (%RHR)
cc. l3-15--lst task work load (watts)
cc. 17-19--lst task duration (seconds)
cc. 2l-23--2nd task work load
cc. 25-27--2nd task duration
cc. 29-31--3rd task work load
cc. 33-35--3rd task duration
```

Any number of input cards can be included with XX as end-of-file.

List of Variables (in order of appearance within program)
E1, E2, E3, E4 $4 \times 19$ arrays which contain all hard
$\mathrm{F} 1, \mathrm{~F} 2, \mathrm{~F} 3, \mathrm{~F} 4$
Gl, G2, G3, G4
$\mathrm{H} 1, \mathrm{H} 2, \mathrm{H} 3, \mathrm{H}_{4}$
A1, A2, A3, A4
$\mathrm{B} 1, \mathrm{~B} 2, \mathrm{~B} 3, \mathrm{~B} 4$
$\mathrm{C} 1, \mathrm{C} 2, \mathrm{C} 3, \mathrm{C} 4$
D1, D2, D3, D4
WA, DU

Z
ZT
ZM
$4 \times 19$ arrays which contain all hard
data heart rate patterns row 1 , is MG, 2 is MS, 3 is FG, and 4 is FS.

Appropriate hard data arrays are selected and transferred to these 19 element list for computation. (See Chapter IV for definitions)

3 element lists for work load and duration

19 element $H R$ pattern not adjusted for time (\%RHR)
18 element $H R$ pattern adjusted for time (\%RHR)
18 element HR pattern (heart rate)

L, H
SC, SUB, PF

IV
IRHR
I
SSS
IC
R3
R1
R2
IC4
IT
IWA, IZM, IZT
XO, YO

19 element low and high patterns
Character for subject category, sex, and physical fitness

Initial value
Resting heart rate
Number of tasks
Expected SS \%RHR
Test constant for $L$ \& $H$ selection Ratio (see Chapter IV)
Ratio (see Chapter IV)
Ratio (see Chapter IV)
Test constant for SC
Tine
Integer for WA, ZM, ZT
Dummy lists of 19 elements


Flowchart of Program for Predictive Model.


## PROGRAM FOR PREDICTIVE MODEL（WATFIV）

TI IS PRUURAM LiAN BE USED ril PREDICY AN INDIVIDUAL＂S CARDIAC K「S．
ARRAYS E，F，G，AVU H ARE THE ARRAYS WHICH HULD HARD DATA IN RHR
PRK：I IS MALF－GUNJ
KI．N．I＇，MALE－S CCENTAPY
kIIK 3 IS remalr－gutun




WINLVSION FI（G，19），H2（4，19），113（4，14），H4（4，19）
mRRAYS A，O，C AVR D ARE ARKAYS WHIICH HCILD THE ABPROPRIATE
FのRL 「ATA FOR CuAPDTATIUIV
 UMENSI（IN A1（19），AZ（19）．43（19），A4（19）


rl，「L，「3，ANC C4 ARF 140 TO ：GO．120，140，AND 160 RESPECTIVELY LIMENSiCN C．1（19），C？（19），C3（17），C4（19）
［： $1,[2,[3$, ANR L 4 ANE 160 in 100,120 ， 140 ，AND 160 RESPECTIVELY

r．AKRAYS WA ANL DU ACCEPT NATTS AND DURATIC．V UF TASKS
CINRASAUN ．A（3），ru（3）
ARRAYS $/$－FR PATTRN IN RHR LT－ADJUSTED FOR TIME $2 M$－ $2 T$ MEAN HR 1，IによajIRN Z（19），INillu），IT（18）
r．ARRAYS L ANO $\because$ ARE WRRK AREAS THAT HOLD THE LOW AND HIGH HARD
r．MATA FOR EACH PRECICTEU HR PATTERN
keal i

CHARACTE？SC＊2，「UR＊か，PF＊21
C DEAC IN IIART DATA
$J=1$
5 IF（．J．En．5）GU TU G5
10 TLRNAT 119F4．01
KEオF（5，10）（AA（K），K＝1，19）
RFAr（5，10）（AZ（K），$K=1,19)$
$R=$ nC（ 5,1 ！$)(\Delta 3(k), k=1,1 \varphi)$
REAC（b，10）（A4（K），$K=1,19)$
$R \in A \Gamma(2,12)\left(P_{1}(K), K=1,19\right)$

REAu（s，1C）（rs（k），$k=1,19)$
nrar（5，（0）（R41k），$x=1,19)$
$K(1 \Gamma(5,1 C)(C, 11 K), K=1,13)$

REAL（T，IU）CSIK），$K=1,191$ そとAい（う，1J）（C4（k），$k=1,19)$
$\operatorname{RLar}(5,10)($（ji（n）$, k=1,19)$
RFAT（5，1C）（［c）（K），$K=1,19)$
REAU（ 5,10$)(03(K), k=1,19)$
REAL（y，10）（D4（K），K＝1．19）
C LOAI CATA TO APPOOPRIATE HAQO DATA ARRAYS
［C fu $k=1,19$
El $(J, K)=A 1(K)$
E2（J，k）＝A己 $(k)$
E $3(J, k)=A 3(k)$
$E 4(J, K)=A 4(K)$
$1!!J, K)=P!(k)$
$F<(J, k)=E 2(k)$
r3（J，K）$=$ Es（K）

```
    F4(J,K)-R4(K)
    ul(J,K)=C.1(K)
    Ci心(J,K)=C2(K)
    CJ(I,K)=Cs(K)
    u4(J,K)-C4(K)
    H1(J,K)=C1(K)
    Hi(J,K)=[2(K)
    H3(J,v)=[J(N)
    r.4(J,K)= ח.4(K)
    50 CU:*I lNuF
    J=J+&
    Gl) I' 5
    C LNPIIT OATA JC=SUHJGCT CATEGURY, IRIR=RESTING HEART RATE, I=NUM
    r. TAدんコ, IV=INI「LAI VALIJE, WA=WATIS. DU=DURATION。
    REAL A ratA CaRr. POR UVE IVOTVIDUAL
        75 RLAL(5,LOU) SC;&K|R,1, (V,WAI 1),DU(1),WA(2),DU(2),WA(3),DU(3)
    100 1LOF゙,T (AL,13,1?,14,&F4.0)
    C XX LH IHE SE FIFIN INOIRATES LAST CARD*- TERMINATE PROGRAM
        If (:C.ER."^人') STOP
    C. DLTghitaidE APPKrrkIATE H:ARD DATA ARRAY
        A LHAKACTER VAZIAHLF IJ USED WITII A RELATIONAL OPERATOR
        if (ir.EG. 'MO,') uU Tu iJl
*EXTT.4SIO
    5E.
    \curvearrowleft7
GFXTEMSILN*
    IF ISC.EG."MS") GL TO LO?
    A ut AMACTFR VAZIaLLF IS USED WITH A RELATIONAL OPERATOR
        AF (ST..rm.'FI:) UN TU 103
* EXTENSICN*
    A CHAIACTER VARIAELE IS IISED WITH A RELATIONAL OPERATOR
        IF (SC..[G.'ES') GT IO 104
*EXTEISSILN% A CHANACTER VARIALLE IS JSEO HITH A RELATIONAL DPERATOY
    OU LuL J=1
        GC T0 100
    10< J=<
        GU TO 106
    103 J=3
        G\cap TC. }10
    104 J=4
    C LOAI NPPROPRIATE HARD DATA INTU CUMPUTATIDNAL ARRAYS
    106 CC 107 K=1,19
        A1(K)=FL(J,K)
        AC}(K)=F<\\J,K
    _ A3(K)=E゙3(J.<)
        A4(F)=t4(J,N)
        E'(N)=F1(J,K)
        R2(K)=F2(J,K)
        E3(n)=F3(J,K)
        b4(K)=F4(J,K)
        C1(K)=G1(J,K)
        C2(K)=G<(J,K)
        Cu(K)=G3(J,K)
        [4(N)=G4(.J,K)
        [1)(K)=H\(J,K)
        D2(K)=HZ(J,K)
        LS(K)=H3(J,K)
        L゙ム(K)=r4(J,K)
    107 COMJ INUF
        C THE FCLIUWINF LUOP IS CIDMPLETED ONCE FOR EACH TASK- 2 OR 3
        O\cap g\n M=1,1
    C IF TASK REGUIIKES LESS THAN 10 WATTS SET SSS = 0
    IF (|A(M)-10) 150,1U9,173
    CHECK SUBJLCT CAIEGORY H=MALE,F=FEMALE,G=GOOD PF,S=SEDENTARY
```

```
    07 lug tF lsc.tw.0MG', GN TG 110
ArxTrid'J|N* A LHASARTHR VA\IA!IF IS USEC WITH A RELATIONAL OPERATOR
```



```
    A LHAOACTH! VARIAHIEE IS USEU WITH A RELATIONAL OPERATOR
    Ir (SL.lL.'r'') GO Tri loo
    A LHAXACI:LQ VA:IANIL IS ISEO WITH A RELATIONAL OPERATOR
    IF (r.r.!.(..fre) uld rU 1:0
    C GHFPUIF EXPFCTLWSTLAOY STATE RHR (SJS)
    C rIRR NG
    LxT!NSIUN# A CHA%ACTYR VARIAFLE IS UScO WITH A RHLATIONAL OPERATOR
```



```
        H2 IC,4=1
        \3 Gr.Tr l&u
        94 12n SSS=.?29*W^(M)+in1.443
        9`
        96
    C FIJR FC;
        130 SSS =.4R4*wA(M)+104.30% 
        IC4=3
        GO TC LAC
    C FOR FS
        14u SSS=.431*nA(Ni)+1U2.)69
        IC4=4
        GO TC LAO
        15u SSS=10?
        16j CONTINUF
            |C=0
            6 IFIS SEGMEMI LLIFKMINED WHIGH HAKU JATA ARKAYS TU USE-HIGH ANU IUW
            !f (1ソ-120! !?2,17ט,!75
        17U &C=IC.+1
            Gn Tr 200
        175 &F (IV-140) 140.180.185
        18\cap IC=1C+?
            ul) TU 200
        L^J IF (IV-150) 1YU:190,195
        140 IC=1C+3
            Gu TU 200
        195 PRINT, 'IV IS UREATER THAN 160 RHR:
            GO 10, 5%
        200 |F (5Sv-120) 210,210,215
        210 1C=IC+1U
            uu TO 250
        215 1F (SSS-14C) 220.220.225
        22v 1C=1C+20
            GL TU }25
        2<5 &F (SSS-10n) 23J,230.235
        230 & C=IC+30
            Gr Tח 250
        235 PPIINI,'SSS IS GOLATER THAN 160 RHR*...
            UC IO }9
        250 rF (iC-11) 270,265,270
        265 IF (IV-SSS) 261,267,266
        266 CALL CIPY(L,t.L,19)
            CALL CIMPY(|.Uつ.19)
            GO 1п 4vj
        267 CALL CIIPY(L,A1,19)
            -ALL C.I:PY(1+,A2,19)
            LT 10 40U
        27* 1F(1C-12) 2RO:2727280%
```

```
    137 <7% |1WA(!1-0.0) \therefore15.213,275
```



```
    1) C.i.t. Cl.1Y(1,6,1,19)
    14. LOTTO, TL
    141 27! C.ml.L C.:Y(1.,11,19)
```



```
    143 G% [0 400
```






```
*EY|LINJIN* A GHNRACIGR VANLAUl.E IS USE[; WITII A RELATIONAL OPERATOR
    1.1 GU Ti」ことら
```



```
    L4y <&3 r.R!T[(f,03!り)
        UlTHJ
    2と& CALL C.,PY(L,Cl,19)
    C.il.L. C.!口Y(ri,nl,l+)
    G% TO 250
    <85 1F(.iA(in)-0.0) 2&7.284.287
    287 LNLL r. PY(L,CL,19)
    rambl ramy(r.,N?,ly)
    GOTO*Cl
    <JU 1F (1C-\1; دUL, く,5,,NOO
    295 CALL C.,PY:1,A?,191
    C.MLL r`@Y(t:, ن3,L9)
    Gr TG auU
    20j ,F (Tr-j2) 31.).3i5.310
    3u` [f (iV-SSS) ul,ji7,300
    306 「~LL CuHY(1,r<, L夕)
    CALL C:iPY(t,C3,19)
    GC Tr 40O
        307 CNLL GiFY(L,EP,19)
        CAI.L r. PY(i, t,3,1Y)
        ul.TC\Cu
    31, it (ic-<3) 3<0.112., <n
    31& IF('r.cro.NS') u
    A LF{MAC.TEK VARIAZLE IS USED WITH A RELATICNAL OPERATOR
    |F('C.EC.'FS') GI? TO 31A
    A LFA:ACTER VANIALLEE IS USED WITH A RELATICNAL OPERATOR
        CALL C_PY(L,C2,1Y)
    CHLL CuFY(H,N3,19)
    G) Tr 1,00
    1f% WK!1t(!,310)
```



```
    I ART MIIT ACGFHIEI FIR IV UF NORE THAN I4C RHR -SEDENTARY ONLY:
    Gn lr 4%
    3<u 1F(1C-31) ,3u,325,330
    32) VALL r.,PY(L,A3,10)
    CんLL C.JPY(|,G4,1y)
    un lr anO
    33, 1F(IL.-3<) 14, 335.340
    33, CNLL & :YY(1,t3,1リ
        SAILL r.HY(H,r,4,1,1)
        G` Tr "Cl
        34J If(IV-S5S;347,747,342
        د4? lF(SC.rO.MN'S' uN TU 346
```



```
    |f(`(..|'..'1',') !.' 「11 340
*LXTENSIONA A LHANACTLRVASIAISE IS USEE HITH A RELATIOVAL OPLRATUR
```

190
111
（1）：
1）：
$11 \%$
1 に
1．0． 1） 1

13
1.15

かい
©． 1
$\therefore \dot{3}$
－13
$\therefore{ }^{\circ} 4$
（ ）
20t．
207
くらと
$2: 4$
：1U
－！ 1
16
？！
214
$<15$
$\therefore 16$
217
210
611
220
cel
（く）
$<24$
くくら
$\angle 2+$
2く7
c $\dot{c}$
人リ
© ：
2.1
$-3 i$
$\therefore 31$
2,4
く45
？se，
$6+1$
4． $6^{\prime}$

CAIL（IDY（L，กj，10）
しへしL Ci，ry（HfU4，1）
$u^{\prime} 1 r \cdot 0^{n}$

（6）「し りり
341 CAIL CNサYイL，C3，\＆）
CALL CMY（H，r．ヶ，Lソ）
Cr Tr＋OU

r．IF IV UREAIFR T．i＇I 120
s5u $\mathfrak{c} 3=(I V-1(-)) / i+(\ldots)-L(2))$
$\angle T(1)=I V$
けL 30つ 1， $0=9,1 \approx$

sto LTNTINIE
Lir $\Gamma 0$ alo



$C$ Kl IC THF PATIL iETNEEi SSS ANT THE LOW SS AND THE HARD DATA H－L

C ClWHUF THL EXPECIEO HR PATPERN ANO STURE IT IN Z CC $1 . \iota^{n} K=1$ ，1
$\left.420 L(k)=\left(1 H_{1}(k)-L(K)\right) * R 1+L(K)\right)$
C ARJC．T livilix Fuk time IV in SECUVD INLREMENTS

$4<3$ CC $\rightarrow$ ？$K=(1)$ If（｜V．uT．L（K））U．．TJ 427
认．1！ 1.70
$427 \mathrm{~J}-\mathrm{n}-\mathrm{i}$
G Tr +27
4 2と Cuintinue
424 IF（IV－L（J＋L））432．430．432
$430 \mathrm{ki}=, \ldots ?$
G Tr 4 su
432 IF（L）1）－1．（J＋1））435，433．435
$433 \mathrm{R2}=1.0$
GC IC 476
$+35 R 2=(I V-Z(J+1)) /(L(J)-L(J+L))$
$430 \quad 21(1)=1 V$
Cr． $437 K=2,1 P$
$L T(k)=(7(J+1)-L(J+\angle)) * R 2+L(J+2)$
IF（l $(J+1) \cdot E w . L(J+2) J$ GO In 500
$\mathrm{J}=\mathrm{j}+\mathrm{i}$
437 CTMIINIF
（ 1 「 C ちCu

IF（IV．LT．L（K））60 Tい 4 4
ú 1 L 40
$440 \quad J=K-1$
Lir ir aqu
45 L LL．d INIJE
い $\quad$ ：TFM＂IAF K？THF NAIIU UF PHE DIFFERFNCE BFTWEEN IV AND ZA
（ ANL ISTNEFN LA ANL LA PLUS 10
4A，1（（1V－（ J））4 C．7，it5，＋67
$465 \mathrm{R2}=\mathrm{U} .0$
ul 1048 C

－1）$k=1$ ．？
（u）IU $40^{n}$

48」 $11(1)=1 V$
C IUAHif rmi fYpliteg hk pattern adjusted for time and store in zt以 ・ッリ $k=$ ？，に
$(1(k)=((1)(J+c)-l(J+1))+(2)+l(J+1)$

$J=1+1$
4 no renintinur.

コ1U LT(KH): くらS
C W UPI,TFIp HATTFSV IV MEAN HR FOR A GIVEN RESTING HR
30 [6 52.) $k=1,10$
د(i) $\angle "(k)=(1 / f(K) \times(\ldots 1 K) / 100)$
if (".alc.l) GO Ir 675
C D: Trincinc reauling vakiables

$34 v$ JUt: $=$ AALE
HF=" GIDLL PIIYSICAL FITAESS*
GO ir beo
542 دUis=' MALE.
PF=1 SLDENTARY -

544 CHL='FEMALE
PF= GJOU PHYSICAL FIINESS*
ul: TG 560
j4も「しu-1よがALE'
pr=0 rroEidTARY -
C print meaning infurmation
3九O WR11E!0, 57

WITTEIO, juct SUE
5عu Fupfatilx,3!(' 1), A7)
WRLTE(6,590) PF

Wikitelu,tul) IRFR

WRIIE(t,olr)
oln ronnatile, '
c print culing tencings
WRITE(C,02C)
u2u FRRNAIMX.' POrLR UUTPUT ', 'ELAPSED TIME ', MEAN HEART R
LKATE ','rERCLIVT OF RESTING HEART RATE')
WRITF(C.R3U)
630 rLRMAT $3 X^{\prime} \cdot($ WATTS $) \quad$ •' (SECONDS) •, (BEATS/MINUTE
11!
$1 T=0$
$695 \mathrm{~K}=1$
r. KUUN' ALL MR AND KHK OFF TO NEAREST INTEGER
CO कya $I x=1,18$
$\operatorname{LN}(\mid x)=2 M(1 x)+.5$
$Z T(I x)=Z T(I X)+.5$
6YG GINTINLE
C PRINT PULER OUTPUT, TIME, KHR, AND MEAN HR
$700 \quad 1 \mathrm{NA}=\mathrm{nA}(\mathrm{M})$
$12 N=I M(K)$
$1 / \Gamma=1 /(K)$
VRITFIG,7n5)IWA,IT,IZM,IZT

$1 T=1 T+10$
$n=k+i$

```
        Gntr (710,170,130), M
        C.t fen lilkatlin rf lask
        710 1F (IT.1T.lt, 1)) \(\dot{\text { u }} 700\)
        U I 10 OOO
```



```
        ur ir nou
        (30 1F (IT.LT.(「い(1) +uし(こ)+1)!(3))) GO 「0 700
r. \(\because\) : INITIM value far NEXP rask
        iv= \(\mathrm{Cl}(\mathrm{H})\)
    HJC CI.vIIMIF
        (i) TUG 9
        ENR
    C SIGRTUTIAE LOHY LOALS ARKAY XO INTO yO both of dimension No
        WIMEIV llin x.a(nu), yu(inol
        ne luju ko=l, ive
    LuCl \(x \Gamma(n(i)=r \cap(k \cap)\)
        perukn
        ENC
```

APPENDIX 9<br>PROGRAM TO PREDICT HEART RATE PATTERNS USING SCHLIPP'S MODEL (BASIC).

INPUT HORK LOAD IN WATTS, DURATIOH IN SECONDS, AIID RHR
00010 PRINT ' INPUT WORK LOAD IN WATTS, DURATION IN SECONDS, AND RHR' 00020 INPUT W, D,R
$00030 \mathrm{~B}=.4 * \mathrm{~W}$
$000 L 0$ A1 $=R * .25$
OCOSO A2 $=\mathrm{B}-\mathrm{A} 1$
OCOE 0 PRIHT 'TIME HEART RATE'
OCC70 FOR T=OTODSTEP 10
$0 \cos 0 \quad Y=A 1 *(1-(1 / \& E * *(.385 * T))\rangle+A 2 *(1-(1 / \& E * *(.0233 * T)))$
$000 \operatorname{Cos} \quad H=Y+R$
CO110 PRINT T;H
00120 MEXT T
00130 PRINT 'IMPUT DURATION OF RECOVERY'
00140 IIPUT D
OCIS0 PRINT 'TIME HEART RATE'
00180 Az $=.35 * B$
00170 FOR T=OTODSTEP 10
C51E! YI =A 3*\&E** $(-.026 * T)$
مכ15 $\mathrm{H}=\mathrm{Y} 1+\mathrm{R}$
0021 J PRINT $T+10 ; H$
)C220 NE:CT T
00230 EHD
EDIT
? 220,120,76
TIME HEART RÁTE
076
$10 \quad 111.2497$
$20 \quad 122.5745$
$30 \quad 131.1923$
$40 \quad 138.0114$
$50 \quad 143.4131$
$60 \quad 147.6920$
$70 \quad 151.0815$
$80 \quad 153.7666$
$90 \quad 155.8936$
$100 \quad 157.5785$
$110 \quad 158.9131$
$120 \quad 159.9704$
INPUT DURATIOIV OF•RECOVERY
? 120
TIME HEART PATE
10 159.6000
$20 \quad 140.4599$
30 1.2.7019
40 111..3227
$50 \quad 105.488$
$60 \quad 98.72366$
$70 \quad 93.56737$
$80 \quad 89.54535$
$80 \quad 89.54535$
$90 \quad 86.44417$
$\begin{array}{ll}100 & 84.05299 \\ 110 & 82.20927\end{array}$
$120 \quad 80.78766$
$130 \quad 79.69153$

EDIT run

PROGRAM TO PREDICT HEART RATE PATTERNS USING SUGGS' MODEL (BASIC).


```
TI = time periods in seconds
    X = indicator
    W = watts
    D = duration in minutes
    R = RHR
    O = oxygen consumption
    S = SS HR
    T = time periods in minutes
    H = HR at time Tl
    S = expect SS for exercise
    D = duration in minutes
```

    \(\mathbf{I}=\mathbf{I V}\)
    APPENDIX 1.1
PROGRAM TO PREDICT HEART RATE PATTERNS USTNG VOGT'S MODEL (BASIC).

$$
\begin{aligned}
& \text { Enter } 1 \text { IF IHCREASE AND } 2 \text { IF DECREASE } \\
& \text { EHTER WATTS, DURATION IN MINUTES, IV A:ID RHF. } \\
& \text { ? } 220,2,76,76 \\
& \text { tIIE HEART RATE } \\
& 20 \quad 129.1539 \\
& 50 \text { 154.6409 } \\
& 60 \quad 157.9615 \\
& 70 \quad 160.1040 \\
& 80 \quad 161.4863 \\
& 90 \quad 152.3781 \\
& 100162.9536 \\
& 110 \quad 163.3248 \\
& 120 \quad 163.5644 \\
& \text { EDIT rif }
\end{aligned}
$$

00010 PRIHT 'ENTER 1 IF INCREASE AND 2 IF DECREASE'
00020 IPIPUT C1
00030 PRIHT 'EHTER WATTS, DURATION IN MINUTES, IV AND RHR'
00040 IHPUT W,D,I,R

- $00050 \mathrm{C}=.4 * \mathrm{~W}$

00065 T1=0
00070 |F CI=1 THEN 200
$00080 \mathrm{~K}=-.712-.0069 * C$
00090 GO TO 220
$00200 \mathrm{~K}=-1.35-.0078 *(1+\mathrm{C})$
00220 PRINT 'TIME HEART RATE
00230 FOR T=OTOD STEP . 166666
$00235 \mathrm{Pl}=-\mathrm{K} * \mathrm{~T}+.05$
$00236 \mathrm{P} 2=1 / \mathcal{E}_{1} \mathrm{E} * * \mathrm{P} 1$
$00237 \mathrm{H}=\mathrm{C} *(1-\mathrm{P} 2)$
00240 IF Cl=1 THEN 248
$00242 \mathrm{HI}=\mathrm{I}-\mathrm{H}$
00244 GO TO 250
$00248 \quad 111=\mathrm{H}+\mathrm{R}$
CO250 PRIHT TI;H1
$00252 \mathrm{~T} 1=\mathrm{T} 1+10$
00260 HEXT T
00270 EHD
[D:T

| Cl | $=$ indicator |
| ---: | :--- |
| W | $=$ watts |
| D | $=$ duration in minutes |
| I | $=\mathrm{IV}$ |
| R | $=$ RHR |
| C | $=$ expected bpm above RHR at SS |
| $\mathrm{T} I$ | $=$ time periods in seconds |
| K | $=$ time constant |
| T | $=$ time periods in minutes |
| $\mathrm{Pl}, \mathrm{P} 2$ | $=$ dummy variables |
| H | $=$ bpm above RHR |
| HI | $=$ predicted HR |

$\underset{?}{\operatorname{EMTER}} \frac{1}{2}$ IF MCREASE Aild 2 If DECREASE
enter hatts, ouration in mhutes, iv aido fhir
? 220,2,164,76
time heart rate
$0 \quad 159.7082$
$10 \quad 143.1864$
$20 \quad 129.3256$
$30 \quad 119.2821$
$40 \quad 110.7394$
$50 \quad 103.8828$
$60 \quad 98.37947$
$70 \quad 93.96239$
$80 \quad 90.41711$
$90 \quad 37.57158$
$100 \quad 85.28766$
11083.45454
12081.93323

EDIT run

PROGRAMS TO DETERMINE SIGNIFICANSE OF THE DIFFERENCE BETWEEN REGRESSION

## 00010 A1 $=0$

COEFFICIENTS OF TWO SEPARATE EQUATIONS (BASIC).
00020 A2 $=0$
00030 PRINT' INPUT N'
00040 INPUT N
00050 FOR $I=1$ TON
00055 INPUT X,Y
$00060 \mathrm{Al}=\mathrm{A} 1+\mathrm{Y}$
00070 A2 $=A 2+Y * * 2$
00080 B1 $=\mathrm{Bl}+\mathrm{X}$
00090 B: $2=\mathrm{B} 2+\mathrm{X} * * 2$
00100 NEXT ।
00110 PRIMT 'INPUT SLOPE.'
00120 IHPUT S
$00130 \mathrm{Sl}=(\mathrm{N} * \mathrm{B2}-\mathrm{Bl} * * 2) /(N *(N-1))$
$00140 \mathrm{~S} 2=(N * A 2-A 1 * * 2) /(N *(N-1))$
$00150 \mathrm{~S} 3=((N-1) /(N-2)) *(S 2-(S * * 2) * S 1)$
00160 PRINT 'SX', 'SY', 'SYX'
00170 PRINT S1,S2,S3
00180 END

## EDIT

Program to compute sums of squares
$\mathrm{N}=$ number of observation

## $\mathrm{X}, \mathrm{Y}=$ values of independent and

 dependent variables$\mathrm{Al}, \mathrm{A} 2, \mathrm{Bl}, \mathrm{B} 2=$ accumulators
S = regression coefficient
$\mathrm{S} 1, \mathrm{~S} 2, \mathrm{~S} 3=\mathrm{S}_{\mathrm{x}}, \mathrm{S}_{\mathrm{y}}, \mathrm{S}_{\mathrm{x} / \mathrm{y}}$
(Crow, 1961, p. 160)

```
00010 PRINT' INPUT SYIX SXI N1 SY2X SX2 N2'
00020 INPUT S1,X1,N1,S2,X2,N2
00030 S3=((N1-2)*SI+(N2-2)*S2)/(NI+12-4)
00040 S4=S3*(I/((NI-1)*XI)+1/((N2-1)**2))
00050 S5=S4**.5
00060 PRINT 'INPUT B1 AND B2'
00070 INPUT B1,B2
00080 T=(B1-B2)/S5
00090 PRINT 'T FOR B1 AND B2 OT',B1;B2
00I00 PRINT 'T=';T
00110 END
EDIT
```

Program to calculate $t$ statistic
Sl, S2 $=S_{y / x I}, S_{y / x 2}$
$X 1, X 2=S_{x 1}, S_{x 2}$
N1,N2 $=$ number of observation (1 and 2)
$\mathrm{Bl}, \mathrm{B} 2=$ regression coefficients ( 1 and 2)
$T=$ computed $t$

PROGRAM TO LIST ALL HARD DATA BY TASK (WATIIV).
r. IHJS PROURAM I.JJTS MLL HARD DATA BY TASK

UlintivsIon M(4, lh, 18)
or $100 \quad \mathrm{I}=1,4$
DU $110 \mathrm{~J}=1,1 \mathrm{t}$
RLA~(5,1~, J) (n(1, J.K) $, K=1,181$
105 FCRFAF $(4 \times 1814)$
110 Cmatialle
100 wRivt Inje.
ก० $210 \mathrm{~J}=1,16$
$135 \quad 1 \mathrm{~T}=\mathrm{L}$
WRITE(t.14C)
 WRITF(is, 15i )

HRITE(t. 15j)
155 FOPMAT(1人,' ')
nu $>00 \mathrm{k}=1,1^{\circ}$


$I T=I T+i O$
20? chatlinue
?15 CCMitive
siro
rive
$M=4 \times 16 \times 18$ matrix
$I=$ subject categories
$J=$ tasks
$K=$ time periods
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[^1]:    

