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OPTIMAL SAMPLING OF A

STRATOSPHERIC SUDDEN WARMING
CHAPTER I

INTRODUCTION

It is convenient‘to consider the atmosphere in terms of regions
according to certain characteristic featvres, i.e., temperature,
turbulence, composition, ionization, chemical reactions, magnetic
fields, or circulation indices. The most common feature is based on
thermal stratification and that is the characteristic that will be
used here. To avoid confusion, as the same word used by different
people sometimes different meanings, 2 brief definition of each
region and boundaries of the atmosphere will be given and depicted in
Fig. 1.

The troposphere is that layer of the atmosphere extending from
the surface of the earth to the tropopause. Most of the meteorological
phenomena such as clouds, thunderstorms, and tornadoes occur in this
region. The troposphere has, on the average, a temperature lapse rate
of 6.5C per km until the tropopause boundary is reached.

The tropopause is defined as the lowest level at which the tem-
perature lapse rate decreases to 2C or less per km. The tropopause is

higher and colder over the equatorial regions (approximately 18 km),
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Fig. 1. 1966 U. S. Standard Atmosphere for the month of July at
45N latitude.



and lowers over the polar regions to 8 km. A value of 13 km is given
in Fig. 1 based on the temperature profile given in the U.3. Standard
Atmosphere, 1966, for July at 45°N.

Above the tropopausc the temperature increasc: with height until
the stratopause is reached. The st.atosphere is the region betwezen
the tropopause and stratcpause, and is the area of primary interest
here as many intriguing a d important phenomena occur in this region.

The temperaturzs decreases with height above the straiopause until
the mesopause is reached {approximately 80 km). The region “etween
the stratopause and mesopause is the mescsphere. The mesosphere is
an interesting area and no doubt influences the activities that occur
in the stratosphere, and reciprocally, some of the circulation systims
found in the stratosphere extend into the mesosphere.

The temperature increases with height above the mescpause in a
region known as the thermosphere. Temperatures in the thermosphere
have been calculated from the electron (or ion) density orofiles and

from observations of satellite drag (Glasstone, 1965).



CHAPTER II
LITERATURE SURVEY

As mentioned earligr our main concern iskof the stratosphere and,
in particular, warmings that suddenly occur in that region. The first
sudden warming that was noticed was documented by Scherhag (1952) and
occurred over Berlin, Germany during the 1951-52 winter. After more
than 20 years of research and numerous reports, no one can definitely
offer a complete explanation of the origin and maintenance of a sudden
warming.

For a better understanding of some of the characteristics that
define a stratospheric sudden warming, we should be familiar with the
circulation of the stratosphere. Much knowledge has been gained about
the stratospheric circulation due to the use of meteorological rockets
(Webb, et al., 1961) and satellites (Shenk and Salomonson, 1970). As
of January 1973, over 17,000 temperature and/or wind observations had
been made by meteorological rocket payloads at 44 different locations
over the world. The data are now published under the title of "World
Data Center A — High Altitude Meteorological Data" by the Natiomal
Oceanic and Atmospheric Administration, National Climatic Center,
Asheville, ﬁorth Carolina.

The 10 mb constant pressure chart .(approximately 30 km) is an

excellent chart to portray the stratospheric circulation features as

4



data used in the analyses have been obtained from balloon and rocket
soundings. Fig. 2 illustrates a typical winter situation of a circum-
polar low pressure cell that dominates the circulation. This means
west winds (winds blowing from the west) are found over the middle and
high latitudes. Wind speeds usually reach a maximum of 40 to 50 mps
during December. A belt of high pressure can usually be found over
the sub-tropical latitudes, and a trough of low pressure is present
most of the time over the southwestern United States.

During the summer, high pressure is centered over the North Pole
with easterly winds over most of the Northern Hemisphere as shown in
Fig. 3. Speeds of 10 to 20 mps are common with the average maximum
reaching 40 mps during July. Webb (1966) has plotted the average
wind components of a 10 km layer between 45-55 km for differemnt loca-

tions as -shown in Fig. 4a and 4b. The mean zonal flow has more vari-

A .

ability between winter and summer than the meridional. Note in Fig. 4a
that the reversal of the winds from west to east occurs between April
15 and May 15 starting with the northern-most stations. The same
sequence occurs in the fall with the winds reversing firs. at the
northern-most stations, but the wind reversal at the mid-latitude
stations occur within a few days of each other. These transition
periods betweer the winter and summer circulations have been discussed
by Miers (1963) and Webb (1966), and Webb has suggested vhat a variety
of solar influences are prevalent in the stratospheric circulation.

X>w that the main circulation features of the stratosphere have
been presented, perhaps a definition of a warming that occurs in this

medium is in order. An explicit definition of the stratospheric



Fig. 2. Mean contour map of 10-mb surface during winter (after
Kriester, et al., 1963-1965). Contour heights are in tens
of geopotential meters.



Fig. 3. Mean contour map of 10-mb surface during summer (after
Kriester, et al., 1963-1965). Contour heights are in tens
of geopotential meters.
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Fig. 4a. Mean zonal SCI data for selected stations plotted te
illustrate the meridional structure of the stratospheric
circulation. AS-~Ascension Island, WI-Wallops Island, FG-
Fort Greely, BKH-Barking Samnds, WSMR-White Sands Missile

Range. (after Webb, Structure of the Stratosphere and Meso-
sphere, Fig. 4.7)

Fig. 4b. Mean meridional SCI data for the stations in Fig. 4a.

(after Webb, Structure of the Stratosphere and Mesosphere,
Fig. 4.8).



sudden warming has been made by Julian (1967) in which a distinction
should be made between major, minor, and the warming that occurs just
before the spring transition period. Webb (1966) offers this definitionm

of a sudden warming - "a dynamic event in the stratospheric circulation

which is principally characterized by a temperature increase in polar
regions immediately above the stratonull level greater than 50C over

a period of ten days or less, accompanied by a disruption of the usual
westerly zonal circumpolar flow of the stratospheric winter circuia—
tion". The stratonull is a transition layer between the tropospheric
and stratospheric circulation and is usually found in tﬂe 25 to 30 km
region. Minimum values of wind components are usually found in this
.region.

Kellogg and Schilling (1951) were the first to utilize all
availsble data sources (rockets, high level balloons, acoustic sound-
ings, noctilucent clouds, meteor observations, and radio wave propoga-
tion) to propose a simple circulation model from the surface to 120 km.
Their model included the winter westerlies, summer easterlies, prevail-
ing westerlies above 80 km, sinking air over the winter polar region,
and rising air over the summer pole. They céncluded that the complex
radiational heating that occurs in the stratosphere is sufficient to
provide the driving force necessary for the stratospheric circulationm.

After Scherhag's report of the sudden warming over Berlin in the
1951~52 winter, researchers began to think twice before discarding
a suspiciously warm temperature value. The early research done on
stratospheric sudden warmings and stratospheric circulation consisted

of plotting temperature profiles on time-height cross sections and
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also analyzing the 100, 50, 25, and 10 mb constant pressure charts.
[See the work of Scarse (1953), Teweles and Finger (1958), Teweles
(1958), Craig and Hering (1959), Palmer (1959), Boville (1960), Hare
(1960), Scherhag (1960), Teweles, Rothenmberg and Finger (1960)]. All
. but Scrase discuss the January 1958 warming that Aoccurred over
Churchill, Canada. A warming of some 30C over North America is all
that could be detectéd usiﬁg the constant pressure charts, but by
making use of rocket data (Teweles, 1961), grenade data (Stroud et al.,
1960) and the falling sphere technique (Jones et al., 1959) it was
found that a four day temperature increase of nearly 7OC‘ occurred over
Ft. Churchill in the layer between 38 and 41 km. Teweles believed
that suﬁsidence as well as advection had to account for such a tremen~
dous temperature increase.

Craig and Lateef (1962) computed vertical motions over North
-America, Canada, and North Atlantic area during the 1958 warming.
Their vertical motion fields indicated that upward motion cccurred east
of troug‘qs and downward motion west of troughs before a sudden warming
started. After tﬁe commencement of a3 sudden warming a very large area
of uniform downward motion existed. Extreme values were 8 cm per sec
at 25 mb to 4 cm per sec at 100 mb. It had been hypothesized earlier
by trace transport investigators that downward motion occurs over the
winter time polar regions (Brewer, 1949; Dobson, 1956; Goldie, 19503
Palmer, 1959; Lilly and Palmer; 1960). However, Mahlman (1969) computed
a stratospheric mean circulation for periods before, during, and after
the 1958 warming by using a heat balance method. His calculations

indicated rising motions over the polar cap during a sudden warming and
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that vertical motion cannot be explained by considering thermodynamic
processes.

The need for synoptic analysis higher than the 10 mb level was
apparent since time-height cross sections indicated that the largest
temperature increase in the 1958 warming was near 40 km. Keegan (1962)
used rocket data to illustrate that the entire region from 30 to 70 km
is a region of considerable activity during the winter. Finger et al.,
(1963) discussed the procedures that could be used to do a synoptic
analysis based on meteorological rocketsonde data at the 2 mb (near
42 km) and .4 mb (near 55 km) by building up from the 10 mb level.
They illustrated that arn explosive warming could be detected at higher
altitudes. These charts were analyzed on a weekly bases by the Upper
Air Branch, Numerical Methods Center (MMC), National Oceanic and
Atmospheric Administration (NOAA), from 1964-1967 and are analysed
for selective periods now.

' The next major warming occurred during January 1963. Morris and
Miers (1964) illustrated that the sudden warming developed over the
Atlantic when a ridge of high pressure formed in symmetry with a
Pacific ridge. On the 23xrd of January, the polar vortex split and
moved southward over Northwest Canada and Northeast Europe. The
warm center appeared south and east of the cyclonic vortex over the
Hudson Bay area and migrated poleward. By 30 January, the polar night
westerlies had collapsed and disappeared. It was not until the middle
of February that the winter circulation began to reappear as a cyclonic
vortex was established over Siberia. They also noted that some of the

circulation features observed near 30 km retained their identity above
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50 km. Warnecke and Nordberg (1965) also noted that the Aleutian
anticyclone extended up to 70 km. TFinger and Teweles (1964) in
their study of the 1963 midwinter warming stated that the 25 to 55 km
region Pelongs to the same regime. The used 10, 2, and .4 mb constant
pressure charts and time-height cross sections for their investiga-
tion. They concluded that major warmings are associated with regres-
sion of middle stratospheric systems and that the favored location
of an initial warming is on the eastern side of a bipolar trough
that extends into mid-latitude. All of the studies have noted that
the warming starts at high altitudes and progresses downward. The
slope of the warming seems to be in the direction of movement. The
1963 warming extended down to the 500 mb level and even caused a
wind reversal there (Julian and Labitzke, 1965) Julian and Labitzke
(1965) in their étudy of tropospheric events and relatioaship to
stratospheric warmings found that warmings began during strong
meridional circulations and that blocking conditons are typically
upstream fr&m the region of initial stratospheric warmings. However,
blocking conditions do not guarantee that a warming will occur.

Fig. 5 illustrates the dramatic warming of 1963 by plots of
mean temperature values at the 10 mb level for various latitudes at
0°. 90°W, 180°, 90°E longitudes. The curve that extends to -8C on
18 January is daily temperatures observed at 60°N, 90°W.

Labitzke (1965) surmised that there is a connection between the
26—month cycle in the lower stratospheric winds in the tropics and the
cycle in stratospheric warmings. She used minor warmings to sub-

staniate her theory that during alternate years the warmings originated



Fig. 5.

13

Temperature (°C)

-20 I 3 N

0 10 20 30 i0
January 1963 Fedruary

Average temperature of various latitude circles on the 10-mb

pressure surface of the upper stratosphere during the sudden
warming event of January 1963. (after Webb, Structure of the
Stratosphere and Mesosphere, Fig. 4.25).
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over the Eastern United States and Canada or over Central and Eastern
Europe. The relationship between the 26—-month cycle of the strato-

spheric winds over the tropics and sudden warmings lacks in conclusive

proof.

Williams (1968) analyzed 1 mb charts (near 47 km) at 3 day inter-
vals to study a warming that occurred at the 30 to 55 km region in

February 1966. The polar low did not split at 10 mb but did at the

1 ot level. He concluded that the circulation intensifies with height
with higher wind speeds at the base of the mesosphere. High wind
speeds were also noted by Quiroz (1969) in his work of the February

1966 warming. Quiroz utilized rocket data from Heiss Island, U.S.S.R.
(80°37'N, 58°03’E) that portrayed a temperature increase of 85C at the
32 km level preceded by a record wind of nearly 400 kts at 39 km.
Mesospheric data suggested that prior to a warming event the upper
polar mesosphere is characteristically cold. This would substantiate

Leovy's (1964) calculation of a -75C temperature at 75 km. Quiroz

noted that the high winds were related to the pressure gradient
intensification several days before the peak temperature.

Johnson (1969) compared the December 1967-January 1968 warming

with previous warmings by using time-sections, spatial cross-sectioms,

and the 2 and .4 mb charts. Williams and Miers (1969) discussed the
same warming by using 40 and 50 km constant height ckarts, and con-
structing mean temperature charts between 40 and 50 km. They found
that the largest temperature changes occurred near 30 km and amounted
to 70C. They could not find a conclusive relationship between tropo—-
spheric and stratospheric events. This was also the conclusion of

Miller and Johnson (1970) considering the 500 mb data.
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Stratospheric warmings are not confined to the middle and upper
northern latitudes. Mukherjee and Ramanamurty (1972) detected an
increase of 26C at the 45 km level over Thunba India (8°N, 77°E) on
23 December 1970. Data from meteorological rockets fired from McMurdo
Station, Antarctica as reported by Briggs (1965) were used by Quiroz
(1966) to discuss a warming that occurred from mid-July to mid-August
1963. Quiroz states that arctic and antarctic warmings are similiar in
that the circumpolar vortex is elongated and displaced. Finger and
Wolf (1967) discuss the Southern Hemisphere circulation during March and
April 1965 from data obtained by firing rockets from a ship that moved
along the west coast of South America. They suspect that the Southern
Hemispheric cyclone is more intense than the Northern Hemispheric cyclone.

Southern Hemispheric warmings have been the subject of many authors
that have had access to satellite data (Kennedy et al., 1967; Julian,
1967; Shen et al., 1968; Belmont et al., 1968; Fritz and McInturff,
1972). Satellite data only gives information on an average temperature
related value over a thick layer. However, sometimes it is sufficient
to detect a sudden warming.

Nordberg et al., (1965), Zak and Panofsky (1968), Belmont et al.,
(1968), Fritz (1970), Fritz and Soules (1970), and Quiroz (1971)
discuss the limitations of using satellite measured radiance data
for deriving temperatures. Briefly, radiance in the CO2 band centered
at 15 microns is measured by an infrared spectrometer aboard the
satellite. The radiances are a measure of a weighted mean temperature

of approximately the upper 100 mb of the atmosphere. Belmont et ‘al.,

(19682) compared radiance values with temperatures at 100, 70, 50, 20,
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and 10 mb at 97 stations for 24 days and found a 0.7 correlation at
both the 30 and 20 mb levels. Quiroz states that vertical temperature
profiles inferred from infrared measurements do not appear to be
ideally suited for monitoring sudden warmings sbove the 10 mb level.
However, he uses the ratio of radiance change between two channels to
determine the central altitude and amplitude of a warming. He derived
warming amplitudes of about 20C in the lower stratosphere (20 km) and
30-35C in the upper stratosphere (40 km).

bRelationships between the mesosphere and stratosphere have been
investigated by several workers. Kellogg (1960 and 1961) studied the
dynamics of the polar mesosphere and concluded that the polar meso-
sphere in winter should cool about 10C per day due to the loss of
solar heat, but in fact the mesosphére is warmer in winter than in
summer. Kellogg speculated that the loss of heat is compensated by
the release of energy of recombination of atomic oxygen. Shapley and
Beyson (1965) established by using 10 mb temperétures and daily values
of ionospheric absorption that high values of absorption accompany
stratospheric warmings. Hunten and Godson (1967’ found a significant
correlation between the sodium abundance at 90 km and 30 mb temperature
values during a warming. Hook (1972) used wind patterns derived from
meteor trails (75-105 km) over College, Alaska and found that winds
reversed direction at those altitudes during the 1967-68 warming.
Labitzke (1972) has inferred that the mesospheric and stratospheric
areas intéract because when there are temperature changes in the

stratosphere there are opposite changes in the mesosphere.
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The latest major warming occurred during the winter of 1969-70 and
has been discussed only by Quiroz (1971) using satellite radiance data.
Rocketsonde data from West Geirinish, Scotland indicates winds in
excess of 150 mps and a temperature of +38C at 43 km on 27 December.

It appears that the warm air moved over Northern Siberia and never
moved over Alaska or the Northwest Territories.

The importance of learning more about the sudden warming can not
be over emphasized. It does not take much imagination to visualize
the change that occurs in the atmosphere during a sudden warming and
some of the consequences. For example, communications could be dis-
rupted in certain localities due to changes in or the temporary crea-
tion of an artificial ionosphere. TForecast trajectories of polar
routed ballistic missiles could be in error due to the change in
density and winds, but more important, the ability of radar detection |
and identification of such missiles would be impaired. Aircraft could
take advantage of the reduced density and change in winds for a least
cost flight path. The sudden warming is not only meteorologically
intriguing but more knowledge of the phenomenon could be beneficial

in several fields.



CHAPTER III

CASE STUDY OF THE DECEMBER

1967 - JANUARY 1968 WARMING

The stratospheric evolution that occurred during December 1967 -
January 1968 was chosen for a case study for two reasons: this warming
is an excellent example of a stratospheric sudden ﬁarming, and, data
are available from the constant pressure charts that were prepared by
the University of Free Berlin (Kriester, et al., 1967-1968).

Warm air (of -25C) was first detected over Southeastern Europe at
the 5 mb pressure level on 17 December 1967 (Fig. 6). A belt of high
pressure, located approximately near the 20 to 40 degree latitude
circle, extends almost around the northern hemisphere. A trough of
low pressure extends from the polar low, that is over Iceland, to
Hudson Bay and southward to Northern Baja California, Mexico. The cold
air is centered over Ndrthefn Greenland with a tongue of cold air
extending to the north of the pressure trough. By 26 December (Fig. 7)
the warmest air had increased.in temperature to +10C and had moved over
Southeastern Greenland. A circumpolar circulation still existed om 26
' December, as evidenced by the low centered north of Victoria Island,
Northwest Territories, but had weaken and filled 320 meters since

17 December. A high pressure cell over Central Siberia had intensified

18
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from 36480 to 36560 meters in the same nine day period. On 31 December
(Fig. 8) the low pressure cell was located just southwest of Banks
Island, Northwest Territories, and had become elongated in a north-
south direction. The high pressure cell that was over Siberia moved
eastward over Finland and intensified to a central value of 37040
meters. The warm air moved from Southeastern Greenland to Northern
Hudson Bay and the temperature remained a +5C in the center.

On January 1, 1968 (Fig. 9) a low pressure center developed over
Central Siberia; however, the main lchpressure center moved southward
from the previous day's location to Southern Yukon. This event marked
the beginning of the cyclonic circulation associated with the sudden
warming. The warm air center moved little from 31 December to
1 January, but maintained a ;!-SC temperature although strong cold air
advection was 6ccurring; |

By 5 January (Fig. 10) the low pressure cell was elongated by a
southward push from a high pressure cell located just east of the
southern tip of Greenland. The warm air broke into several centers
with the main center remaining over Central Canada. The cooling of
the warm air can be seen on 8 January (Fig. 11) as can the well defined
double cyclonic circulation over Canada and Russia, and the high
pressure ridge over the polar area near Greenland. Thg warm air
moved over the Gulf of Alaska by the 12th (Fig. 12), although circum-
polar cyclonic circulation did not return until 21 January.

The movement of the warm and cold air center for the period of
17 December 1967 to 12 January 1968 is shown in Fig. 13. The warm

air was located to the west of Northern Africa on the 17th, moved
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Fig. 9.. 5 mb map at 00 GMI' 1 January 1968 (after Kriester, ‘et al.,
1967). Contour heights are in tems of geopotential meters.
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'5 mb map at 00 GMT 5 January 1968 (after Kriester, et al.,
1967). Contour heights are in tens of geopotential meters.
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Fig. 13. Movement of the warm (W) and cold (K) air centers in two day
increments from 17 December 1967 to 12 January 1968.
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northeastward to Poland on the 19th and then began moving to the west;
passing over Souﬁhern Greenland, southern tip of Baffin Island, Hudson
Bay, and Southwestern Canada.

The maximum intensity of the warming that occurred at the 5 mb
level was reached on 27 December (Fig. 14). Figs. 14, 15, and 16 are
daily temperature plots from 20 December 1967 to 12 January 1968 for
the 5, 10, 30, 50, and 100 mb levels for different latitude and longi-
tude locations. Note the spectacular temperature increase of 80C in
Fig. 14 as the temperature rose from a -67C on the 20th to a +13C on
the 27th at the 5 mb level. The temperature increase associated with
the warming was not as dramatic at the 10 and 30 mb levels and was not
noticeable at the 50 and 100 mb levels.

The temperature did increase at the 50 and 100 mb levels, but it
appeared as a gradual increase and not as a sudden warming. There was
a two day lag in the maximum temperature increase between the 5 mb
to the 30 mb level. This effect suggests that the maximum warming
propagates downward in the atmosphere with time.

Figs. 17-21 show the distribution of pressure and temperature for
28 December 1967 for the 5, 10, 30, 50, and 100 mb levels. The warm
air sloped to the southeast from the 5 mb down to the 30 mb level. The
warn air is centered over Southhampton Island on the 5 mb chart, over
Northern Quebec on the 10 mb chart, and over Goose Bay, Labrador
on the 30 mb chart. The cold air slopes to the east from Socuthern
Alaska at the S mb level to Yukon at the 10 mb level, and then northward
to the Beaufort Sea at the 30 mb level. There was no indication of a

warming effect over the Western Atlantic at the 50 and 100 mb levels.
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100 mb levels at 65N, 70W during 20 December 1967 to
12 January 1968.
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Fig. 21. 100 mb map at 00 GMI 28 December 1967 (after Kriester, et. al.,
1967). Contour heights are in tens of geopotential meters.



The low pressure cell slopes to the east from the 5 mb level to the
20 mb level, and then southward to the 100 mb level.

An empirical stratospheric sudden warming model can be constructed
from the described observational studies. The above data suggests that
only three levels would be sufficient for constructing a model, and
these are the 5, 10, and 30 mb levels. A higher level, such as the
2 or 1 mb level, might be desired but the 5 mb level definitely por-
trays the characteristics of a sudden warming.

An empirical model will be proposed and then transformed into a
statistical-mathematical format which will permit studies in optimal

sampling of a stratospheric sudden warming.



CHAPTER IV
EMPTRICAL MODEL

It has been noted in thé literature survey that the effects of
stratospheric warmings have been observed at meteor trail altitudes
(approximately 100 km). The warmings are first observed at high
altitudes and propagate downward with time, reaching maximum intensity
in the 35 to 45 km altitude range. Very seldom does a warming penetrate
lower than the 20 to 25 km altitude. One can only spectulate at the
altitude the warmin.g originates because the formation is above the bal-
loon altitude of 30-35 km and not usually in the vicinity of a mete-
orological rocket site.

The life of a warming may last as long as four to five weeks and
could cause the polar cyclonic circulation to be disrupted from six to
eight wéeks. The time span of the warming at its maximum intensity is
in the one to two week range.

The movement of the warming is approximately 15 degrees of lati-
tude per day during the early stages to only 5 degrees or less during
the maximum intensiﬁy period. As th. warming begins to weaken, the
movement will usually increase to near 10 degrees per day. The movement
is predoﬁinatly from east to west, usually from Europe, eastward to
Greenland, then in a general southeast direction to over Southern Canada

and Northern United States. The movement is usually perpendicular

38
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to the wind flow, although occasionally it is against the wind flow.

The warm air is elongated in a north-south direction and the
air mass is on the order of 2500-5000 km long. The dimensions are
quite arbitrary because one person might use the 0C isotherm as the
boundary of warm air while another might use the -20C isotherm. At any
rate, the east-west dimension is approximately ome-half that of the
north-south. The isotherms are packed tighter on the west side of the
warm air indicating a steep surface on that side and a trailing off on
the east side. The tight gradient on the west side is to be expected
as the main cold air center is usually located on the west side of the
warm air center. There appears to be no significant difference in the
slopes of the north and south sides of the warm air dome.

The average amplitude of the w;rm air is 30 to 35C. The amplitude
is centered about 40 km and extends some 15 km higher and lower (25 to
55 km).

The warm air maintains itself in spite of almost unbelievable cold
air advection. For example, wind speeds of 65 mps were noted over
Eastern United States on 27 December 1967 and were perpendicular to the
isotherms. The temperature gradient was 30C/2050 km.. The equation for
computing horizontal temperature advection is VI -AHTI N Cos @ where
¢ is the angle between the wind speed V and the horizontal temperature
gradient -AHT. Substituting our data into the above equation

65m/sec* 1 kn/10°m*3600 sec/hr#30C/2050 km* Cos 0°=3.4C/hr.
This is a little more than 80C per day! How the warm air maintains
itself is one of the most fascinating events to occur in the atmosphere,

and yet so many tropospheric minded meteorologists are not even aware
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of the phenomenon.

The sampling of a stratospheric sudden warming could lead to a
very complex and expeusive experiment. The purpose of this research
is not to perform an actual field experiment, but to illustrate that
optimal sampling techniques presented here have applications to the
real world. The time, money, and energy savings, and/or the enhance-
ment of the results of a successfrlly designed field experiment could
be phenomenal. The determination of correct sensor placement, as well
as when to sample and how much data to collect, could result in the
saving of several expensive rockets or other types of sensors. The
collection of only the data significant for an optimal variance explana-
tion analysis is an important factor to consider in the design of an
experiment. The determination of the above factors before the field
experiment is actually done can be accomplished by the use of simula-
tion. The closer the simulation model is to the phenomena being sampled,
thea the better the reéults will be from the field experiment.

An optimal sampling technique has been developed by an experi-
mental design grouﬁ at the University of Oklahoma (Eddy, Avara, Yerg,
Kays, and others). An objective analysis technique that utilizes the
time and space covariance relationships of the signal as well as the
noise has been developed (Eddy, 1973; Best, 1973; Lacy, 1973). The
objective analysis furnishes a relation between the senmsors’ locations
and the confidence in the analyzed parameter values through the modeled
covariance.. The objective of the whole scheme is to determire the
placement of sensors that will provide the optimum explanation of

variance of the signal. The number of mobile sensors could be fixed;
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or there could be an unlimited supply of sensors and the goal would be
to determine when it is of no significant value to add an extra sensor.

If the sensor locations are fixed in space, then the problem
becomes one of time — when would be the best time to fire a rocket,
or rockets, in order to obtain an optimal analysis? The rocket fir-
ings could either be simultaneous or sequential.

Optimal sampling networks have been devised by several authors
(Gandin, 1963; Kasahara, 1972; Alaka and Elvander, 1972; Huss, 1971;
and Steinitz, et al., 1971). Most are a variation of Gandin's
"optimal interpolation" scheme where linear interpolated values of
the analyzed elements are found at grid points of a regular predeter-
mined network. These values are found by using climatological data
to determine the statistical structure (correlation surfaces) of the
meteorological fields and weights (determined by a regression
technique). Observational random errors are considered to be non-
correlated with the field variables. Sensor separation, signal and
noise characteristics, sensor error, etc., are changed to yield the
solution that provides the optimal explanation of variance between
the "true" and "forecast" field. What makes Eddy's technique superior
is that the noise and signal covariance function can be modeled to
give the optimal analysis. Considerable work has been done by Best
(1973) on the noise model and Lacy (1973) has performed extensive
tests on the sensitivity of the technique to the modeling of the
signal and noise covariance functionms.

The covariance of the signal and noise can be evaluated by tszking

the expected values of parameters and their cross products located at
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pairs of poiants in x,y,h,t over the range of the varying parameters.
An analytical description of an empirical model can be utilized to
obtain an estimate of the modeled covariance; however, the analytical
function must represent the desired system. The fuuction should
be as simple as possible yet contain adequate parameters to describe
the system. An exponential function developed by Avara (1973) is used
to represent a stratospheric sudden warming.

Let S(x,¥,t)=Z(x,y,h,t)+e(x,y,h,t)
where

S(x,y,h,t)= the observation at point (x,y,h,t)

Z(x,y,h,t)= the signal at point (x,y,h,t)
and

e(x,y,h,t)=the noise at point (x,y,h,t).
Assume E{E(xl,yl,hl,tl)a(x?_,}’g,hz,tz)}"‘Dn]tz—tll *Un(xl »¥1ohy5ty)

*crn(xz,y?_,hz, tz)-
Define Z(x,y,h,t)=A(t)[exp [(-1/2)Q{x,y,t)]1£(h)]
where A(t) is a time dependent random process
and
QUx,7,8) =B, (&) [x-x (£) 12428 (8) [x=x_ (£) ] Iy-y o(E)]
+B_ () [y=y () ]2

f(h) is the altitude function and its expected value is developed in
Appendix B. xo(t) and yo(t) are time dependent random processes
defining the center of the system at time t. The E{xo(t) }=;:°(t) and

E{yo(t)}—-j;o(t). Let A(t) (amplitude) be a linear first order Markov

process with expected value A o(t), standard deviation ca(t) s lag -1,

and correlation coefficient p‘r . The coefficients B._, B, and
a xx’ Txy
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Byy change with time to form an ellipse in the x-y plane with one axis
along the direction of movement and the other perpendicular to the
direction of movement. As time increases the ellipse may change to a
circle and then back into an ellipse. The system may follow any
specified path such as a straight line, parabola, etc.

The altitude fuction may be expressed by Sin (uh+¢) where w=24/T,
T is the fixed period, ¢ is the angle between movement of the system
and the x axis and is a normally distributed random variable with mean
¢ and standard deviation c¢.

The expected value of S and the covariance between S at one point
in space and time and S at a different point is found by taking the
expected values over A(t), xo(t), yo(t) and ¢. The development of the

expected values are shown in Appendix A and B.

The expected value may be written as
E{S{(x,y,h,t)}=(A /T1+b ¢ 2)(1+b o 2)1%\expf4<rM (x—§ )2
3J 2% o'-xx *yy <4 7 ~A‘-l.}(2{ o

. ~ ~ 2 2
+2Mxy(x-x°) (y-y )+ yy(y—y'o) 1¢- I ) }[Sin(uwh+p 4))]

where
M =dxC y Si
X Cos ¢+Hdy Sin ¢
M = (dx-dy) Sin¢ Cos¢
Xy ( )
M = dx Sin ¢ + dy Cos™ ¢ .
yy Y

The covariance can be expressed as
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T
_po_(t)o (£ XA (t)A (t)
E{S(xl,yl,hl,tl)S(xz,yz,hz,tz)}— a a a2 01702

s
EXCRAENCINANY
[exp (Hs(x-i ) MGi=x )) ] [l cos o (ny-h,) J-exp[-20% 1 [cos (ualh +h,)+2u ) ]

+p:10n(xl ’Yl:hla tl) on(xz’yz ’hz’tz)

The covariance is a result of varying the ever-changing ellipsoid
shaped system back and forth over X s oo and h. The relation of the
synoptically discovered parameters to the signal function is quite
simple. It was noted that an amplitude of some 30 to 35 degrees
occurred during a warming, therefore, an amplitude parameter (A) was
included in the signal function. The horizontal shape of a warming
was observed to vary with time, and the Bxx’ Bxy’ and Byyvariables
relate this'variation. The vertical or altitude function, Sin (wh+¢),
characterizes the downward propagation and shape that a warming
portrays. The parameters assume a less simple relation with other
variables, as given by the expected value equations. The direction
and curvature parameters, and the correlation of the signal with time
are included in the expected value development.

The advantage of the exponential function is that it is extremely
flexible in that the quadratic form may take on any reasonable shape

and the direction of movement may be specified.
Simulation

The sudden warming was simulated by the exponential function

moving across a 7 x 7 grid containing a network of sensors. The 7 x 7
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grid is a compromise between finer resolution obtained from a larger
grid number and less computer time for a smaller grid. The vzits in

the mesh size were made compatible with the parameter units. The
purpose for simulation was to determine the size and behavior of certain
parameters under changing conditions, and to establish a climatologi-
cal feel for the parameters.

The sudden warming enters and exits from the grid as determined
by two preset parameters; the curvature and the lowest grid point
that is reached as the warming moves across the grid. The lowest
point was (3.0, 3.5). The warming enters the grid from the upper
right corner, proceeds tovthe lower middle, and then to the upper
left corner. The grid, its coverage of the earth’s surface, and the
location of sample sites are shown in Fig. 22.

The time of the analysis was specified as well as the altitude.
The station locations for the optimal sampling are shown as squares
in Figs. 23-37. Figs. 23-37 illustrate the horizontal shape of the
system for three altitudes as it moves across the grid. Notice that
the system does not appear at 2=0 and T=6, but does appear when T=8.
The system propogates downward with time and weakens again when Z=0
and T=14. The system has the largest amplitude at the highest altitude.
The altitudes of 0, 15, and 30 km were arbitrarily chosen to verify
the computer program. The values of 25, 40, and 55 km would be
realistic altitudes to use in a real warming situation.

The siﬁilarity between the horizontal shape of the system and
the isotherm patterns iu Figs. 7-11 are striking. The +10 degree

isotherm contour in Fig. 7 is shaped like an ellipse as it approaches
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Fig. 22.

Grid used for simulating a stratospheric sudden warming
with locations of rocket sites. (WAL, Wallops Island,
Va.; XMR, Cape Kennedy, Fla.; VPS, Eglin AFB, Fla.,
WSMR, White Sands Missile Range, N.M.; YUM, Yuma, Ariz.;
PGU, Point Mugu, Ca.; GRV, Green River, Utah; TPH,
Tonapah, Nev.; WIQ, Primrose Lake, Alberta, Canada: FICH,
Fort Churchill, Canada; THU, Thule, Greenland.)
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Fig. 23. A tvo-dimensional representation of a simulated meteorological
ohenomena for the indicated time and altitude. A square
represents a sensor location (predictor) and a plus represents
a grid point (predictand). Z is in tens of km and T in hours.
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Fig. 24. A two—dimensional representation of a simulated meteorological
phenomena for the indicated time and altitude. A square
represents a sensor location (predictor) and a plus represents
a grid point (predictand). 2Z is in tens of km and T in hours.
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Fig. 25. A two-dimensional representation of a simulated meteorological
phenomena for the indicated time and altitude. A square
represents a sensor location (predictor) and a plus represents
a grid point (predictand). Z is in tens of km and T in hours.
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Fig. 26. A two-dimensional representation of a simulated meteorological

phenomena for the indicated time and altitude. A square
represents a sensor location (predictor) and a plus represents
a grid point (predictand). Z is in tens of km and T in hours.
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Fig. 27. A two-dimensional representation of a simulated meteorological

phenomena for the indicated time and altitude. A square
represents a sensor location (predictor) and a plus represents
a grid point (predictand). 2Z is in tens of km and T in hours.
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Fig. 28. A two-dimensional representation of a simulated meteorological
phenomena for the indicated time and altitude. A square
represents a sensor location (predictor) and a plus represents
a grid point (predictand). Z is in tems of km and T in hours.
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Fig. 29. A two-dimensional representation of a simulated meteorological

phenomena for the indicated time and altitude. A square
represents a sensor location (predictor) and a plus represents
a grid point (predictand). Z is in tens of km and T in hours.
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Fig. 30. A two-dimensional representation of a simulated meteorological
phenomena for the indicated time and altitude. A square
represents a sensor location (predictor) and a plus represents
a grid point (predictand). Z is in tens of km and T in hours.
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Fig. 31. A two—dimensional representation of a simulated meteorological
phenomena for the indicated time and altitude. A square
represents a sensor location (predictor) and a plus represents
a grid point (predictand). Z is in tens of km and T in hours.
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Fig. 32. A two-dimensional representation of a simulated metecrological

phenomena for the indicated time and altitude. A square
represents a sensor location (predictor) and a plus represents
a grid point (predictand). Z is in tens of km and T in hours.




57

6f L g g R L T
a
1 + + + + + .
+ + +

s]
+ + + 1
g + + + + + §
]
3 + + + + + :
0 . .
~+— 7 v v v
0 )

TIME 6.0000

= 3.0

Fig. 33. A two-dimensional representation of a simulated meteoroclogical
phenomena for the indicated time and altitude. A square

- represents a sensor location (predictor) and a plus represents

a grid point (predictand). Z is in tens of km and T in hours.
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Fig. 34. A two-dimensional representation of a simulated meteorological

phenomena for the indicated time and altitude. A square
represents a sensor location (predictor) and a plus represents
a grid point (predictand). Z is in tens of km and T in hours.
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Fig. 35. A two-dimensional representation of a simulated meteorological

phenomena for the indicated time and altitude. A square
represents a sensor location (predictor) and a plus represents
a grid point (predictand). Z is in tens of km and T in hours.
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Fig. 36. A two—dimensional representation of a simulated meteorological
phenomena for the indicated time and altitude. A square
represents a sensor location (predictor) and a plus represents
a grid point (predictand). Z is in tens of km and T in hours.
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Fig. 37. A two-dimensional representation of a simulated meteorological

phenomena for the indicated time and altitude. A square
represents a sensor location (predictor) and a plus represents
a grid point (predictand). Z is in tens of km and T in hours.
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Baffin Island. Note the elliptic shape of the contours in Fig. 28.
The isotherms become circular as time progresses as can be seen in
Fig. 9 by noting the *0 degree isotherm contour. The -30 degree
isotherm in Fig. 11 is shaped somewhat like an ellipse as the warming
weakens and moves westward.

A three dimensional representation of a sudden warming illustrated
by the expected average signal is shown in Figs. 38-40 for T=10, 13,
and 15.5. The amplitude decreases with time and the expected average
signal exits from the upper left of the grid. The location of stations
were fixed and it was determined which one of the available stations
gave an OVEA using the 49 grid points. Then using the selected station
and 49 grid points, a second station was‘selected and so on. The time
that -a station should sample was computed by associating the time when
the minimum variance occurred.

The selection of stations and times are done sequentially
instead of simultaneously. Sequential sampling seems to be a
practical approach in planning an experiment to sample a sudden warming.
The chances of success of simultaneously firing rockets at all stations,
having all the payloads expel and function properly, or radar and the
receiver to track and receive the payload would be marginal. The
probability of obtaining usable data from one rocketsonde is 85 per-
cent (personal communication with Tillman Powell, electronic technician
at White Sands Missile Range). The probability of a simultaneous
occurrence of 2 number of independent events is the product of the
separate probabilities. The probability of obtaining usable data from

only three stations wauld be 61.4 percent and 44.4 percent from five
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Fig. 38. A three-dimensional representation of a simulated meteorologi-
cal phenomena for the indicated time and altitude.
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Fig. 39. A three-dimensional representation of a simulated meteorologi-
cal phenomena for the indicated time and altitude.
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Fig. 40. A three-dimensional representation of a simulated meteorologi-
cal phenomena for the indicated time and altitude.
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stations.

An evaluation of parameters could be made after each sampling
time if the sequential method was utilized. This would allow the
researcher to conclude the experiment after receiving sufficient data

to satisfy his needs.

Parameters

The parameters used in the exponential simulation model were the
amplitude, horizontal and vertical shape, sampling time, speed and
curvature.

The amplitude (A) is a Markov process with

2 =2

E{A}= Ap exp[—ca (t-4)"]
standard deviation of UaAo(t) and 1ég one correlation coefficient
pa. The A.p parameter was assigned a value of 60,pa of 0.95, and

o of 0.1.
a

The horizontal shape was controlled by a factor "omega" in the
computer program. A typical value for omega was 2 7/20. The vertical
shape was controlled by three variables; omegaz (wz), philbar (E) énd
sigmap (05). Realistic values for these variables were
w =21/12, =20 /180, and c§=10 7/180.

The speed parameter (¢) has a negative value to move the system
from right to left across the grid. A value of -0.3 proved to give
satisfactory results.

The curvature parameter (a) moved the system in an elliptic path
through a preset point near the bottom of the grid. The preset point

determined the place of maximum amplitude. A value of 0.16667 gave
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realistic results.

The sampling time could be any value between zero and an arbitrary
value of 22. The most frequent used were either 8, 10, or 12 because
the system was close to the center of the grid and at a near maximum
intensity at those times. The time increment was given a value of
two allowing only 12 available times.

Abar (Z) is the time of maximum amplitude of the system. The
maximum amplitude occurs at a preset point of (3.0, 3.5) on the

7 x 7 grid.



CHAPTER V
MATHEMATTICAL MODEL

The optimal design problem may be approached by;

a) deciding on an cbjective analysis technique

b) choosing the observational points in space~time

c¢) obtaining samples (signal plus noise) of the parameter field
at the chosen points

d) using the objective analysis transform the observations into
a forecast or resultant parameter field

e) given the objective analysis scheme, is the forecast field
the best approximation in the least squares sense?
The objective is to determine which observational points {(not necessari-
ly unique) will produce a "yes" to e above.
The objective analysis model (Eddy, 1973) is linear

Y=XB+€
where the B8 and € are unknown population values to be estimated from
the observations. B8 is, in reality, a set of unique weights determined
by the observation or sample points and the position of Y. g is
estimated by b where b is obtained under the desired condition of

minimizing the error swa of squares, etg, or
b={xvIx;7 xtvly

with V, a noise correlation matrix, given by 02V=E[est], and smN(O,UZV)-

68
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The manner in which V is estimated has been described by Best (1973).

The inverse of the noise correlation matrix is

-p l+p2 -p 0 coevne 0

0 -p 1+p2 - v.e... O

V- l_ l . 0 . .
1-p2

. . 0

. . -p

0 0 .« . 0 -p 1

b . -

2 can be

Best used simulated data with known p, then estimated 5. o}
estimated as 02 by {1/[N-(M+1)] etV—le where N is the number of
observational sets and M is the number of seasors.
The objective analysis, §, are given by

¥=Xb
and the discrepancies, e, by

e=Y-§.

The multiple correlation coefficient, R , can be defined as
the proportion of variance of Y accounted for by Y. If

v ly=0 o~ R
yy
R = YV R/ E @ E

where

0= o )%  and c;=(§Fv’]-§35

A similiar expression of R may be obtained by doing some manipulation.
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Earlier b was expressed as
b= ) Yl
now
F=xp=xxv ) "kl
Multiplying both sides of the above equation by YV © to obtain
oy vty kv kv,
Evaluate ?tv'1§
R B 10 G S M G A Yo S s M o
v ke R
therefore
v Nyt s,
Now
R2=va'l§/itv"]Y R ¢ )
and the (l—Rz) is the amount of variance unaccounted for by regres-
sion. Rz, X, and Y relationship can be expressed by a covariance

matrix W. Arrange all observations into a matrix A as follows

Yl Xll e ® 820 00 0 X

Y X XZM

. . .

YN le cescacee XNM

The system is rotated by premultiplying by V-;5 to obtain v—;5 A.

Define W as the covariance matrix from the rotated data,
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w=[v a1t (vl

or
w=av A,
W can be partitioned as follows
—— . N - _ , -
vy Y X Wi | W,
! )
W= |=-==--- r ————— = == -d--- eees(2)
1
a | t.— 1
thv Y b g% ]'XJ TR
Equation 1 can be written using equation 2 as
2_ -1
R'= Wiy Wy Won/Wny

Note that R2 is a function of the covariance between various points
in the parameter field (predictor and predictand locationms).

The determinant of W, [W!, is given by

_ -1
Wl =[Wy =Wy Wo5 Wap| [Wo ]
SO now
2, _
W, (1-R )—}w|/|w22|.

Obtaining the best objective analysis involves maximizing the correla-
tion between Y and i, which means minimizing 1—R2. l-R2 is the
inability of the objective analysis to explain the "true" field at

the desired grid points for a given set of sensors. The expected values
found in Chapter IV are related to the terms in the W matrix. The
noise covariance may be equal to UZI as the characteristics of the

noise are unknown. This will enable us to delete V-l term for the

present and X'V"1X becomes XtX. Let i and j represent different

locations and a g subscript represent grid point values, then
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t =
(X x)ij—E{s(xi’yi’hi’ti)s<xj,yj,hj,tj)}
—E{S(xi,yi,hi, t,) }E{S(xj s 5 ,hj ,tj) 1.

t .
(X¥) ;= E{S(x;,y5h,,t)8(x,5 ¥, 00 5t ) FE{S(x, 5y, 0} -

g°8 8 8§

E{S h,t)}.
(xgsygs g g)

5 .= 2} 2
( )i E{S(xgayg:hg’tg) } E{S(Xg’yg’hg’tg)} .

The changes in (l—RZ)Wll occurs as the positions of the sensors
change with respect to changes in the signal. If the sensor is located
some distance from the system, then the variance would be small. If
the sensor is shifted (in x,y,h,t) and becomes closer to the systenm,
then the variance should be larger. Several maxima and minima vari-
ance values will occur, however, we are interested in the global

minimum.



CHAPTER VI

APPLICATION TO SUDDEN WARMING

Bayesian Approach
One objective in developing an empirical and mathematical model
is to find the optimal time to sample a sudden warming that will give
a minimum unexplained variance analysis frém a fixed number of stationms.
Eddy's objective analysis combines the minimum unexplained variance
concept along with the correlation over time-space distances and noise
characteristics of ﬁhe daté. The objective analysis could also be used
to determine which sensor location would yield an optimal variance
explanation analysis (OVEA).
The exponential function contains parameters that can be varied
to yield the desired model of a sudden warming. If complete know-
ledge were known about the parameters and their relation to correspond-—
ing atmospheric variables, there would be no need for variation.
However, complete knowledge about any meteorological system is rarely
the case in the real world. One approach that can be utilized in
cases of uncertainty or incomplete knowledge is the Bayesian approach.
Excellent discussions on Bayesian statistics may be.found in
Chernoff and Moses (1959) and Winkler (1972). A Bayes strategy may
be defined as the strategy that minimizes the expected variance of

an objective analysis given to a priori probabilities for all possible

73



74

outcomes. The approach of applying Bayesian statistics to an experi-
mental design of a sudden warming is as follows:
(1) fix sensor location (&)
(2) fix sample time (t)
(3) fix the curvature (a) and speed (c) of the system
(4) compute the average signal variance (cia)for all grid points.
(5) Compute the signal variance for all combinations of c and a.

The Bayes risk for a location and time is defined as

= 2
BRZ,t g

ca ca

or1

ze
where pca is the probability factor found in Table 1. The probability
factors were calculated from a bivariate normal distribution.

(6) cycle through time

(7) find the time when the risk is the smallest associated with

that location, or

BRopt = f,i‘% (BRL, e -

TABLE 1

PROBABILITY MATRIX FOR CURVATURE (a) AND SPEED (c)

a c ~.40 -.30 ~.20 TOTAL
.27 .102 .115 .102 .319
.16 .115 131 .115 .362
.06 .102 .115 .102 .319

TOTAL .319 .362 .319 1.000

The curvature and speed were not integrated out in the expected
value process because they are realistic meteorological parameters.
The speed and curvature may be assigned values based upon climatology
or experience, but for the grid size that was used c= -.30 and

a= 0.1667. Three different values were assigned ¢ and a and the
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simulated sudden warming was projected across a network for each
value. The grid points are used as predictands and the sensor sites
(rocket stations) as predictors. The time to sample is also taken into
consideration when determining which site to select. The expected
average signal variance for each grid point for each combination of ¢
and a2 was computed considering each sensor location, one at a time.
The location that accounts for most of the expected average variance,
using all 49 grid points, is chosen as the optimal station. The com-
putations are repeated, holding the first optimal location fixed and
finding a second location that, combined with the first, will give
an OVEA. The process is repeated again for as many locations as
desired. It was demonstrated in Chapter V that the quanity 1—32 repre-—
sents the fraction unexplained variance in the prediction by the
regression; therefore R2 is the fraction explained variance accounted
for by the particular objective analysis technique being used. R? was
computed for the first optimal station, first three optimal station,
five optimal stations, and three sub-optimal statins for a simmlated
warming of sixty degrées amplitude moving through the 7x7 grid. These
percentage values (multiplied by 100) for each combination of ¢ and a
are given in Table 2. The times and locations of the optimal stations
are shown in Fig. 41. |

It is rather obvious that as the number of optimal statioms
increase, the average variance accounted for by regression increases.
The three sub-optimal staions are selected intuitively by choosing
the stations closest to the phenomenon at the time and altitude of

the analysis. If more than one time and altitude are specified, then
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Fig. 41. Optimal station locations and their times and altitudes for a

five optimal station variance explanation analysis when the
T=10 hours and H=25 km. A square represents possible sensor
locations and a dot is a grid point location.
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the selected station would be the centroid of the space and time domain.
In this particular case the three sub-optimal stations had just as good
of an OVEA as the first three optimal stations. The sub-optimal sta-
tion locations were probably identical with the first three optimal
stations except for an altitude difference of one station.

The optimal station locations in Fig. 41 are about as expected
due to the path of the warming. Stations 3, 4, and 5 are located in

the same x-y location, but station 4 has a different altitude.

TABLE 2
PERCENTAGE AVERAGE VARIANCE EXPLAINED BY REGRESSION FOR DIFFERENT
NUMBER OF SAMPLE STATIONS THAT GAVE AN OPTIMAL SOLUTION FOR DIFFERENT
COMBINATIONS OF CURVATURE AND SPEED.

FIRST OPTIMAL STATION

2\\ c -.20 -.30 -.40

.05 33.43 33.0C 32.42
.16 33.73 33.63 33.46
.27 33.88 33.94 33.94

FIRST THREE OPTIMAL STATIONS

a\ ¢ -.20 ~-.30 -.40
.05 54.51 55.09 55.48
.16 54.14 54.29 54.13
.27 53.77 53.53 52.99

FIVE OPTIMAL STATIONS

:h\ c -.20 -.30 -.40

.05 63.95 66.07 67.60
.16 63.64 65.06 65.69
.27 63.18 63.59 63.30

THREE SUB-CPTIMAL STATIONS
a\ C -020 -030 -040 .

.05 55.02 55.60 55.75
.16 54.62 54.65 54.19
.27 54.28 53.91 53.23
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The researcher has the capability to refine or make better
estimates of the Bayesian parameters as the experiment progresses.
The sequence of events that might happen during an experiment are

given in Table 3.

TABLE 3

SEQUENCE CF EVENTS USIKG A PRIORI AND A POSTERIORI INFORMATION

OBSERVATION DECiSION PARAMETERS COMPUTE

. c x % 52
one uess cl,a1 tll’ 11

2

€12°%2

2

101

8'2 . * *%* 2
tl’ 1 estimate Cpsd,y t21,021
2

325932

2

t:Zm’c"Zm

8’2 . *x % 2
tl,tz, 2 estimate c3,a3 t:31,0'31
2

t325932

2
t3m’°3m

The researcher begins by making a priori estimates of the two
Bayesian parameters (c* and a*) and then the sampling times (tlm) and
the unexplained variance (U?im) are calculated. The "observations" at

times tij give a better estimate for c*, a* and new sampling times
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and variances are computed. The variance (02) and time (tl) are now
ra

~

a posteriori estimates. 02 can be compared with o2 to determine if

1

further sampling is needed. The sampling could continue until

NN

|8§+1 - 8§|<€, where the value of € is based upon experience or some
present criteria.

The importance of the Bayesian approach is that it allows varia-
tion in the speed and curvature parameters. Any parameter could have
been a Bayesian parameter as there are no restrictions on the quantity.

However, parameters should be chosen that will revezl some information

about the phenomena being sampled.
Utility

The concept of‘an utility function can be utilized in the sudden
warming experiment even though it is hard to put a value on a success-
ful experiment. One would be hard pressed to put a monetary value on
what a successful sampling of a sudden warming would mean to science.
One can either maximize an utility function or minimize a cost function.
I have chosen to do the latter and have set the cost equal to the
unexplained variance.

The cost associated with different strategies could become very
involved if there were a wide choice of rocket inscrumentation
available that gave about the same results for the same cost. However,
a Loki rocket, complete with temperature and wind sensors and capable
of sampling to 65 km, costs about $850.00. A boosted or super Loki
that will reach an alticude of 90 km costs $1,100.00, while a compa-

rable Arcas rocket costs $3,000.00.. There are no advantéges in using
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the bigger rockets since the accuracies of the above three are about
equal. It is clear which rocket system will give the most information

for the least cost.
Computer Program

OPTML, a computer program written in Fortran IV, computes the
optimal sampling times and the station locations to be used during a
simulated sudden warming. This program is listed in Appendix C.
OPTML contains the following subroutines or functions: INVERS,
inverts a matrix; TIME, computes the minimum residual variance and
the associated time; COV, computes the cross—covariance between the
data at pne point and the data at another point; TIMCK, computes the
time used since the beginning of the program and when the subroutine
is called; VAR, computes the unexplained variance; COST, computes the
equivalent cost associated with a specific time.

A second program, EXPVAR, is listed after OPTMAL in Appendix C.
EXPVAR computes the total expected variance utilizing the optimal
times and station locations as computed in the OPTML program. The
input parameters were the same for both programs, so they were not
included in EXPVAR. The subroutine COV and function INVERS are common
to both programs and were only listed in OPTML.

The following functions and subroutines are found ip EXPVAR:
REG, computes regression coefficients and outputs the objecﬁive
analysis; EXPEC, computes the expected signal; CONTR, a plotting
subroutine for the x ~ y plotter located at White Sands Missile

Range, New Mexico; ACTUL, computes the actual signal; RED, adds red



81

noise to the data by using the Function GAUSS and random number

generator RANDOM.
Sensititivity Analysis

All the above parameters (see Chapter IV) were changed over a
range of values to determine what effect each would have on the final
analysis. A was assigned values of 7 to 13; 0123 was assigned 77/180
to 107/180; mzranged from 2 7/15 to 2 7/24; ¢ from 15 7/180 to
25 7/180 and omega from 2 u/16 to 2 ©/24. The analysis was done for
t=10 hours and an altitude of 25 km. A comparison of the optimal sta-
tion locations, times, and percentage explained average variance are
given in Tables 4 to 13. The results with the standard values of the
parameters (A=10, $=20 /180, cﬁ = ,05, cp=10 7/180, mz=2n/12 and
omega = 27/20) are listed to the left of the enclosed parenthesis. The
values inside the parenthesis are due to changing the one parameter.

Tables 4 and 5 list the changes in station location, time and
explained variance when A was 7 or 13. The results indicate that when
A had a value of 13 a better OVEA was obtained than when A was either
10 or 7. This was due to the maximum amplitude being fixed, and that
the system covered a larger area of the grid when A was 13 as compared
to the other two values, Note also that the times_of station 5 in
Tables 4 and 5 changed almost 5 hours from the standard.. Both condi-
tions chose the altitude of 3 for all five stations with only the x

and y locations of stations 4 and 5 interchanging.

Omegaz (wz) was a vertical shape parameter and a term in the
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TABLE 4

COMPARISON OF STATION LOCATIONS, TIME AND EXPLAINED VARIANCE WHEN

A =7 AND A = 10. VALUES IN PARENTHESIS ARE FROM A = 7.

SIN  x y z t EXP. VAR.
1  4.0(4.0) 5.1(5.1) 3.0(3.0)  9.6( 9.5) 34.12(29.20)
2 3.6(2.4) 1.3(3.4) 3.0(3.0) 10.0(10.1) 51.10(47.39)
3 2.4(3.6) 3.4(1.3) 3.0(3.0) 10.8( 8.9) 61.56(61.19)
4 2.4(3.6) 3.4(1.3) 1.5(3.0) 13.9( 5.3) 64.97(63.95)

5 2.4(2.4) 3.4(3.4) 3.0(3.0) 9.1( 4.8) 65.38(66.49)

TABLE 5

COMPARISON OF STATION LOCATIONS, TIME AND EXPLAINED VARIANCE WHEN

A = 13 AND A = 10. VALUES IN PARENTHESIS ARE FROM A = 13.

STN X y b4 t EXP. VAR.
1 4.0(4.0) 5.1(5.1) 3.0(3.0) 9.6( 9.9) 34.12(41.98)
2 3.6(2.4) 1.3(3.4) 3.0(3.0) 10.0(10.2) 51.10(58.21)
3 2.4(3.6) 3.4(1.3) 3.0(3.0) 10.8(10.0) 61.56(66.78)
4 2.4(2.4) 3.4(3.4) 1.5(3.0) 13.9(15.6) 64.97(68.57)

5 2.4(3.6) 3.4(1.3) 3.0(3.0) 9.1(15.3) 65.38(69.67)




83

expected altitude value function. wz usually had a value of 2 ©/12.
Little change occurred in the explained variance analysis when the

two ranges were used (See Tables 6 and 7). The major difference is the
altitude that was selected when w, was 2 w/9. Four out of the five
altitudes given in Table 6 were 15 km, due to the signal being stronger
there. The times chosen for both cases agree reasonably well with the
standard case.

Phibar ($) and Sigmap (GE) were vertical shape controlling
parameters. Little change occurs in the analysis when these para-
meters are considered separately, as shown in Tables 8-11. Little
change is expected in the vertical shape from sample to sample, except
the downward propagation of the system with time.

Omega was a horizontal shape controlling parameter and changed
very little from the standard example (Tables 12 and 13). This could
be expected as the analysis was for the same time. More variation
would have been noticed in the horizontal and vertical shape parameters
if different analysis times had been compared.

The covariance function and the mean of the signal are parameters
that could be hard to estimate. If the mean varies from season to
season while the covariance function remains approximately the same,
then it would be important to know what contribution the mean makes to
the OVEA. Results from including and removing the expected average
signal in the objective analysis are given in Table 14. The percentage
average variance explained by regression term is shortened to explained
variance. It can be seen that the mean contributers very little to the

OVEA.
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TABLE 6

COMPARISON OF STATION LOCATIONS, TIME AND EXPLAINED VARIANCE WHEN

OMEGAZ = 2 w/9 AND 27/12. VALUES IN PARENTHESIS ARE FROM OMEGAZ=27/9

STN X y 2 | t EXP. VAR.
1 4.0(4.0) 5.1(5.1) 3.0(1.5) 9.6( 9.7) 34.12(33.38)
2  3.6(3.6) 1.3(1.3) 3.0(1.5) 10.0(10.0) 51.10(52.74)
3 2.4(2.4) 3.4(3.4) 3.0(3.0) 10.8(10.6) 61.56(64.28)
4 2.4(2.4)  3.4(3.4) 1.5(1.5) 13.9(13.9) 64.97(68.78)

5 2.4(2.4) 3.4(3.4) 3.0(1.5) 9.1( 8.0) 65.38(72.92)

TABLE 7

COMPARISON OF STATION LOCATIONS, TIME AND EXPLAINED VARIANCE WHEN

OMEGAZ = 2 w/15 AND 27/12. VALUES IN PARENTHESIS ARE FROM OMEGAZ=27/15

STN x y z t EXF. VAR.
1 4.0(4.0) 5.1(5.1) 3.0(3.0) 9.6( 9.7) 34.12(34.40)
2 3.6(2.4) 1.3(3.4) 3.0(3.0) 10.0( 9.7) 51.10(52.49)

2.4(3.6) 3.4(1.3) 3.0(3.0) 10.8(10.0) 61.56(60.16)
2.4(2.4) 3.4(3.4) 1.5(3.0) 13.9(12.9) 64.97(67.23)

5 2.4(3.6) 3.4(1.3) 3.0(3.0) 9.1( 7.3) 65.38(69.63)
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TABLE 8

COMPARISON OF STATION LOCATIONS, TIME AND EXPLAINED VARIANCE WHEN

PHIBAR = 15 /180 AND 20 w/180. VALUES IN PARENTHESIS ARE FROM
PHIBAR = 157/180
STN x y z t EXP. VAR.
1 4.0(4.0) 5.1(5.1) 3.0(3.0) 9.6(9.7 ) 34.12(34.33)
2 3.6(3.8) 1.3(1.3) 3.0(3.0) 10.0(10.0) 51.10(51.74)
3 2.4(2.4) 3.4(3.4) 3.0(3.0) 10.8(10.6) 61.56(61.77)
4 2.4(2.4) 3.4(3.4) 1.5(3.0) 13.9(13.8) 64.97(65.64)
5  2.4(2.4)  3.4(3.4) 3.0(3.0) 9.1( 7.6) 65.38(62.25)
TABLE 9

COMPARISON OF STATION LOCATIONS, TIME AND EXPLAINED VARIANCE WHEN

PHIBAR = 25 7/180 AND 20 7/180. VALUES IN PARENTHESIS ARE FROM
PHIBAR = 257/180
STN b4 y z t EXP. VAR.
1 4.0(4.0) 5.1(5.1) 3.0(3.0) 9.6( 9.7) 34.12(34.10)
2 3.6(3.6) 1.3(1.3) 3.0(3.0) 10.0(10.1) 51.10(51.37)
3 2.4(2.4) 3.4(3.4) 3.0(3.0) 10.8(10.5) 61.56(61.72)
4 2.4(2.4) 3.4(3.4) 1.5(1.5) 13.9(13.8) 64.97(65.82)
5 2.4(2.4) 3.4(3.4) 3.0(3.0) 9.1( 7.5) 65.38(69.28)
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TABLE 10

COMPARISON OF STATION LOCATIONS, TIME AND EXPLAINED VARIANCE WHEN

SIGMAP = 7 7/180 AND 107w/180. VALUES IN PARENTHESIS ARE FROM
SIGMAP = 7 7/180
STN x y z t EXP. VAR.
1 4.0(4.0) 5.1(¢5.1) 3.0(3.0)  9.6( 9.7) 34.12(35.12)
2 3.6(3.6) 1.3(1.3) 3.0(3.0) 10.0(10.0) 51.10(51.83)
3 2.4(2.4) 3.4(3.4) 3.0(3.0) 10.8(10.6) 61.56(61.92)
4 2.4(2.5)  3.4(3.4) 1.5(1.5) 13.9(13.8) 64.97(65.67)
5 2.4(2.4)  3.4(3.4) 3.0(1.5)  9.1( 7.5) 65.38(69.30)
TABLE 11

COMPARISON OF STATION LOCATIONS, TIME AND EXPLAINED VARIANCE WHEN

SIGMAP = 13 7/180 AND 10 7/180. VALUES IN PARENTHESIS ARE FROM
SIGMAP = 13 w/180
STN X v z t EXP. VAR.
1 4.0(4.0) 5.1(5.1) 3.0(3.0) 9.6( 9.7) 3l.12(39.89)
2  3.6(3.6) 1.3(1.3) 3.0(3.0) 10.0(10.1) 51.10(51.43)
3 2.4(2.4) 3.4(3.4) 3.0(3.0) 10.8(10.5) 61.56(61.73)
2.4(2.4) 3.4(3.4) 1.5(1.5) 13.9(13.9) 64.97(65.48)
2.4(2.4)  3.4(3.4) 3.0(1.5) 9.1( 7.4) 65.38(69.14)
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TABLE 12

COMPARISON OF STATION LOCATIONS, TIME AND EXPLAINED VARIANCE WHEN

OMEGA = 2n/16 AND 2 7/20. VALUES IN PARENTHESIS ARE FROM OMEGA=2rn/16

SIN  x y z t EXP. VAR.
1 4.0(4.0) 5.1(5.1) 3.0(3.0)  9.6(9.6 ) 34.12(34.28)
2 3.6(3.6) 1.3(1.3) 3.0(3.0) 10.0(10.0) 51.10(51.65)
3 2.4(2.4)  3.4(3.4) 3.0(3.0) 10.8(10.6) 61.56(60.44)
4 2.4(2.4)  3.4(3.4) 1.5(1.5) 13.9(14.3) 64.97(65.59)

5 2.4(2.4) 3.4(3.4) 3.0(3.0) 9.1¢ 8.3) 65.38(69.73)

TABLE 13

COMPARISON OF STATION LOCATIONS, TIME AND EXPLAINED VARIANCE WHEN

OMEGA = 2 7/24 AND 2 w/20. VALUES IN PARENTHESIS ARE FROM OMEGA=2w/24

SIN x y z t EXP. VAR.
1 4.0(4.0) 5.1(¢5.1) 3.0(3.0)  9.6( 9.7) 34.12(34.19)
2 3.6(3.6) 1.3(1.3) 3.0(3.0) 10.0(10.1) 51.10(51.62)
3 2.4(2.4)  3.4(3.4) 3.0(3.0) 10.8(10.6) 61.56(60.47)
4 2.4(2.8)  3.4(3.4) 1.5(1.5) 13.9(13.8) 64.97(64.98)

5 2.4(2.4) 3.4(3.4) 3.0(3.0) 9.1( 6.9) 65.38(66.73)
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TABLE 14

COMPARISON OF STATION LOCATIONS, TIME, AND EXPLAINED VARIANCE
COMPUTED FROM DATA WITH EXPECTED AVERAGE SIGNAL REMOVED AND
WITH EXPECTED AVERAGE SIGNAL INCLUDED. VALUES INSIDE THE
PARENTHESIS ARE FROM COMPUTATIONS WITH THE SIGNAL REMOVED

STN X y z t EXP. VAR.

1 2.0(2.0) 3.5(3.5) 1.5(1.5) 11.5(10.2) 32.62(31.45)
2 2.8(0.3) 0.8(1.6) 1.5(1.5) 11.3(12.7) 43.02(47.87)
3 0.3(2.8) 1.6(0.8) 1.5(1.5) 11.7(11.2) 53.62(50.97)
4
5

2.0(2.0) 3.5(3.5) 1.5(3.0) 7.8(12.3) 60.71(55.66)
2.8(2.8) 0.8(0.8) 1.5(1.5) 7.9( 7.7) 64.22(59.84)

The results used in Table 14 came from the case where a combina-
tion of altitude and time were used. A program was run from when
2z=10, t=8, 2=25 and t=12. The point that gave the best explained
variance was chosen. The pupose of performing the combination of time
and altitude was to complicate the problem and make it difficult to
predict the location of the optimal station. A 5 x 5 grid was used for
the combination case to reduce computer time to approximately half of
what it would take for 7 x 7 grid. The sample station locations were
in the same place on the grid for each instance.

The station locations differ when the means are not included
when station 2, 3, and 4 are considered. Even with these differences
the time and explained variance underwent little change.

A plot of the unexplained variances for objective analyses per-
formed at Station 1 and Station 5 is shown in Fig. 42. The plots of
when the expected average signal was not included are indicated by an
arrow with an N at the tail. The unexplained variances were normalized
for comparison. The minimum variance occurred at the same time in

almost every case with the most variation in station 5. The unexplained
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variance associated with station 5 (using five optimal "observations')
shows sharper curves indicating a quicker minimum variance solution.
The labels (xl’Yl’zl’ etc) given in Fig. 42 are for seven of the nine
available sensor locations. The correspondence between these labels
and the actual station numbers was not part of the output; however, the
order that the sensor locations were considered is the same for the

two cases presented in Fig. 42.
Grid Point Analysis

The unexplained variance was computed for each grid point for
three sub-optimal, first three optimal and first five optimal statioms.
A portion of these computations appear in Table 15. A smaller number
of the unexplained variance indicates a better QVEA than a larger
number. The values found in Table 15 are not percentage values, but
are numbers resulting from computing the covariance when the wvarious

parameters and the expected signal are coansidered.

TABLE 15

UNEXPLAINED VARIANCE FOR DIFFERENT GRID POINTS AND OPTIMAL STATIONS

GRID POINT VARIANCE 3 SUB OPT. FIRST FIRST FIRST

NUMBER OPT. 3 OPT. 5 OPT.
8 26.383 4.424 24.550 23.786 15.765
9 146.064 22.787 127.408 126.908 73.367
10 243.301 24.359 206.081 148.434 88.174
1 146.064 7.557 131.629 28.161 18.209
12 26.383 7.363 25.306 2.703 2.555
13 1.174 .704 1.159 .380 .380
14 .012 .010 .012 .007 .007
15 41.022 4.709 37.403 31.943 26.581
16 170.238 36.690 139.500 131.080 118.357
17 219.604 139.468 173.852 153.754  153.490

18 170.238 114.638 159.619 62.146 47.501
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The smaller numbers do not maintain a consistency with grid
points or optimal statioms. For example, for grid poirnt 8, the three
sub-optimal staion solution is a better solution than the first
optimal station, but just the opposite is true for grid point 18.

A variation of the values in a column is quite apparent but this is
due to the layout of the grid points. Grid point 7, 14, 21, etc., are
the extreme right edge grid points and the maximum expected signal

may be on the opposite side of the grid.

The first five optimal stations solution does not necessarily
have to be the best solution for every grid point, but should have
the least total when compared with the other staiomns.

Fig. 43 is the true signal of a simulated sudden warming of 60C
amplitude when T=10 hours and at an altitude of 25 km. This will be
the analysis which we are trying to achieve. The objective analysis
(Fig. 44) for five optimal stations compares quite well with Fig. 43.
The center of both analyses are at approximately the same location,
however, the objective analysis is flatter as the 10 contour covers more
area. There is a zero contour in Fig. 44 indicating below zero values
in the upper and lower right cormers.

The total signal variance is shown in Fig. 45. There is a ridge
of maximum values extending from top to bottom located in the same
position as the maximum signal values. This is not surprising as the
maximum total signal variance is expected to be located near the
maximum value of the signal.

The fraction unexplained variance accounted for by regression, or

l—Rz, for five optimal stations are shown in Fig. 46. There is a line



92

6f R Ll T g L
+ +
+ +
-+ +
+ +
+ + + + + +

Y . »

o v L b 2
TIME = 106.0000
= 2.5
Fig. 43. The signal of a simulated sudden warming when T=10 hours and

2=25 km. A square represents possible sensor location and a
plus represents a grid point locatiom.




93

Fig. 44. The objective analysis of a simulated sudden warming when
T=10 hours and H=25 km. A square represents possible sensor
locations and a dot represents grid points.
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Fig. 45. The total sigual variance of a simulated sudden warming when
T=10 hours and H=25 km. A square represents possible sensor
locations and a dot represents grid points.
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Fig. 46. The fraction unexplained variance accounted for by regression
(1-R?) of a simulated sudden warming when T=10 hours and
H=25 km. R is the multiple correlation coefficient. A
square represents possible sensor locations and a dot re-
presents grid points.
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of minimum values extending in a curved fashion from upper right to
lower right. This minimum line coincides with the available sensor
locations. It is expected that the points surrounding the sensor

locations to account for most of the expected average variance.
Experiment

It was stated earlier that one of the objectives of this paper
was to develope an optimal sampling technique and not to perform an
actual experiment and present those results. This section will discuss
how an actual experiment might be carried out.

The time of the occurrence of major stratospheric sudden warmings
are from December to March. The NOAA personnel are constantly
analyzing data for sudden warmings and issues a STRATWRM alert over the
weather teletypes if a sudden warming is approaching North America.
This gives some warning so rockets will not be fired just to see if
a sudden warming is in the vicinity. However, most rocket instal-
lations collect data every Monday, Wednesday, and Friday.

An experimenter might want to set up some criteria to verify that
a sudden warming is approaching. One method of determining if a
sudden warming is approaching would be the linear discriminant func-
tion (LDF) as discussed by Morrison (1967). Morrison defines the LDF
as

Y= (& %)t s Ry,

where x. and x

1 , are the sample mean vectors of two categories and S is

the pooled common covariance matrix.
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The sample mean vectors come from data collected when a warming
was and was not occurring. These data could be temperature at various
levels, wind direction, or cloud type and amount derived from satel-
lite photographs. The standard deviation of the pooled data is found,
and by knowing the means of each sample, a critical point can be found.
The critical point divides the future observations into two categories;
a warming will occur or is occurring now, or one will not occur.

If it is decided that a warming is going to occur then rocket
installations should be notified to take the necessary actions to
insure timely firings. Stations located at Thule, Greenland, Fort
Churchill, Canada and Wallops Island, Virginia would probably be the
first to obtain samples. Other rocket stations would sample as the
warming moved westward. |

Each rocket station has problems to overcome to insure a success-
ful firing. The bigger ranges require a mission request two weeks
in advance. This can be handled by requesting firing times and
cancelling the day before the firing. Other difficulties are the
range work hours. Most will not work longer than 10 hours a day,
making it impossible to collect data for 24 hours.

Full cooperation of many agencies would have to be had if a
sudden warming is ever to be optimally sampled. The US Air Force,
NASA, Army, and NOAA efforts would have to be extremely well coordi-
nated by a few individuals. If sucﬁ experiments such as GATE or
GARP are successful, then a smaller experiment such as sampliag a

sudden warming should be extremely successful.



CHAPTER VII
SUMMARY AND CONCLUSIONS

A technique to sample optimally a stratospheric sudden warming
has been presented. This technique uses the concept of time and space
covariance relationships of the signal and noise, and a Bayesian
approach for varying parameters. The objective analysis furnishes a
relation between the sensor location and an estimated parameter through
the modeled covariance.

An empirical model of a stratospheric sudden warming was con-
structed based upon observational studies. The empirical model was
then transformed into a statistical-mathematical format that allowed
simulation of the sudden warming. An exponential function with a
quadratic exponent was used for simulation purposes. No claims are
made that this particular function is the best, however, satisfactory
results were obtained.

The simulation of the warming was performed using a 7 x 7 grid.
The signal entered the grid from the upper right, proceeded to lower
center, and departed from the upper left portion. The system changed
from a circular form to an elliptic shape as it moved to&ard the lower
center. As it moved up and to the left, the system regained the cir-
cular form. The simulated pattern was compared with the isotherm

pattern that occurred during a warming, and the similarity was noted.
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Various parameters were subjected to a sensitivity analysis and the
time that the signal reached its maximum amplitude had more influence
on the analysis than the horizontal or vertical shape parameters.

A combination of two altitudes and times for the analysis was
interjected for the purpose of complication. The altitude selected
for optimal sampling changed with the number of stations selected.
The first five optimal station solution usually had a sample time
just before the analysis time.

A comparison was made of the true signal and the objective
analysis for the same time and altitude. The contours were very
similar in shape and size indicating that a good estimate was made
of the mean and covariance function.

A systems approach to an optimal experimental design has been
developed by Martin C. Yerg (1973). His approach was different in
many respects, and these differences will be briefly discussed.

Yerg used an operation research approach while a Bayesian
approach was utilized in this paper. He minimized an objective
function (minimum variance) that was subjected to constraints of
aircraft operations and sampling time. Nonlinear programming (NLP)
was used to minimize the objective function. The Bayesian approach
allowed variation in the speed and curvature parameters. The combina-
tion of the varying parameters that gave the minimum variance solution
was used.

Another difference in the two methods was the availability of
data. Aircraft can collect volumes of data at many different alti-

tudes and are not restricted in space or time, except by the range of
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the aircraft. Collection of rocket data is restricted to the immediate
vicinity of the rocket installation, and only a vertical profile of
the data may be obtained.

Yerg's method utilized simultaneous sampling instead of sequen-
tial. Simultaneous sampling may give a better solution due to all
the stations being selected at the same time, while only a portion of
the stations may sample using the sequential method; however, it was
emphasized that sequential sampling has its advantages and is more
applicable to rocket type experiments.

Both approaches are similar in that the signal was simulated by
an exponential function of some form. Both approaches used an objec-
tive analysis technique developed by Eddy and his group at the Univer-
sity of Oklahoma.

The methodology developed in this paper was kept relatively
simple, and yet seemed to yield reasonable results as to station
locations and sampling times. Better optimal sampling requires for one
thing, that work be done in developing a covariance model utilizing
real data.

It is the hope of the author that this work will serve as an
incentive to those individuals responsible in conducting experiments.
The idea of the unplanned collecting of reams of data and hopefully
reducing it to a useful form is becoming a thing of the past. Optimal
design of experiments is a more logical answer to the conducting of a

successful field experiment.
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APPENDIX A

The expected values of the observation and height function are de-
veloped here and in Appendix B. Referring to Chapter IV,
S (x,¥,h,t)=Z(x,y,h,t)+e(x,y,h,t)
or the observation (S) at a point and time is equal to the signal (2Z)

and the noise (¢). The signal

Z(x,y,h, t)=A(t) [exp[—%Q (x,¥, t)J1[£(h)]
where :

A is an amplitude parameter, Q is a quadratic function and f(h) is
an altitude function. The expected value of the signal can be expressed

as

E{s(x,y,h,t) }=E{A}E{exp(-}Q) }E{£ (h) HE{e}
when it is assummed that xo(t) and yo(t) are stochastically independent
of A(t).
From Morrison (1967), page 81, the expected value of the joint den-

sity function can be written for the general case
1
1
(ZN)Plzlilﬁ -

«©

! £R) expl-%x-v) sl (x-u) ] dx

E{£(X) }=

where u is the mean, I is the covariance matrix,

and VAR{XI=Z.
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For our case, let

t _ t
Q=(X-X ) B(X-X )=(X -X) B(X -X)

l' x-l I’xocc)'l [Bu(t) Bxy(c)] ;co(t)l

X= , X = s B= and X,= | »
B2 IR RN PR Ao

Since
XO-X= (XO—XO) + (XO—X)
- 3 t _% S t 3 > t, /2 _
Q—(Xo Xo) B(Xo Xo)+2 (Xo X) B(Xo Xo)~l-(}(o X) B(Xo X).

For simplicity assume xo(t) and yo(t) are Gaussian with covariance mat-

rix . The expectéd value of exp(-'Q) can be written as

: 1 7 R .
E{exp(-}Q) }r ——— exp[4{Q+(X X ) L (X -X )}] dX
(Zn)lzl;s _i o o oo o
- _1_;;_ )’ exp[=%{(xo-§°)t(3+z‘l> & R )+
(2m IEI ~»
z(fco..x) tg (xo-fco)+(f(°_x) tB(fco—x) H &K ceeeeenneennn. (A1)

It would be convenient to have part of Eqn Al in the form

(1/27 ] P exp(-E~lu) av
as this equals unity. Let

H= (B+z"1) -1

U=(X X )+G(X -X)
with G being an unknown variable to be determined.
1. e oatimae—l o 3 &t mli e
vt lu-(xo %) S(BHT (X X )+2(X X ) T3 GRS+

& ®) tetaizh 6E X e . (A2)
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Let (B+Z—l) G=B, then G=(B+Z'1) 'lB,

| e 2 -1,-1, 5
then U=(X_-X )+(B+2 ) lB(Xo ).

Consider only the last term in Eqm Al. Substituting (B+Z—1)G for B
gives
~ t _1 ~

(XO-X) (B+Z )G(XO‘X) . R (A3)
Now the portion Gt(B+X—l)G in Eqn A2 can be written

cters He=B Y e h e h e

RN TOR

Eqﬁ A2 becomes

(io-X) Yo Dl N (Sco-x) . ceeseseeonss(AB)
Adding and subtracting Eqn A3 to the last term in Eqn Al gives
& -0 BE 0-& -0 BErH G -0+
o o o o
G -0BEEHTBE K. teeenneeenns(A5)

The last term in Eqn A5 is what is needed to add to Eqn Al to almost

obtain the desired equation. Now

E{exp(-i0) J= _—}_2 exp{-%(X_~%) tre-B(B+s 5 lB] & -0}
Lo 2m 2]

{ expl-t ez hHu] av. eeenennes s (86)

1
@m |z| g

The coefficient of Eqn A6 is and the desired form is

1
(27) Btz

for the last term to be unity.

lI%

1 ( 1 )( 1 )
@enlz| % [z]%|Be L) (2m) |B+z | 7%
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Eqn A5 becomes

1 2 t -1,-1 2
E{exp (-%Q)}= — exp{-%(X -X) [B-B(B+Z ) "B] (X -X)}
(2m) |Brr L) © °

l P b t -1\
(2m) [B+27L| L f exp[-5UT (BT dU eeelilell.. (A7)
2T) | B+ Tl

The last part of Eqn A7 is equal to unity, however, more modification
is needed on the first part. The term B—B(B+2‘l)'15 can be written
as B%(I+B%ZB%)-lB%. This can be proven from the identity

1 -1 - -1
rrauet) e -F Lo et o) Loty

This can be obtained by writing
(F+Gact) =F+eHHL+6tF L6y (i t+etr L)L
=F+(G+GHG'F~16) (Hfl+GtF‘1G)'1Gt
=F+ (F+orc Sy Fle (@ L+ctr1c)~let
F=(F+cuet) [I-F Lo (@ L+6tF 1) ~16t]
1=(F+orcY) [Fl-rle@ t4ctrle)~letr 1)
(F+cuGY) 1=F1-Flo (m l+ctr 1e) letF !
Let B-1=F, 1=G, £=H, then
B-B(B+I-1)~1p=(3~L+z)-1
= (3% (1+B%zB') B%] ]
=B%(1+8%5B%) 1BL.
]Z]%‘B+Z_1l% can be written as IZB+I|%.

Eqn A7 now becomes

Elexp (4Q) b= —L— expl-%(X -1 %5 (1+8 8%~ 15% & 1.

|1+5B)%
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Let the quadratic form Q(x,y,t) be an ellipse with one axis in the
direction of propagation of the system and the other axis perpendicular
to the first. Let 8 (t) be the angle between the velocity vector of the
system and the x-axis of the grid. Now we can write
B=R'B R
o
where R is a rotation vector and written as
Cos® (t) Sin6 (t) bx(t) 0
R= and B°= B .
-Sin® (t) Cosb (t) 0 by(t)
An additional requirement will be that the variations in the point
[xo(t), yo(t)] about [xo(t), yo(t)] have a component along the direc-

tion of propagation of the system which is independent of the component

perpendicular to the direction of the system. Therefore,

z=R'z R
o
where
N
cx(t) 0
z -
o
2
0 g ()l
;)

L
Let M=B%(1+B;523;5)"]'Bli.
Substituting for B, I, and remembering that I=RtR
_ /ot t % t th .\ ~1 ,.t
M=(R B;:R) [I+(R BOR) (R EOR) (R™B ;R)] (R Bifﬁ)
ot} t, k. % _--1_t '
=(R B:R) [T+R (82 B DRI (R BA:R)
_rotnk to ot o, ko =Lot
=@ B5) [R"R+r (322 _BOR] " RBR)
ottt L - t
=(R BZR)R (1+8B7 3B L& BER)

=Rt[B;§(I+B;§Z°B!§)-lB§]R.
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_1315

o° then

1 1.

n2 3

1f D=3, (1+B:;‘z 03g)
M=R*DR.

Evaluating (I+B§%°B§5 by substituting the appropriate values for B,

and I, yields ..

% %
I Bo 20 Bo
[ 1
1 o] [ o U2 o 1 ey o
+ X X X
E 2
0 : % %
1 i 0 by(t) 0 oy(t) 0 by(t)
2
_ l+bx(t)0x(t) 0
2
0 1+b_(t t .
| y( )cy( )
Taking the inverse, pre and post multiplying by BE
b, (t)
L+b, (£)og(t)
D= bv(t) = 0 dv(2)
0 y(t
2
l+by(t)oy(t)
Therefore
dx Cos26 + dy SinZe (dx-dy) Sin@ Cosd |
M=
(dx-dy) Siné Cos9 dx Sin%8 + dy Cos28

() My (£)

T e myo

E{S(X,y,h,t)}=(AO/{[(l+bxoi)(l+byc§)]%})exp{-k[Mix(x—;°)2+

M, (x-R,) (35 )y (3-5 ) IIELE ()} el (88)
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The expected value between two observations will now be found.
E{S(xl’yl3 tl)s(x2$Y2)t2) }=E{Z(Xl:}'ls tl)z(xzayZ’tz) }"'
E{g(xllyl’ tl) E(XstZ’ tz) }
t -t
+plL 2 ll%(xl’yl’tl)Gn(XZ’YZ’tZ) .

Using Matrices let

&=Q(xl’yl’ tl)+Q(x2)y2’ tz) (X‘X )ti(;{-i )
where
F'Xl‘ r‘xo(tl)-
X Y1 % X (t)) ) v (ty)
X=[x| = % |, °[|x () x (t,)
L ¥, 4 Ly, (t,) ]
) xo(tlﬂ
X= % (tz) = * (e and
o] Xo 2
Lyo(tZ)-
B_(t.,) B (t ) 0 0
B= = | Bt B () O 0
0 B(tz) 1 yy L o
0 0 Bxx(tz) xy(t:z)
. 0 0 Bxy(tz) yy(tzl »
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Assume Xo(tl) and Xo(tz) are multivariate normal variates with covariance

matrix

I(e)  $(EpLE)

[ae R
.

$(t;»t,) z(t,)
From the previous development

Blexp () = (1/ (| 45| ) exp{-ls(k %) B A48 758 5 B A& -0

Also
B=R'B R
o
where
Cos8, Siné 0 0o ]
1 1
- -Sinel Cosel 0 0 ) R(tl) 1]
0 0 Cose2 Sine2 0 R(tz)
L 0 0 -Sing, Cos, ]
and 7]
| (b ) 0 0 0
B (tl) o 0 b (tl) 0 0
Bo= = 0 0 b () 0 |
0 Bo(tz) 0 0 0 by(tz)_
Assume I= § i
where 2 T T
Ux(tl) 0 pxcx(§f§§t2) 0
0 2 T
| cry(tl) 0 pycy(tl)cy(tz)
< T 2
Eo pxcx(tl)cx(tz) 0 cx(tz) 0
2
L? yoy(tl)o (t2) 0 oy(tz) B
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and T =|t2-tll.

This means that the components of the variation of [xo(t),yo(t)]
about [%o(t),§o(t)] along and perpendicular to the direction of motion
of the system are stochastically'independent linear first order Markov

s . - T
processes with lag -1 correlation coefficients Py and p;.

Let M-BZ(I+B zB) -13% . terrennneses (A9)

=R PR

where
dxll 0 dxl2 0
s _45 " 0 dyy, 0 d¥19
BB X(1+5 7 B ls - teeeee.. (ALO)
dx21 0 dx22 0
i 0 ‘dyy 0 dyy,

wlimw ~ 1
A 4X4 matrix is obtained when (I+B§20B04) is evaluated. The inverse
can become involved and is best computed by letting the partitioned

matrix

be the inverse of the non-singular matrix, B (I-i-B;2 ZOB:)BZ

represented by

1 | A2 e o .1'

(I+B z B L.

21 22



It is well known that

B R | -1 -1 -1
@114y 7HAT 1A 5 (Bo5—200A7TA79) TAA T

A _-A A71a 1

-1
A11812 By, 291411815

@12

_ 1. -1, -1
ap1=-(8p9-A21411417) "Agjhgy

= - -1 -1

1 1
. nt It N
Computing (I+B22°Bo) gives

2
14b (t) 0 (t;) 0
Ayy= 2
T
BE(t))b.A(E )P0, (£1)0, (Ty) o
A=A = 0 b2(t)bE(t )0 0 (t.)o (t.)
12 21 YUV y 2 yy 1Vy 2
I+b (t )oz(t ) 0 -
x 277x" 2
Aro” |
2
0 l+by(t2)oy(t2) .
Several terms will now be evaluated.
r
1 -
1+b_(t,)o2(t,) 0
x(tl ox(tl
_1=
Al
1
0 2
L+b (ty)o (t)
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b Lt (£ )ozrcz(t )c (t,) 0
" 1+bx(tl)cx(tl)
Ay1A17A10"
. b (£ )b (£))02 02 (£ )0 ()
! 1+by(tl)cy(tl) .
g (t]>t,) )
2
o lA l+bx(tl)cx(t1)
22 721711 12
2
] 1+by(t1)°y(t1)
where

g, (t],£) =1+ (£)02(E )b (£302(E,)H(1=p2 Db (£))b_ (£)02(t )02 (z,)

and a similar expression containing y's instead of x's for gy(tl,tz).

- 2 “
1+bx(tl)cx(t1) 0
8, (tyst5)
=(A ) '
@227 227 21 ll 12 2
. 1+by(tl)°Y(t1)

This term is common in all the elements of the inverse matrix and is

the %50 term. The upper left and lower right terms are identical and

will be evaluated next.
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[ ok % T -
bx(tl)bx(t.?)pxox(tl)cx(tZ) 0
2
. l+bx(t1)cx(tl)
A=
11712 % L T
0 bI(E)b(E D0 0 (8))0, (£,)
2
I 1+by(tl)oy(t1)
-l
o, =0 1 (A )
227 %17 ll 1229227 21 ll 12
R PR -
B xbx(tl)bx(tZ) <:‘x(tl)cx(tZ) 0
g, (t1>t))
T, % %
; p b2(£ )b (e )0 (£)0, (£))
] 8, (£y5t)) .
. . -1 -1 . .
Post multiplying the above by A22A11 and adding All will yield ®q°
B 21 2 2
gxctl’tZ)‘*-px bx(tl)bx(tZ)cx(tl)ox(tZ) 0 T

. 2,
gx(tl,tz)[L+ox(tl)oxxtl)}

o]
§

11 2t 2 2
gy(tl,t2)+py by(tl)by(tz)cy(tl)qy(tz)

g, (t1:t,) (145 (£))ar(t))]

b

Pre and post multiplying (I-!-B 578 %) by B1ﬁ and letting the partitioned
matrix
Pin Pra| | gk -l
= B (I+B€EB) will result in
8 o oo o

21 Bap
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b (c)0g (b5, )42 (t)0b (£,)02(t)05(E,)]

0
g, (£ ,t,) [1+b_(t )o2(t )]
B =
11 27 2 2
. bj(tl)[gy(tl,tz)ﬂ)y by(tl)bv(tz)jy(tl)"y(tz)]
i 8 (tl,tz){1+by(tl)c§(tl)]
e y55 (e oo TR e by (E70 (1)
X tl X tZ?[ px x 1" x 2 Ox 1 Gx 2 ] 0
gx(tl’tz)
§2=By1=
Y X % L
, b2(e )b () [-0 B 2(E B A(E )0 (£))0, (t))]
r 2 1
b (t,) [14b_(t)o; (t))] .
gx(tl,tz)
B o= )
. by (e [I4b (t)) o (£))] .
] 8y (ty5t5)

These terms can be simplified. Using 811 as an example, substituting

. . 2t 2
for gx(tl,tz) in the numerator eliminates the Py bx(tl)bx(tz)cx(tl)

2 .
cx(tz) term leaving

bx(tl)[L+bx(tl)oiktl)+bx(t2)o§<t2)+bx(t1)bx(t2)oi(tl)ci(tz)]

g, (ty»t,) [#b_(t)02(t))]
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The quaﬁtity inside the brackets of the numerator factors and becomes
2 2
bx(tl) [1+bx(tl) cx(tl) i [1+bx(t2) ox(tz) IR

and l+bx(tl)°i(tl) is common in the numerator and denominator,

Referring to Eqn Al0,

i I1+b;{(t2)c§(t2) Ib_(t;)
11 8, (t15t5)

dx

Using the same substitution results in

T
dx12=dx21= —Dxbx(tl)bx(tZ)cx(tl)Ux(tZ)

gx(tl,tz)
and

2
dx. = 11D ()0 (£1) T (¢))

22 .
g, (ty5t5)
Eqn A9 becomes
Mar Mo Mz g
- Mo Yy Y2 Mo

Mol Mgz M2 Mag22

| Monn Myar M2z Myez)
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where

M _..=dx,.Cos8,Cosb +dy..Sin6_.Sinb.
xxij Tij i j Ui i j

M_..=dx..Sinb_Cosf,-dy..Cos8,.Sin8,
xyii T ij i j 7ij i j

M ..=dx_..Sin€_.Sind.+dy..CosH.Coshb,
¥yyi] 13 1 3 1] 1 J

for i and j-1,2.
l1+5§l%=[gx(tl,t2)gy(tl,c2)J%
and
E{a(t)ACt) }=p o (£ )0 (£)+A (£))A (€,)

therefore

T /
paca(tl)ora‘ t2)+Ao (tl)Ao(tz)

CRORRFRONAS

Els (Xla AR tl) S (xz)yz ’ tz)}=

(exp [ 4R YME-X ) DELE(R,) E(h)) Hrolo_(x,,,,)0_(x

2,y2,t2)-




APPENDIX B

The altitude function adds another dimension to the model. The
expected value of the altitude function Sin(wh+6) will be evaluated
where w=27/T,6 is the phase angle, T is the period, and h is the

altitude variable.

Assume (f(6)=[1/(2n)%66] exp[-%(e-ue/ce)zl.
E Sin(uh+8) = 1 } Sin(uh+0) [exp -35((8-u ) /o ) %] de.
(Zﬂ)%de Lo

Let W=(6-ue)/ce, dW=d6/ae, e=Wbe+u6.

Substituting for 6 and df

E{Sin(ch+6)}= 1 j Sin(wh-i-Woe-}ue)exp(-%Wz) .
%
(21) * ==

Consider the sine term, let A;wh+ue, Wbe-B, and remembering that
Sin(A+B)=SinACosB+CosASinB

results in

Sin(wh+ue+Woe)=Sin(wh+ue)Cos(Woe)+Cos(mh+ue)Sin(Wbe).

Now let C=Cos(wh+ue) and D=Sin(wh+ue) so that
.1 7 : 2y
E{Sin(mh+6)}—-———————_j [D Cos(Wo )+C Sin(Wo_)Jexp(-%W ) dW.
% ;] )
(27) * —=
The C Sin (Wbe) is zero when integrated because it is zn odd functiorn.

From the table of integrals
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[exp(—azxz)]Cos bxdx=[(ﬂ)%/a] exp(-bzlhaz).

N

If a"=k, xz—Wz, and b=0,., then

6

E{Sin(wh+8) }=D ————————-;-exp [-o /4(%9]

(2m) 2

=[exP(-%o§)] Sin(wh+ue).

Now Eqn A8 of Appendix A can be written as

E{S(x,y,h,t)}=Aoexp{-E[Mxx(xrﬁo)2+2Mxy(x-§o)(y-§o)+Myy(y-§°)2][-%ogl}

[sinCuinhsg) 1/1(#_02) (146 oD 1%,

Consider the cross-product where the covariance can be expressed as

Cov(s ntZ ={z £, £ +E{e

=g 3
125)=ELZ 52,0, - 275185 %
where

E{f(h )f(h )= ‘—‘J“—')’Sln(wh +8)Sin(wh +e)exp[‘%((8-u )/e ) ]de.
27 (@20t

=( Q= =dW: =2
~Let W=(8 ue)/ce, dW+d6/ce or db dkse and 6 Woe+ue.

E{£(h,) £(h,) }= P i [Sin(uh,+io oHu )] [Sin(uh o +udlexp (=144%) aw.

Using the identity SinASinB=%{Cos(A~B)-Cos(A+B)] gives
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E{f(h )f(h )Vl ——— %{Cos[wh +Wo gtu ) (Wh +Wc e)]-
(Zﬂ)

2
- 1 =1
Cos[(whl+Woe+ue) (wh2+Woe+ue)];exp( LWT) aw

jbos[w(h 2)]—Cos[w(hl+h2)+2W06+2ue] exp(-%Wz) daw
2(2w)

~Cos w(h -h )

J-{Cos[m(h +h )+2u +2ch]}exp( %W ) 4W.
2(2m) %
The cosine term can be thought of as Cos(C+D) where C=w(hl+h2)+2ue
and D=2Woe, then

Cos (C+D)=CosC CosD-SinC SinD.

—Cos[w(h -h, )]°°

E{f(hl)f(hz)}— S{Cos[w(h )+2ue][Cos(2WoG)]-
2(2n) ~»

Sln[w(h )+2u ]Sln(ZWUA)} eXP(—iW ) dw.

The sine terms are equal to zero. Rearranging terms

-Cos[w(h ~-h )]{Cos[m(h +2u )]}
E{f(h,)f(h,)]}= J’[exp(—/w )][Cos(zw::e)dm.
e 2(2m)%

Utilizing the same integral as before results in

2
© b3 ~4¢
j [exp (-lng) J{Cos (ZWO'e) dwl= E:; exp [4 (;s ] .

—c0

[}

E{£(b ) £(h,) }=4s{Cos w(h,—b,) ]-[exp (-20‘:) 1CosTw(h +h,)+2u,1}




APPENDIX C

‘e IS « OPTML

T TPROGRAM OPTML T
OPTML DETERMINES THE OPTIMAL SAMPLING TIME AND WHICH OF
 THE NSTN POSSIBLE LOCATIONS SHOULD RE USEDe. A TOTAL

OF NTOTAL SAMPLING TIMES AND THE COPRESPONDING LOCAT-
IONS wiItL BE FOUND GIVEN THAT THERE ARE NFIX SAMPLING
TIMES WHICH CANNCT BE ALTFRED (THIS COULD_ INCLUDF RPOU- _

T TTINE SAMPLING OR FAST SAMF' ES WHICH CAN INFLUENCE THE

ANALY<IS)e THE ANALYST WILL HAVF A TOTALL OF NTOTAL +
NFIX <AMPLES TO USE IN THE ANALYSIR, THE ANALYSIQ [T~
SELF 15 COMPOSED O USING ALL AVAILARLF SAMPLFS IN A
LINEAR REGRSSSION FPROCEDURE TO PREDICT THF OBSFRYATION
AL (BYT NOISE FREE) VALUES AT GRID POINTS IN SPACE AT

PARTICULAR TIMES.

OPTML FINDS THE OSTIMAL SAMPL ING TIMES SEQUENTIALLY NOT
_ALL OF THEM SIMULTANEOUSLYe

THE FUNCTION TO RE SAMPLED IS

S‘(X'YOZQT) = R{XeYeZaTY + E(XvY'ZvT)

" WHERE :
R(XsYsZsT) IS THE TRUE SIGNAL AND E(XsY+ZsT) IS THE NOISE,

R(XesYeZsT) = T)*EXP (-0, =*O(X.Y.T))*QYN(OMFGAZ*Z+PHIZ)

A 1S A MARKOV PROCESS WITH FXPFCTED vALus
T AZERO(T) = APEAK#EXP (~SiGMAAX (T-ABAR)**2)

” STANDARD DEVIATION EQUAL TO SIGA¥AZERO(T) AND LAG-ONE
CORRELATION COEFFICIENT RHOA.

QUXaYeT) = BXX(T)ADX(T)#%¥2 + 2.OXRXY (T)*DX(T)*DOY(T)
A + RYVITIXDY(T)*%D

BXXeBXY AND BYY CHANGE WITH T TO FORM AN FLLIPSE IN THE
TUX-Y PLANE WITH ONE AXIS ALONG THE DIRECTION OF MOTION
AND THE OTHSR PERPENDICULAR TO THE DIRECTION OF..MOT ION

FOR ALL VALUES OF Te
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aOX(TY
DY (T)

W= XZFRO(TY T oo T
VY - VZERO(T)Y

XZEROUITY ANND Y7EDR0(TY) ADE INAFRPENNSNT MADK OV PROrcclFa
WITH SXPECTED VALIIFS XO(TY AND YO(Thyrs STANNADN ASYTA-
TINNS SIGX(T)Y AND SIGY(TYe AND |_AC NONT th“c[ATYﬂN
AOSEEICIFNTS RHNAX AND PUHAY 7T T - - -

TTTBHIZ IS A NMDMALLY DISTRIBUTFED RANNDM VART AR T wITH -~
MEAN DHIZAR AND STANDARN NFVIATION SIcvMAR

THE EXOFCTED VALUZ QF S AND THF COVARTANCFE RETWESAN <
TONE PAINT IN SOACE AND TIME AND & AT A DIFFEDENT 90
TS FOUND By TACIMG THE EXPTATED wALLIFEQ (‘\/ DOA(T)Y
TXZERO(TYsYZERO( Ty aNp Owpz, TTTTTTT T T B

) iy DO Oy vy rynay (7Y Y )

DIMENSTON X100 e Y (IO 2 TINMNY XX 1Ny YV 17y ¢RFQ(TAY,
D2DIHON)Y «TT{2NNY «PADY (104 10, R ) PROR( 2N VEN) g A1O) ¢ 7777
ANUMO(T10Y) 2 ZZ(1NYaZ(177)

e COMMON /DATA/ACS AKTSIGMAA L ARMRISTAXY s STRYY W OVERA{STIAX
29SIGY s DHCX s RHDY ¢ S5 A.XX?CD“.YY”””ﬁ,TM.m TVAYoﬁCLTc

T T 3OMECAZWOHISAD ST AMAP T - T o T T o
CovMMNN /T IMEC/TZERO

C
CDQ..OOQQOQOQQQOOOOOOOOOOSTAQT I\DUT DADA'\A:TEOQ ® 0 © 0000000 o o,

c 1 - \TFTIQTIPAL P"QAV:T?Q%

o e e e e e o e
c A - AMDIITUD=

o e e e e e, [

ADEAK=AND

e G AMAAZA NG T s s . e smme e e e e e
ARAD=1N 40

. BPAAZDTRSE T T T 0
S1GA= ’).’

(T m e e mmmmm s s e mmn - e - ————e -

C 8 - ODI7ONTAL SHARPE
oo

" 1 carmom—— - e e s em wme. W ememems s . e v e L Awm s 4 sAmARAES s e s e aeea— o . -

ONEGAZB PRI RS2 /2N N
e G P EXX S () g T e e 4 e e e e o o e e
SIGYV=NeR

o— E0N U
¢ C - HORIZONTAL PASITION AF STADM CENTER
(....__..-—. - . o mmeee = o = RO - - com—tm

X¥Y7500=3s0
R A a4~ = 1 T S
- qIGX=0 &
IR =] =[5 ) 4~ 1 o 1P + L T
g rG‘(:t .('0
T UTTRHOY =0 6085 T T — - ’ T
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-
c T N = VFOT AL QHADF -
~
| T 'ﬁﬂ:(:A?:A.?B".]Q:’Q'/}?’..", - — - - - -
DHIRAR=S0 4N
T SIGMAP=10.0 T T T T o Tt Tt "
C
(ot T2 = SAMPLING=T IMF SFARCH TINSADMATIAN & 7 -
o
T UTMIN=N AT - -
TMAX =22 ,0
T DELLT=26n T o T - e T )
NTATAL=R
e e e e e e . -
~ 7 - CPTFEN DPARAMETIRS
T - S -
NG =3
Tt CM:‘AP\I:—"T.E e T I - TToTm o e s - s
NFLC=041
e - o . Lo —_— - — o
o 4 = CURVATURE DBARAVETEDRSR
Ntma=3
T T AN ANI= A TRARRBGRAT TN T m s m e s e e e e
NTLA=06111111111
SR e e e i e SR
T 8 < GRID DOINT [NEADMATION T
IR - e
NER INX=5
B NGRINY =&
N=0
Tt o D")_"'I “"J:'t";'Nf;D_ID_Y' T Tt o Tt T o -
JJ=J-1
7T D0 1 T KE1UNGRIDXT o T mTm o e T
KK = =1
TTTTON=N+1 T TTTooT T T T T e e e N T
Z(NYy=2 ¢
T Y(NY=JJ oo T T e T
X (N) =KK
LT TN S1R0 T m e e e _“_w.__W"_-‘ﬂM”.;“.-
~
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c . T8 = POINTS FOD FINTD SAMOLING

NFIX=0"""7
N IN=NGED TAXSMED TAY

TTTTTT N AX =NM ITNENS TX - T
X(MNMTINLY Y=t 4
- YINMIN&y=2,6 777~ T
ZINMINGYI=NZN
T TTUNMINST )=2,1n ° o T -
X(NMINEA Y=, R

ZINMINE2)=0 O

VN NGy =] GRS T e ———— e

T T TINMINE sy =2 0T T oTmomm T

X(NMINE2)=3,0

YI{NMINEL2)=K & T T T o

ZINMINE2y=N N

T TTUTTUNMING Ry =2 T
~

)

T T = STATIONTLCCATIONS

i

-~

TTTNSTN=G T T T T T
XX(13)=0Ca3

e VT E] g T e e e

L7Z7(1)1=0,0 _
TSN (DY =PegT T T T e
Yv2)y=0,8
77(2y=0,0" " T T =
XX (3)Y =240
TYY(RY=3,5 7T TTT T T
Z7(2)=04,0
XX (4)y=0p "~ " T TTTTT
YY(L)=146

F7Ly=1 R T TTT e mm e

XX (RY)=2 48

T TTYY(R)Y=0.8 tr e R

ZZ(5)=145

TTTTTTXY(ARY=22,0 come T T

VY (AR)Y=3¢5

T T 7Z2URYEL s T T e

XX (7)Y=043

TUTTTY VY 7y s, T T T Tty e

Z27(7y=3 4N
XX(8)y=p¢8B T TTTTTTTTTTTTTTTTT T
YV(Ry=A.B8 T T T
77(21=23,0

XX (QYEPLHT T T
YY(Q)=3e5

T Z7(Qy=3,0"" T o

SOR OPTIVAL

SANDL TN T

- - e v ae—
.- + ——— . e e . remem = -
s
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¢ T8 - BAVES BARAMETFOS FAR SDTENT () ANDTCURVATUDS (A

CNDDARC = T e —_ . . .. - .
NDRDOSA ==
T C_TAR=IN . T ) . o T T C Tt
ASTAD=N 1 6RARKRART ‘
SR E - o - U e —
DETAA=04111111 11
e - C e e e e e e e
NOONRY =\DDNARC 4 ]
T T NIDDARY =ADRNAN AL | T e e T T e e s e
NC =NORNDY /2
T T NA:NDDODX/Q"'“ Tt . oI T e ’ TUT TTTTTTTT et e
S=N,
e QG o tm e e meme e amn e n e e
NO 256 J=1NDDORA .
i s T TN T ——
R ) =FXD{ =y 128%XN%N)
T TDDAR (‘:_J,MOD_'\C(Y‘) 30 170 T T T T T T S s e e e
PA S=z<10(Y)
nn o7 J:1 .k:DD(\,:C"‘"" T T TR T Tt S S S s el S e e e
N=J=-~NC
TTCIY=EXDT=07128%0D%Dy T - -
PRAJ(NFEDORY 4+ JIY=0,0
T 27 SSaGRETT (YUY T T T T T s s s e e o e T
S=Q#85
T UPRAR TNDODADRY S NEDASY ) s AT YT T e - v e CTem e
B0 28 J=1 «NP20ORA
TTTTUTITITRO 29T S W NIDROAQAT T TS T e T s s T T
PN (Jer ) =RV *TT (<) /S
T T PRORINPTORYX ZNPROQY ) =PROS (NPRAAX yNPROBV I LPROA (S ¢y - 7 =
PRNQ(JWNPDARY ) =DDNE( JNPRNIYY) 4£0DNR( J )
= PA PRAQ(NPDORX ¢ <) =PRI (NORNDX ¢ ) +PRAR(J o) = = = e

+ o

—tQ = MAXTMUMEREAL T IME S ( INT SECONNS yALLOWEN—TQ SyUN ~DTM

oD A

RTMAY=1ABNA O~ == — ===
C - - -
CobsovisoasecescosssononsssENY INPUT PADAMETEDS sdecs e s dseecessan

c

ey 074 —d =To F—1 o il o S - - T T
CAaLL TIMCK(TOTAL) .

ST TZERO=TATAL T
s

e s e B S G INTTVMIN T MUM AR T AR S SOLUTTT TON ot

¢

T S AMAR =T, 14 IRAPARE RS IGMARP /1RGO T T T - o
PHIRAR=1, 141 80PASXPHIRAR/1RC N

L e e e U
NCOUNT =N

T 20 MCEINUMALL Y /P T T T - = -
Ma=(NUMALLYy/?

~ CA=CMEAN-FLOAT (MC=1) *NECC ~ — " =
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.5A=A“FAM—CL0AT(MA-1j*mcLA

NCAUNT =nC O NT+ 1 TTTTmT ) -
CR=CRTAD=S L NAT(NC=1 ) %NS CC
T AS=ASTAD~FLOAT(NA= ¥ A T T )
C
’ A=AA=DFELA ) i T
NO 3 KA=1 NUVA
A micn — e e e e,
A=A4nFL_A
TonuvA(kAay=A T T - h )
C
) C=ralins_c B N - -
NO R KC=1 NMC
—e o esrdnELe T et o+ ot = e e =+ e e e+
UMC{KCHYy=C
- e e e
VATMIN=1 ,OF+10

) |
DO 2 L=1«NS&TN

T T CACE T T rME (XYY S TARM NG NMMAR XX (LY WYY WPy T T

19CATXWWADs 1)

T T IR (VAR GG GVADMINTy TG T AT T T T
=L
TTUUTTTT AN ADM IN=VAR "7 T T T e o T m T - T
TX=T 1M
s A ARTTRDE —
o
T DODT(KAGKCe1 ) SXX(CL) R T T
SNOT (KA WCH2)=YY (LL)
e BABT (KA TRATR) 277 (L) "= e e e e
DODT (KA ¢ C oty =TX
2 PODTUKAGWKC ySYy=YAOM N ™ T T T o e mm e e e e e
IF(NTOUNT 606 1) WRITE(G44)
TTa FORMAT (1ML ¢ 2OX ¢ D oHODT IMA| "SAVDL [NG T IMES 7Y™~ T ’
c

T OWRITEUAWSE) NCOUNT TS ot
S FORMAT(22H18NNINAG STATION NIMRFQ , [SR//Y ¢ MHOTIDVATIDE o 3V o
T ST I EHSDEEDTT7X e IHX s OX v THY s OX THZ s OV IHT s SX « BRHVARTANCE /Y ™
DO 6 KA=1NUMA
T T T WRITF(&yT?Y T 0 T T mmemmeme e o Smms o smeee— s
NN 6 KC=1NUMC
T 6 WRITE(6+8) DUMA(KAYIDUMCIYC ) e (POPT(IKAKC s JY e d=195&)y 7777
7 FOPMAT(1HN) )
“““ R FODMAT(2F 104 2214F 10 44F 10,6y 7~ ———=~=»m7 » == momr s

TTUWRITEISLFY NCOUNT —— —7 "~ T T T T T T
DN Q =1 ¢NUMP
- WOTTE (&e7) " e e . e e e -
DO QO WA=1 ¢ NIMA
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XeYsZsT ABE SDACE=TIMT COORDINATIS AF Tue ARIR DOAINTS
ANPD THE FIXSD SAWDLING STATIONS 0 '

NvaAX TS THE TATAL OF GDIN

C

C

c

cTOT O NMIN IS THE NVRED OF GRID POINTR

C

TTUT e WRITE(AWAY DUMAKA)Y «DUMCIKC) «(POPT(KA ¢ TITi =Ty
-

Catl TIMC(ITOTAL)Y . o -

END MINIMUM VARTANCFE SOLUTION

REAIN RAYSS SOLUTION

~
C
“Q e e
c
C

VADMIN=1.0E+10

N =17
DO 14 L=1«NSTN
e et s s s e

N=n
CX=TMINNELT T T
10 N=z=N+1

T TX=TXwDeY TT—— om0 B T

C

S PN ETY T e s e
R(N)=0,0

@ e e e

A=AS-DEL AA

TTTTTTTTONT T TKA=] JAAPDOAgATT T T T T T Tt T T T
AzA+DEL AL

T T DUMA (KA § = AT T I S mmmmi e s s st e

C

S CEARADEY T T T T e T e s i e
NO 11 ¥r=1NPRORC .

e G EAELAC (¢ e e e e e ——— et
DUMC (KC)=C

- — e

'

CALL TIME(XsYoZoToNMINGNMAX o XX(L Y oYV )77 (L YeCoAo
TTTTTTTT R TX WVARGYY T T TTeTTTTT T T T T T e e e
11 RPIN)=RIN)I+VARIPDNS (KA +KC)

9

IF(TXLTeTMAX) GO TO 17

- ———— e b e e s mm——— hl s ——————" - " —i——— . .

an
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-~ e - . -

WRTTCS (R e2™NY L« (JeTT(JYeB(JYo, ,_1.“)
200 FODMATTIHDWIR/ (TR«DF12,4)) ° - -
J=1
N=1eNFE0 =~ © TTT o e emememeem e R
N 12 K=1eN
TTOXXX=COST(L«RIKYTT(KYY — = e R PISP E

IF (RXXX 4 GE .r)) GO TOH 12

- goe e R e o e f e e e e+ ke e e

N=1IXXX

TTT 12 CONTINUE o o T, T T o T

ol

TUTTTTTTTORBYNXY =D T T T T T Tmr T s o m T
RX=R(J)

e T =TTy 7 7ot T mrmmm e e e memeem —
[F{JeTNalaReJemFNeN)Y GO TC 17
BXYY=CO/T L« T[UJ=1)« TTLI=-1¥Y -7 =~ 77 o o
RYX=COST(LsR(JI+1Ys TT(I+1))

s T DEL =0 e 8% (RYX-DXY )/ (PXYHRYX =2 ¢ D#D ) o o s Sl
PXXX =D = ¢ 28% (RYX - oxv)*ch

—ms T = TY=De TS 0 - S mmem s e s - e

PX=z((R(J+1I+R(J=1)1~2, O*D(J))*D\L¥ﬁ:L—(V(J+1)—D(J—l))*
T U T ADELF2.NAD( JY )Y Tt T - T T - -
C

IF(RXXY SGE s VARMINY GO-TO~ 14—

- apmIN=DXXX - TTtYyTm T o
RX¥X=RQX
TYX=TX 7~ - - -
LL=t.
14 CONTINUEg™T — 77 ™ ~ Tt T T T
Cc

NMAX =NMaAX+1 7
XINMAX Y =XX (LL)

YINMAX ) =YY(LLY U _ i
ZINMAXY=ZZ(LL)Y .

TT(NMAXY=TXX
RFE2(NCOIINT ) =RX X
IFI(NCOUNT G FDe1Y GO TN a1~
NEAL =NCAUNT =
NNT 40 U=t eNCOUT
JUMBD =NM A X~ JUM
SUS=ABZS (X {NMAX Y=X{ JUM TS“ABS(Y(NMAX}&Y(OUMﬁTT’

1+ABS (T INMAX) =T (JUMP) )
IF(SUBalLZeleD1) NTOTAL=NCOUNT"

40 CONTINUES

41 CONTINUF
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C
TCALL TIMCKITOTAL)Y ) ) T
TOT=TOTAL¥S LuuT(NCOUNT+I)/¢LOAT(VlOUN )
IF(TAT (GE ¢RTMAXY) NTOTAL =NANUINT
TMIN-T(MMAV)
- TMINZD e e - .- .
DELT={THAX=THMIN)/2C 4N
- NELTZ2en e e e s e o —
1T (ASS(TMAX~-TMINY JLF .o 1) NTO!A;‘NCOUMT
T ITFINCOUNT LT ONTODTALY GO THT20 e
T WRITT(S.15) (DUMG(IK )Y WK=1+NPRORCY - 7 T T T -
18 FORMAT(1H1 ¢ 40X e 25HAYTS ORPT IMUM  INFCRMATTION// /43X
Tt 20HPROBASILITY FUNCTION//SEDX«EHSBEED/ /17X 4 10F K42
WRITE (B33
T2 FADMAT(OX 122 (14H%YYy T - T - - -
DG 14 J=1NERORA
e PROEX=J RO e mem e e et e e o
16 WRITE{(G6+17) DUMA(JJ).tDQOa(JJ,K).<—1.NDQORV)
T 7 CFORMAT(IH s F R a2 IHX W 20FARRY T T T T T
VIRITE(H6+37) (PDORINDPROSX K ) sK=1NPRORV Y
T30 FOOVAT{OX e 1M%¥420C642/QX 1220 1¥Yyy” —— " =~ =~ »rm—=7==~
C

TTRRITI(EVIBY UKW XXIKY e YY (K Y e ZZIKY o K=TaNITNYy ~ 7777 7
18 FOMAT (1HC//60= STATION LOCATIONS FOR USF IN FINDING
TIOPTIVAL SAMOL NG TIMES/ /78 NUYRET &Y s THX v OX ¢ {HY vOX 4 {HZ/
2(1743F10e&))

WRITE(£419) (K oaX((K)aY(M)4Z{) T ) ak=1 s NIRATALY

TTTTIG FORMAT({H1 e 2OCX W 1SHGRIN FOINT NDATA/ /7 NIMRED EX 6 1HY 4OX 6
llHYoOXO‘!HZo HXQ‘H!//(I?!LC]?.LL))

;. = - e - .
WRITE(6427)

T P2UFORVAT{1GHIF IXED STATION DATA//7H NUMRER¢GXTIHX§OX e 1HY v~
11HZ X4 1HT /)

TTTUTTTUTIFHUNFIXGAER LY GOTTO Ry T T T T o T oo
0 21 K=1+NFIX

S e aNM NIRRT T et e it e e e — e i = oo o e e imn s

217 WRITE(8922) KeXIKK)sYIKKY s ZIKKY$TUKKY "~ — "7 77— =/~
22 r-(‘QN1A|(I7v=F71(‘oﬂ)
- ..GO Tn -21 - .- . P . e e e e c# i mma can . [ B ——— o ——— v a—~———
31 WRITE(6.32) ’
TR FORVAT (1 HC v aXs [EH¥¥¥3#% NONE ##¥**%77//y 7~ o T




23 WRITE(6.24)
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P4 FORMAT (4 7HTOPT 1MAL SAMPLING TIMES FOR ALLCWARL
IONS//T7HNUMEER « 55X o 1HX « ©X ¢ 1Y e OX e 1 H7 e Q% o 1HT e aXy

9DLA I\FD VAQI '\NC‘F)
e s e
NN=NV I NGNS TX

T DO PR K=1WNTOTAL T - o

KK=NN+K

T2 URITE(AG22) KaX{KKIaYTKK) ¢ Z(KK) s T (K ) 4 DFC ()

’~
“

caLk IMPK( 10"AL’

-»———— e -~ ——— ———

-

c ’:"’\“') RAYES QOLU! IO\J

€ LCraT—

SORUINEX —

T e . — e — -—
STOP
I - — e e
1FORIS oINVF'Q
e TN R e e -

o INVERSE WILL INVERT T

G OTTTUUANDT NRTTAND THT S CO0U
C IS RETURNSD IN A,

HE SUBMATRIX BETWERN THE
MSUNCAT AN N THE TNYED

POweS NRA
<= OFTAT

T T rESUBRCUT INETINVERS CAVNRAVNRZ INCAWNCB I NCODETXMIN ¢ XMAX Y — 7 7

¢DVIMINvDVTMAX9 12)

e e e e e e e e
IMENSION M(2D) QMP(? Yo A(IZ IZ) (2N
e et o ——— e+ -
T 20 JU=NRANDR

B B S . -
N0 20 K=NCAJNCR

''''' 0 Sl JvwweY=ATTKY - - T T

C

T NM=NCB=Y" "~ """ e - T T s T e e -
NCODE =0

TTT O OPVYTMIN=1.OFRFTE T Tt T m T e o o e -

PVTMAX=N"D

TTT T T DO TK=NCAWNCS T T T e T B -

1 M(K)Y=K

—— —— e e e o et vommrren ot meei o e e = et e e+ b mwmm + | tmmimn 2 6 e s o+ ot
DO 7 J=NRAWNRR

T T U H=ASST{A(JINCAY Y T T Tt T mm e -
MMUJJ=NCA+J=-NRA

B -1 V1.1 IS 76 S o ToTTrTmTeT/—— Tt T -
MMKK =J

- RENCBANRAST et e = — -

C

""""""" DO L=U«NRB - ~~ 7
DO 2 K=NCAWKK
T T IFASS{A(LIKYIY LT W HY T

T KX=KEJSNRA
MM JJ=M (X )
S

GO~ TO "7 —T T T T T T

R R -
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ot

MM =ME (L) o -
H=zARS(A(L <))
2 CONTINUF
IF(MMUY aEQe T e AND dMVKK ¢ FNeJ) GO TO &
IF(MMJJ. G 1) GO TO 13
MeX)=M(I)
M(Ty=MMyT - - o B - -
MM=kX=-J+NRA
DO 3 K=NRAINRR
TSZA(KWNCAY T T - T o
A(KsNCAYzA(K e MM)
3 A(C e MMy =3 - o - -
N TIF(MMKK G EQ JY RO TO &4 T B -
T3 MC(wJy=MC(lJYy T T - - e e o
WC(J)-WMKK
20 14 K= NCAONC‘?
R=A(KJix) - T - - - - -
L{clek)=A{JeK)
— AT A( e yma e m e s e . e oa et e+ e et e e e
T4 H=1,C/A((JWNCAY T T T T - - -
A8S=A8S{A{(JI«NCA))
T IR (PVTRMINGGT «RRY TPYTMIN=RR © D - - - -
1P<PVTer.L:.=°) PVT VAX F
18 DO 5 X=NCAINM
TTUE A eV =AT U KE YR T T Tt T o T
A(JON”P) H
NN 7 K=NRAJNRR .
""“""‘"“"H—-A"('('.\!/‘A”‘ T mrmws e s 2 o Tmem— — - - —— anthaens
IF(KeEQasJ) GO T0 7

e e
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DO 6 L=NCA+NM

TTUTTTE CAIK LI AIK L4+ Y=A( LY R T Tt T o

A(KON’Q,~—A(J¢NPR)*H

N — e — e e e e e —— et
7 CON:INUF
T T e e e [, e -
ND 12 J=NCANCR

\‘\

CIFIMEY) oFOeJ) GO-TO 12 -
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e e e e e e e L AN VBN

. et - o —— . o . c——————e | a——  — = PO

2
e ALY OWNS (NN DAL
d=(ri*nn)Vv 91

(v v=g
L HON*VON=X_91 OC
=SNNTLINOD ST
JATWW__(r*O3 ()2 =l

- T T T T [ST=h¥ ¥l rl.uﬁ COI."‘) -
e e e e e o SO e ]

L1 0L 02 (revde{r)’n)3i

i mn - e+ e i ot v e e i e e e RENOVONEL_ a1 OCGL

2
e e et e e =N S

e e e e e S
(FIn= ) i
_ e e e e L EBRGRWYY o

(AW S D V=(C )Y
— L — e e (eedyv=g . _
SaNevaN=> & CC
e e . — e N SOANTLANCD
= (LD ()i ]
e e - R — 10 | 'L Y BE5-T = B L]

«

1138
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-y R e emimimee e m - - - R —_— - - —-

ol SR =1N]
=NA oo . e e e
OR+18 o TIMEX

n

WHEN NCOD = 0 sse0e

TTIME COMPUTES THE MINIMUM RESINUAL VARTANCT AT 4 [ ACA-
TION XXeYYs2Z7

WHEN NCAND = | e¢osese

TTTHE TRSSINUAL VARTANCF ATTTIME TX TISToOVDLITEN AN T
CTTURNED IN VAR
POYINTS AN FIXFO QTATIONS - - R -

NN N Ns e Na I

T T € 13 THE SO
A 13 T

O33N

QbQQOdulw_ TIHC(XoY 71T0NMTN0NVA\OXYOYYO77OVQA'|XOVAQQ
- aNCODY — e e - e e - -
DIMENSION X({100)«Y( 1\,\ ).7(1‘3)' re1o0) .Q(?r"‘).n(mom).

e~ 3 4 ¥ o R~ o e S
COMMON /DATA/APSEAK s SIGMAA JABAR S IGUX e R IGYY s OVMEGA R TGYX

T T2 SIGY U RHOX s RHOY IS GG A« XXZERO § YY ZEROVTMING TMAN TR T ¢ =

T T RCOMEGAZePHIRAR,SIGMAR ) T

c

- “M=aT C e . . o —— e m i e -
MM =0

e e e e e - e e e e . . .
IF(NMAX ,EQNMIN) GO TO 7

= - o AR ol . e e e e S
N=NM IN+1

B0 1T JENTNMAX =TT S e s e
M=M+1

— meMmy T e meeem e e e o
nO 1 V“JvNMAX

MM=MM+ 1
B(M'MW)-poV(X(J)OY(J)'Z(J) T(J)oX(K)-V(K)o7(<)9T(<)0AO )

TIF (M eSO JMM) RIMeMYZB (M yMY+T4CT T
1 H(MMqM)-a(MoVM)
ot SR, e
2 NN=C
T T TTX=TMINSDELT - - T 0 T T
3 |Tx T|X+D=LT
c o2 e e e e e e

IFINCODGEQe1) TTX=TX
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]

NN=NN+ 1
IF(MaFEQe) GO TO A

DO 4 J=1 M
DO &4 K=1.M

4 WlJgs)y=a(JK)
MM=n T I U P
D0 5 J=N«NMAX
CMM=MM4 1 e— e . s © e e emome e i el
WVME LMY =COVIX I Y e Y(J)YZ(UYeT{U)Y s XXaVYNT7aTTX N7
B (VM1 oMWY = (Ma 1 ¢ MM - ’ - )

Q(MM.V+Q):M(M+7.vM)
o WM M ) =W M1 a3

TTH WMELaMET ) =COVIXX e YY e ZZy TTR XX YY s ZZ3TTX 4 AvCY+1e ™ ©
BM+T oMyl ) =wi (M+] ¢M+1)
MM=M+1 R S R
TIFIMAZ0L0) Wllel)=1eN/W(1s1) " o

IF(MeGT 4C) CALL INVEDRS (e ] «MM ] s MM NCNDE (XM g XN OMGON, 2Ny

e - - —- —- : v — e

ISINCCOF) S1451430

TED NRITE{S4ES) A e MMN G NMINGNMAX T T T T Ty T

FOOMAT( //e32HTHEST ARE My MMe Ny NMMIN, NMAY (=110, /)
NN E2 T=tamm T T T ) Tt T T
WRITE(6,56) (2(T4J)ed=1417)

TSR FOOMATIIH WITF 1T 4y T TS T TTmer T ey T
52 CONTINUS

WRITE(6466) “m” -
66 FORMAT(//4+10H BT COORNINATES v/ /)
—— DO B0 J=NGNMAX ™™ T T mmemn mmeme e em e e e e
WRITE(S65) JeX{J)aY(IYeT7LIYaT (Y)Y
TR TFOOMAT{ NI NeaF 100Gy T T T T T e mm e e e -
60C CONTINUT

R TWRITE(E 67Ty T T T T T T e et o

TATTEORMATU /v 18H SPECTAL TRPOINT v/ T
WRITE(B165) MMeXX YV aZZeTTX
TR CCONTINUe T = Tt T - T T e T
[uUM=0,0 .
D & To T A O <= S N £ b N 2

TTUTIF(MGE QWD) GO TD 8T
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MM =
DO 7 U= \h'\l\ﬂAX
VM= MM ) o ‘ et T
s‘.(N‘+9c\"M)="0V(Y(J)qY(J)v7(J)oT(J)oX(i()oY(V)o'(*()
2aT(YYVALCY T T

- W (MM M+9) —\Al( M4+D e \1‘\4)

c- - —_— - - e e . e —_—— - =

S WM+l eM+2)=COV IXXeYYs Z 0TI/(|\<(<)’Y(I<)97(I<)QT(<)QA.C)

WIVF2 e M1 )W (M+1 JM+P ) o T

=TT T WM eMEP ) 2O OV IXIK) aY L) e ZU Y e TUK Yo XY o VI Y 47U Y T
9!»(\ a s C\

i

MM=ML |
- T SUMEW (MaD i MR Y £SUMT R bt
NO 10 L= IOV’M i
———emz=n e e e e e e e e e e o
DO S LL=1+¥M
- g R=QtW (L e L)XW ILL s M+2) e e m e e —
10 SUM=SUM=WIMED L) %S

e e e e e e e e e e e

11 PINN)Y=SUM/FLOAT (NMIN)

g O ot e et e e s —veeaan

VAR=R (NN)
TTTTUTITR(NCQOD (T Q1 YT RFTURN T T T T e e
C

o TTIF(TTXGLTeTMAXY O TO 37 T T ) T TTmrTmTTTT o

C .

s ADE | g AR AT T T T s e e o e e e
Mm=1
DO 12 Jm 1 ¢NNT = - e e e s s i s e
IP(Q(J)QCE.V-\Q) GO 'O 1?

e —mMMEY = . — e e e+ e e
VAR=R(J) _
12" CONTINUE — . R YT ot T mTTT o mmm e e e et

T TVAR=R(MMYy T 0 T T o me e o T TR oot R
TX=TMINLDELT#ELOAT (MM—1 )

o TFIMMeTNe1 40P ¢ VM gFQeNNY RETURN & 7 7 777 777 mn = =
VARSR(MM) = (R{MMAL ) =R(MM=1) )it¥2/ (RONELR (M) ) 4RIVM-1) ~

T TPAZ R I(MUYYY T : TTToTTTTT T m T T em o e i - Tt
TX=TX=(2(MU4+]) =R (MM=1) ) ¥DELT/ (24 0% (RAMML1 ) £ (MM-1)

R o Q¥Q(MMYy )Yy~ == = T TTEmAmTS T S mmmmemmm e mm T

c

e BTN T T T S tes s e o s e o e e

END
TIFOR y TS 7 7 GOV AR T T e e e -
¢

T~ COV - COMBUTES ~THE - CROSSCOVAR IANCE “BETWEEN—THEDATA AT -~

C ONZ DGINT AND THE DATA AT ANDTHED POINT

B e e et e ——————— e = R RO ORI PO . —

L
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XAeYLeZA+TA ARFE THFE COORNINATEFI OF THE SIRIT POTNT

COORANINATER ADT GIVFAN AS (XeYe7aTINEY
T
XTeYReZR:TH ART THT COORDINATEFR OF THE cornNn PATNT

0N

THETA 18 THT CURVATURE OF THE SYSTEM
C IS THF SBEFD QF THT Sys7Iwv

OO0

8]

FUNCTION CGV(XA!YQQZQQTA'XSQY".QZQQTQOTH:TA'(-)

DIMEINSION DT(2)Y X (2)aV(2)dAMP(2)aDIR(2) s ATERO(2Y) o
2EX(P)YeBY(2)aTRILY4COEF LT YaDXAX{RY aYY (Y 47 (D)

COMMON /DATA/APTAK S IGMAA s ARARISIGXX s S IGYY OMTGALSIGY
SIS ICY s DHOX s PHAY s SGGEA XX ZEDN VY IF DN g TN G TMAY (AT Ty
CROMSGAZWPHIRARCIIGMLD o o o -

g

NT(1)=TA=ABAR - i
DT(2)=TR~ABAR
c T L L el
X(1)=XA
1y vAT e e el -
7t1)=74
By oxT - e e e e
Y(2)=Y8

Z2(2) =25

¢

- —vARX=SIGX¥SIGX . e e e S
VARY =R TAY%QIGY

S U ADDL T =R IGAAPRSTEMAD © o e e nraimn s e e
DO 1 J=142

""""" ) BZEROTIIAPFEAKHEXD (=S IGVAAXDTIJIT*DTCIyYyY ™™ — -7 — =77~~~

T DUM=RARS(COS(OMEGARDT (YY) - T T e s e
) BX(JY=STEXX% (1 4 N4+DUM)
T T 2V Iy S ST EVYRE (R, TaDUM YT T e T e e e e :
AMP L J)Y=AZERD(JYI/SART (1. PX(JIFVARX)* (1 ,0+5Y (J)*VARY ) )
T DX =X Y/ e TN Y RYARXY T T T mTrme e
NY=RY( J)/7(1e7+RY(J}%VARY)

r
NNUM=SCH#DT(J)Y

L TUE T ARDUM T TS e et e m s e
X(JI=X{ J)Y=DUM=YX7FRD

TTTTTTTYA Y EY O SDVEN MYV TSRO T T - e T o

c

T TTDIR(UY=ATAN( R yNIEDMY T T T s e e S B
TR(J)=COS(DIR(N))

T TR IR 2 =S INID IO JY T T T T T T T e e s e e
CC=TRIUI*TR(J)

T T RRETR(JSSYXTRUYFYYT T ST T T e e e e
SC=TRIUIXTRII+2)

e e e e e et e e e e — e s e
COF= (1) =NXHCCH+NYXSS

T UCOFF2)Y=SIDX-DYYSC T T T v T T ““
CAEF (3 ) =DX*¥SS+NY*CC
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CUMz=COEST (1 )X ((JY+2 e SHCOTTU2) X (IIIV(IY+COFF LRy
QV(’J)-)!-Y(J) - T ot

1 AMPRI ) =aMPUYFEXD( =0 ¢ SH(DUMFVARPHI ) XS IN(OMFGAZ

kT () yaDHIBART T < . - — T .

AT T2 AR TR-TAY T T T T mm e mme s Tt

T RDHAMX =RHEOXXANTT T
EHOYY=RHOY*#DTT
T T U RHOAA=RHDAXEDNTT T CTThmr T T T T ommvmmm e T e

TTT UG EBX 1Y 4BX T2 F 10 T -RHOXX#¥RHOXX Y FBX (Y #RX (2) FVARY — 777 777
GX=1 ¢ CHEX*VARX
Poamimntes . . -
GY=BY(1)1+3VY(2)1+( 1 "=RHOYY*¥RHOYY)*BY (1) XRY ({2 )*VARY

TTTUTTTGEY =1 JOFGYRVARY T T T 2 T I
c

TUTTTTTIEXK TS s CFaX DY RVARN Y EAX 1Y/ GX T i e e e e e
DOXX(2)=(1eT+2X (1 YEVARX)XEX{(2) /GX

o
DXX(2)==RHOXXXRX (1) *#¥2X (2 ) ¥VARX/GX

TTITTTTTTDYY ()=l  TFRY (2 )y ¥V ARYY¥EY (1Y /GY Cmotm ot Eh e
DYY(2)==RHAOVVYXBY (1) X8Y(2) ¥VARY/GY

TITTTIVYVERY =1 JCHBY I F/LRQYYRRYI(2Y /Y LT T

C .

T TCC=TRAIYXTR(rY —— ~ 77 e rmemem e e T e
SE=TRI3)*¥TR(3)

T QAL TR (] YR TR (R T T e o e e e s e e

c

TTTCCERI T 2NXX (1Y XCCFDYY (Y HQS T T T T i e e s e e e s
COFF(2)Y=(DXX{(1Y="VYV (1) )y*cr
TTTTTCOFF () =NXX L 1Y ESERNYY 1y ¥ T T T T T
C
T e e TRy RTRUYY T T T e s : : it
SS=TR(4y*TR(4Y
e e TR Y RTR G —— o - S,
c
TTTTT T CORF (A4 Y=DXX{ Y RCOFOYYIRY¥SS 0 T T T T e T
COEF(S)=(DXX(3)=DVYY(R))*<C
COEF (6) =DXX () *SCHTIVYYITZY*CC -

c

T T CEETRUIYYETR2Y T T T o T
SS=TR(3)*TR(&)

TR ETR(INKTRILY T TTT T T T rmm e e e e
CS=TRI(2Y%*TR(R)




HEORWTS ™" 7 TeCOSTX = v

e RaNeNa e e e Ne T Ia)

WFORW TS

c
c

o e

c

TTTTAUTILITY FUNCTION MAY RE USES THT CoampUTs TRE TCOST

T COVE=COVRTXD (=0 S#DUMI=AVD (1 ) *AMD(2Yy "~

S COST-COMPUTES —THE - ECUTVALENT ~COSTF ARSI A= TH—7— -

~ COMMON /T IMEC/TZFRO

TTIME=C N0 #T IME-TZERO ™

141

COEF(7Y=NXX(2)*#CCH+NYY(2Y %8S
COFF(R)=DXX{2)%X8C=NYV (2123
CORFE (S =NXX (21X TS=NYY (2)¥SC
COSFE(INY=NXX(2)#SaNYV(2Yy*¥Cr —

DUA=COEE(1)¥X (1Y #X(TY+2s *TTEF(2)¥X 13 ¥V 114+005F (=)
PHXY(1)+COEF (G )#X (2 Y XX (P )+2 e 2 HCOEF (S XA ) ¥Y(2)+COFF(A)
ARY(P)F2,OCHRCOET(T7IXXLIIHX(PI+COTF (BIIX (1) *Y (D) LOCEF( Q) °
AaXYL1YEX(2)+COSF(1D)Yy#Y (1) %Y (2))

COV=AZEZRQOQ (1) #AZERO(2)H* (1 o C+SICAXSIGAXCHOAA )Y /QAQRT(GXHEY)
COV=Ce82C0VR(COS(OVMEGAZX(ZA-ZS ) 1=CNSIOVMFGATS (ZA+7R )+

12+ QAPHIRAR) EFXO (=24 O3 VARDHT ) )

DETEON-—- =+ = e e mem
END

SPECIFIC TIME T AND AN UNEXPLAINTD VAC[ANCE VAD
THE COST MAY 85 ASCSONTATEA WITH THS LACATIAN OF THF

T RAVPLING STATION GIVEN RY THE "STATION NUMARFR N

(NOTE THAT POOR TIYES FOR SAMPL ING MAVY BF ASSOCTATED

WITH 2 VERY LADGE COST VALUR
FUNCTION COSTINWWARTTY &~ 77 T mmrmms mrmmer mmmmmrme e e
CORT=VAD
CETURN' T T - - T T
ENM :
— % ymE" . mm - - - e .
TIMCK RSTURNS  THE TIME SINCF THE B GINNING OF THF

PROGRAM [N 3ECONDS IN THE VARIABLE TIme

SURBOUT INE TIMCIK(TIMF)

K=nN
TIME=MILTIM(K)

TIME=ARS(TIMF)
DELT=TImMF=TLAST
“TLAST=TIVE ™ " < e e
IF(TIMEGT15C00,0) RETURN ™™ 77
WRITE(641) TIMEGWDELT

1 FOOMAT (18HITOTAL TIME USED T=3F 17,3 10X I2HTIVF "CHANGF 7
2 =¢F10e73)
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c BEGIN PROGRAM EXPVAR

W

e eeseocsvrectosccvcssssesssenesl ND NPT DARAVETEDS e®veceeverecnrsey
C
CALL INTTAL(1 420041140 4aNeN)
CALL REN(1+D4T¢ANOT)
CSr=aANOT(1)XSIAMADLDHIRAR
CaLL REN(IN.ZIHCALANOT)
TTTTTUUTTCALL REN(SN SHOXIXNOTY oo mrmmr e

CALL RPEA(TSC +2HOY 4 YNCOT)
. BA By Jslama c oo e e R

XNOT (D)) =SIGX*¥XNOT ()
TTTTR2YYNOTI(UY =KRIGYRVYNIOT(JY T T T mrrT T T

MEN =
ST R TMIINIRSCTT T T T S e e e it et cmia s aen e e
20 Tw=Tw+DeL T
e MEREMENG] T e e . B
IS(TWeGTe (TMAX+T,O01))Y GO TO 3
T Tgm pad T T T TS emos e memee e e

JI=3%J=-=2
ST e TALL CONTRUZZOJSY s TH e CANTOR I XX s YY oNST X s Y o FIMTNTCME ARTy ™
TAMEANCANDOT « XNOT s YNOT JVMENZPST)
e GO T B T meme e e e :

2 CALL CONTRUIZ(1)3sTU1)eCONTORIXX e VY sNST ¢ X o Y «NMINGCMSAN
T T AME AN e XNIQ e YNAT e MENZ D] Ty T T T T T T T T e e e
caLl RPRTR(3)

Y T e o o e . —— e e e R

TW=T¥IN-1.,0

o TWETWAY (O C e e e e e s e
IE(TWGT o { TMAX+N,0N1Y) 20 TO S
...... CONENG ] T - e 5 SR -

TR(NY=TwW
s e o I R e e e e e e s
S DO 7 J=1+NSTN
DO B K={3N ) o - e e e . —_— e
VARE (K YI=EXPFCIXX(J)Y s YY(J)eZZ( )Y e TR (K )y~ AN« AME AN
ABTVARM(CI=2ZOVIXX(IYsYY(UJYeZZ( IV aTRIKY«XXL JY e VYV IIYaT77(J) e
P2TD (<) ¢ AMFANCCIAFAN)
T 77 WRITE(AR) Je (TRICTYWARVIK I WWARTTICY e =] o N}~ === ===,
R FCRMAT(17HISTATION NMAED =12/21H TIMF vap MEAN/
S DUFRe T BEQGA) ) e o e e e e e e
DO S J=1 NMIN
S VASU (T 4 J)=COVIXEUY Y () e ZTIYTeT U)o XETY oV IJYTTZIINCTII) o™
1 AMF AN« CMZAN)
T I T T e e e e+ e e e e e
XMiz1 ¢ NE4 1N
I S e v e — e - -
SO 10 J=14NSTN
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IF(ARS(7ZIUN=7(1))elFaexXM) GO TO 17D
K=J
XM=ARS(7Z(J)=Z(1)) = R -

17 CONTINUF
DO 11 J=1NST : oo
MXX (JY=XX(J)
YYV((JI=VY (J) R : : —
Z77(J)Y=77(K)

1 TTT (Jy=mC1y - ToTITISTTT s T e s e merm— e e e

NC=N<T
SVARI s ANNT o XMCT «aYNOT e MEN«PCTY) - rmr romm—eeme s e e

CALL REGIXXXsYYY ¢ZZZ o« TTTaX V1 ZaTINGy MiNVINe AMEANTCME AN ¢
20 12 LE=147

Mz ] - - -
NQ=2¥LL~-1

ND 12 J=1+NQ 7 o cooTme e T e e T
KX=NMIN+J

¥XY (JY=x(KXy 77 i o T

VYY (J) =Y (KX)

Z77 (J)y) =7 (KX)

12 TTT(JYI=TI(KX)
CALL REGIXXX eYYY sZZZ e TTTaXeYeZaTaNOQs MyNMIN G AMEAN ) ~MEAN o
A2VARU s ANOT o XNCT s YNIOT o ¥FNWPS 1)

17 CONITINUE T T o T e
DO 1a J=P«&8
DN 1a <=1sNMIN B | o - o e
14 VARU(J 1) =VARU (] 4 X)=VARU (Je<)
DO 15 J=1+N\MIN T h B - T
VARU (64 J)=VARU (2 4 JI=VARU (2 ¢J)
T UTUTTVADUL T W)Y =VARU(D JY=VARU A, Jy T T T T T T e
VADU (R« J)=VARU (2« JY=VARU(SR 4 J)
T VARG S ) SVARU (R W JY=VARU (4 Yy T T T T T e e e
VASU (104 J) VAR (R JY=VARU(S 4 J)
- e LTI T LT S SO

158 VARU(11e¢J)=VARU (4 Y =VLERI(RJ)
TTERTITE (A 1AY T (D IVARUH s JYek=1 a1 1) e U=t a NNy 77777
1/ FORMAT(2IHT INFXPLAINFD VARIANCE//(IE 411511 eR))

T TMEXEKM N T T T T s ¢ e T b e S e = e 1 e e i < i

NO 24 J=1.11

TTTTTTTVARUL vy, 0 T e o rm e o e e

DO P4 K=1+NMIN

T4 VASU(ISWMEXYEVARUT{IJWMEXYFVASUTIWKY —— — T T T T T

WRITE (Ae26) (VARU(JeMFXYed=1011)
B R Y PR R hm e an e+ e -

NO 17 ¥w=1«NVIN
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17 VADUT o) =VARU U e ) /VARU (] oK) Co SR -

WRITE(SH«IR) (U (VARIN(K e JYaK=1411) o J=1 sNV TR

18 FORMATI(2&HIRATIO OF COLUVNS 2 — 11 TO FOLUMN (/018,115

N 2= J=1e11
VADU(JeMEX =040 - .. - e — e B
NN 25 K=1+NMIN

28 VARU(JaMEX)=VARU(Js VEX)+VARII(JWKY) —© -

WRITE(Be26) (VARU(J«MEX)eJd=1911)

T 26 FORMAT(IHO/ZWSH TOT w11F11.6)Y ot T o m o

576>

~—:- " END Tt - - - -

tFCR. 13 aREGX

: SURROUT INT REGIXXXIYYY s ZZ7Z ¢ TTT e X eV e Z e T o NRJTWV ¢ NV N AMT AN,

SCNTANAVARUGANOT « XNO T o YNDOT ¢y MEN PR

- TDIMENSION XXX(S)GYYY(RYeZZZIR)aX(I0M)aY 10Ny e 701 Yy ~
?_T(l AV s TRP(EC I P(SaE) y QIS TO) e VARUI( 11 950) s SFTA(S+=0)

— ’10:‘J('—'\”)¢TIT(")9AN’)I(¢"')vXNOT(=~) YNAT (&)Y T e e

DN 11 J=1NQ

DO 1S K=JWND e e S - : T e
S(JeX)= (‘OV(XXX(J)'VYV(J)~Z7/(J)-T T(J)cXXX( )QYVY(K)'
PTZZ7 (K3« TTTIKY e AMTAN s CVEAN) T T

IF(JeEQK) PtJedy= D(J.J) 1.

TTTAGTR (RN Y=D Yy TT T TSI T s mmme e Co

A

-1

D0 11 K=1+M"IN

QUIKI=COVIXKXCTY e YYY ()Y ZZZ0IN s TTTUIY o XUIKITSYIRYGZTRY e ™ ~
DT () s AMTANLWCMEANY T T T T T

WRITEF (A1) (e (Q(JeK) 0 J= I.T).V—I,N’V‘IM)

FORVAT (1THI/Z(IS«=FPC2)) i TS T s e e

IF(NQe=TNel) P(1+41)=140,/P(141)
"IFINQeGTel) TALLT INVERS(Pe 1l eNQe 1 ¢« NQINCON ¢ XMA JWIR ¢ VMR ! qu;
D20 12 L=1+NMIN

DO 12 J=1leNn T T T T T T T T T e

BETA(JeL)="eD

e ATy KETNQTTT T e e+ b emrmee = o o mmama o e e e

12 E:TA(J.L)‘%‘TuA(J-L)+D(J0K)-‘1~O(K0L)
TTTTTTTDO 1R T U=1WNO T Tooemrmm e m mme e e
12 TR =A7TULIAXK(J) e YYY(U) e ZZZ(JYaTTT(JI) s OCMTAN G AMFAN ¢

— e

DANTTIXNOT s YNCOT e MENGIPR T Y =FXPFAIXXX T J) oYYV I« Z7 7TV 77T ~

2(J) «CMF AN s AMTAN)

WRITFIRe1) NGeITPTIUY v J=1 Sy L v (RETA( Sy e T2 &Y 21 « NM TN}

NN 14 L=1«NMIN

TEJIL )=, XPECTIX (LY s YIL Y« Z(LYSTILY o CAFANGAMERANTy ™ — 77 777777 7
VARU (Mo ) =060

TTTTTIDOTIS T =1 Ny T T e mrmmrm e ceTTm T/ T
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O2u(L)=03J0 LI+3TTA(JLI=TP(Y)
T1ATVERU s L) =VARU (M LY 4+RTTA(JCLUY #Q0 T T - -
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