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Abstract vii

ABSTRACT

A novel method of performing multiscale segmentation of images using texture properties is introduced. Var

ious methods of segmentation at a single scale, including texture segmentation, are described and compared 

with the K-Means clustering of texture vectors used in this thesis.

We survey the state o f the art in multiscale segmentation and identify some drawbacks in the traditional 

approach to multiscale segmentation -  image pyramids and quad tree decomposition, especially in typical 

applications that make use o f the segmented results. We then introduce the idea of multiscale segmentation 

within the context of the segmented regions themselves instead of, as is traditional, working in the context 

o f the original image. It is shown that this new multiscale approach can be incorporated into the K-Means 

clustering technique as a steady relaxation of inter-cluster distances.

We also develop a way of objectively evaluating texture segmentation algorithms on natural and synthetic 

texture patches. Finally, our multiscale segmentation approach is demonstfated on several families of real- 

world images. It is shown that quality o f the segmented results at the different scales is significantly improved.
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1. INTRODUCTION

1.1 Segmentation

Splitting an image into several components, by assigning one of these components to each pixel in the image, 

is termed image segmentation. The photograph (from the University of Groningen image database mentioned 

in [I]) in the left panel of Figure 1.1, for example, can be segmented into different components as shown in 

the right panel of the same figure. The components here are the windows of the building, the building itself 

and the sky.

A good segmentation may be recognized from the characteristics of its output components: each compo

nent should be spatially cohesive as well as spatially accurate while different components should be dissimi

lar (2,3].

Many image processing algorithms and techniques lend themselves to a concept of scale -  that the results 

of the analysis would be different if one were concerned with a different level of detail. For example, the seg

mentation of the photograph in Figure 1.1 should, depending on the level of detail desired, yield components 

that are the various windows and floors, or just two components -  building and sky. Multiscale segmentation 

can, then, be thought of as the ability to segment a given image into different sets of components depending

Fig. 1.1: Segmentation: The photograph of a building on the left has been segmented and the result, colored such that 
each component is a different color, is shown on the right.
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Fig. 1.2: Muliiscale segmentation: The photograph of a building on the top left has been segmented using the multiscale 
segmentation algorithm described in this dissertationand the results at each scale, colored such that each com
ponent is a different color, are shown. Top-right is the most detailed segmentation. The second row contains, 
left-to-right, the segmentation at successively coarser scales.

on the scale.

The segmentation of the building photograph shown in Figure 1.2 demonstrates the results of a multiscale 

segmentation. At the highest level of detail (top-right panel), we find that the windows are components, but 

that at lower levels o f detail, the window components are subsumed in the building itself.

This is, however, not the way multiscale segmentation is commonly approached. Rather, multiscale 

segmentation usually refers to segmentation performed on images that have been blurred to different degrees.

Traditionally, multiscale segmentation is done in one of two ways:

1. Image pyramids where wavelets or filter banks are employed to obtain the image at different scales 

(with the original image as the most line resolution available). Each of these images is then segmented.

2. Quad tree decomposition where the entire image is assumed to be a single region, then split into smaller 

regions, on each of which the process is repeated. Similar regions are merged at each stage.

Topically, the relationship between the segmented regions at the different scales are of no interest. If they 

are, then components at different scales have to be associated in some, often heuristic, manner.
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1.2 Texture

In this dissertation, the word texture will be used to refer exclusively to image texture. Intuitively, texture 

refers to a pattern of closely placed elements, in such a manner that the pattern somehow repeats itself.

Texture has long been an active area of research in the image processing community. In 1979, Haralick 

wrote a survey o f the main approaches to texture [4], in which he cited papers written as early as 19SS [S]. In 

spite of this long history of research, perhaps because texture is such an intuitive concept, there has been no 

universally acknowledged definition of the term. In a 1990 paper on texture, for example, Bovik [6] noted, 

“an exact definition of texture either as a surface property or as an image property has never been adequately 

formulated.”

The difficulty of reaching an exact definition of the word “texture” stems from the wide variety of images 

in which the intuitive meaning of the term takes different meanings. A fuzzy word, then, is the cause of the 

cottunon frustration as expressed by Greenspan et. al. [7]:

Although texture analysis has been a subject of intense study by many researchers, it is as yet an 

open challenge to achieve a high percentage classification rate on all the above textures within 

one framework.

This Holy Grail is one we do not attempt to capture in this dissertation: we claim only that the approach 

proposed in this dissertation provides a multiscale segmentation of real-world scenes that possess a particular 

type of texture.

Although researchers [6] have often noted the lack of a common definition, the literature in the field 

has long reached a consensus on what texture is, how it can be analyzed within an image and when texture 

analysis is useful in image processing. Texture in the literature always refers to properties at a scale larger than 

that of a pixel. Most commonly, texture analysis is employed when there is significant variation between the 

intensities of adjacent pixels even in the absence of an “edge” between the pixels. It is recognized that there 

is a difference in the meaning of texture depending on the nature of the images themselves. For example, it 

is recognized that natural textures tend to be random but artificial textures tend to be regular and periodic [8].

Image texture analysis methods use different descriptors o f texture. The descriptors used capture a differ
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ent part of the intuitive understanding of texmre. Suggested descriptors include hidden Markov imdels [9], 

Markov Random Fields [10], image moments [11], co-occurrence [4] and correlation matrices [12] and fil

tering methods [13,14, IS]. There exists no consensus as to which of these approaches provides the optimal 

texture vector. Havlicek [16] points out that several approaches ( [17,18, 19], for example) developed as a 

way to emulate the human visual system.

The methods that make use of statistical properties assume that the pixels in a texture region are real

izations of a two-dimensional random process. Thus, statistical properties estimated within a texture region 

should be different from those of another texture. The statistical approach, also referred to as the stochas

tic approach, assumes that texture is characterized by the gray value pattern in a neighborhood surrounding 

the pixel [20]. Local coherence and orientation estimates [21], Gabor filters banks [22], statistics of Gabor 

coefficients [23,24], amplitude envelopes of band-pass filters [25, 26] and multiple components’ frequency 

estimates [16,27] have been used successfully.

Since an image can be completely reconstructed from its wavelet decomposition, the texture within an 

image is part of this decomposition [28]. Thus, texture at different scales can be captured by the wavelet 

coefficients o f the image at different stages of the decomposition. The working assumption here, of course, is 

that the variation between wavelet coefficients within the same texture region is much less than that between 

wavelet coefficients o f different regions. In this sense, the wavelet decomposition approach to texture is 

simply the statistical approach, only at multiple scales.

The periodic primitive placement approach follows most directly from the intuitive understanding of tex

ture. Its popularity derives from the ubiquitous data set of artificial pattern images [29] used in the literature. 

The reliable periodicity of many features in synthetic images leads directly to this approach. Commonly re

ferred to as the structural approach, the requirement of periodicity makes it unsuitable for real-world scenes. 

In many real-world scenes, the texture in consideration is statistical, i.e. there are no primitives of a fractal 

nature within the image. Hence, in this dissertation, we will not consider the structural approach, or features 

such as the gray-level cooccurrence matrix that are associated with the structural approach, any further.

Texture segmentation is simply image segmentation where the labeling of pixels is based on some measure 

of texture. Texture segmentation algorithms, then, differ on the actual form of texture used in the measure-
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ment. Structural methods rely on placement rules and will not be considered in this dissertation. That leaves 

feature vector-based methods, where a vector of features is computed at each pixel. The segmentation is done 

based on this vector.

We make use of the stochastic approach to texture in this dissertation, computing local texture vectors 

from statistics of the pixel’s neighborhood. However, we do not segment these texture vectors directly. 

Instead, in this dissertation, we offer a novel way to approach the multiscale problem -  from the segmented 

regions rather than from the spatial features of the image. To do that, we have to pick the scale at which 

the most detailed segmentation is done. Thus, our segmentation technique fits mostly into the stochastic 

approach to texture hut we will show how the technique can be extended to incorporate elements of the 

wavelet decomposition approach as well.

Î .3 Motivation: Segmentation o f Satellite Inframd Images

Identifying and tracking storms is very useful for meteorological algorithms [30]. Storms thus identified and 

tracked may be used for visualization in a “storm-relative” sense, tô  study the evolution of storms, project 

storm movement in a short time period [31] and as inputs to feature detection algorithms [32). For storm 

tracking to be useful, it should satisfy a few requirements;

1. The identification and tracking algorithm should be completely automated. A few tracking algorithms 

require some environmental parameters to be updated daily, but in any case, algorithms that require 

user intervention any more often would be ignored in an operational context.

2. The identification algorithm should not require training, i.e. to expect to see examples of all the “ob

jects” it should identify.

3. Storm “cells” (small scale features) should be capable of being identified.

4. The identification and tracking scheme should be robust across frames, by permitting association of 

regions in one frame with identified regions in the next.

5. Identified storms may split or merge in the time to come; the tracking scheme should be capable of
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handling these cases.

6. Because the notion of scale is natural in the storm tracking context, we would like to add the require

ment that storms at various scales be identified, with their hierarchical structure intact. A multiscale 

tracking algorithm would be a significant improvement over current tracking schemes which concen

trate either on small scales [30] or on large scales [33|.

Successful storm cell identification and tracking schemes have been implemented for radar reflectiv

ity data [30], and for mesoscale (relatively large) convective systems using the infrared channel of satellite 

data [34]. There have been no successful approaches when it comes to identifying and tracking storms at 

finer scales than the mesoscale on satellite infrared imagery.

Satellite infrared imagery provides a different view of the storm from that provided by the national 

weather radar network. The view is of the storm tops, something which ground-based radar miss. Radar 

imagery also has to be mosaic-ed to provide a larger geographic coverage while it is natural in the satellite 

context. Tracking on satellite can, therefore, be carried out over a large geographic area without any regard 

to inter-sensor differences of mosaic-ed fields. Thus, any successful segmentation technique that is useful for 

identifying storms at small scales from infrared imagery would be a useful contribution to the applied mete

orology community. A multiscale segmentation algorithm for weather imagery, whether radar reflectivity or 

satellite infrared, would be an advance over the current methods.

i.4 Thesis Objective

In the work that led up to this dissertation, our aim was to develop a method of multiscale segmentation that 

would yield a hierarchically arranged tree such that the relationships between regions at different levels of 

the segmentation would be explicit. Such a multiscale segmentation should be useful for tracking regions in 

a sequence of images, and therefore should be robust to minor changes in the regions themselves.

In this dissertation, we will (tetail our approach to multiscale segmentation in the context of the segmented 

regions themselves and show a natural texture-vector implementation using K-means clustering, region grow

ing and inter-cluster differences. We will also introduce an objective way to measure the performance of
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texture segmentation algorithms. Finally, we will demonstrate the results of using this multiscale method on 

synthetic as well as on real-world scenes.

1.5 Organization o f Thesis

The rest o f this dissertation is organized as follows. In Chapter 2, we describe some prominent segmenta

tion techniques, including the major approaches to texture segmentation. Multiscale texture segmentation 

techniques are presented and some of the problems inherent in these techniques identified. The concept of 

multiscale segmentation in the context of the segmented results, rather than in the context of the segmentation 

input, is introduced.

In Chapter 3, the method proposed in this dissertation is described in detail. In Chapter 4, synthetic and 

real-word images, from the image processing literature as well from weather data, are segmented using the 

techniques described in Chapter 2 and using the method described in this dissertation. In Chapter S, various 

parameter choices made in the algorithm as described in Chapter 3 are identified and the effects of varying 

these parameters as well as the effect of using higher resolution images is explored.

These results are summarized, and future extensions to this research proposed in Chapter 6. In Ap

pendix A, a way of tracking multiscale segmented ouq>uts is described. The hierarchical segmentation ap

proach described in this dissertation is applied to satellite and radar weather images in Appendix B, and the 

hierarchical tree is used to track storms in a robust manner.
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2. SEGMENTATION ALGORITHMS

Segmentation algorithms come in two flavors -  supervised and unsupervised. Since our goal is to develop a 

completely automated algorithm, we will consider only the unsupervised algorithms here.

2. / Single Scale Segmentation

Traditionally, the underlying techniques for decomposing an image into its components include amplitude 

thresholding, connected set labeling, contour and edge-based methods and template matching.

Amplitude thresholding is a simple method that works whenever the pixel values themselves differentiate 

the different components. The most common amplitude thresholding image segmentation algorithms decom

pose images into just two components, i.e. they are binary techniques. Whether or not the segmentation is 

binary, the choice of appropriate amplitude thresholds is critical. Often, the choice is made based on exam

ination of the histogram (for gray-level values with few pixels, but either side of which lie many pixels) or 

through a probabilistic model of the different objects’ gray-level values.

The gray level histogram of the image of a wound shown in Figure 2. la is shown in Figure 2.2. Since there 

is a shallow valley between the peaks in the histogram corresponding to the wound and to the undamaged 

skin i.e. since the histogram is a bimodal distribution, it is possible to threshold the image so that pixels below 

a certain threshold are said to belong to a wound (See Figure 2.1b).

Contour or edge-based metlmds attempt to And the boundaries of the components based usually on the 

gradient of an image and then "fill " in the boundaries with the components (See Figure 2.3).

It is also possible to segment images of controlled scenes by matching the components against a dictionary 

of known components and extracting these templates.
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Fig. 2.1: Amplitude Segmentation. Left to right; (a) Photograph of a leg wound, from [35]. (b) The wound image 
segmented so that all pixels below a certain threshold are said to belong to the wound. In this image, all black 
pixels that are pan of the leg are said to be a wound.

— Wound
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3000 

I  3900

I  2000

1900

1000

900

0 190 20090 100 290 300

Fig. 2.2: Amplitude Segmentation. The gray-level histogram of the pixels in the photograph of wound in Figure 2.1a. 
Figure based on that of [35].

Fig. 2.3: Contour-based segmentation, from [36]. Left to right, top to bottom: (a) Image of fruits (b) Edges detected in 
image (c) Salient edges chosen and closed based on known models, (d) Models extracted from the image.
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Fig. 2.4: Region growing; When an unlabeled pixel is encountered, the next possible label is assigned to that pixel. 
Every neighbor of that pixel (a 4-neighborhood here) which should belong to the same region as that pixel is 
also associated with the new label. This process is carried out recursively until there are no neighbors who 
should belong to the same region. Figure from [38|.

2.1.1 Region-based methods

Connected set labeling assumes that connected pixels with similar characteristics belong to the satne compo

nent. Run-length analysis may be used to obtain a hierarchical structure among the segmented components [8] 

while region-growing methods divide an image into connected components based on the pixel values [37].

Having identified pixels that belong to various objects, regions can be built by labeling connected compo

nents. This can be done recursively by stepping through an image. When an unlabeled pixel is encountered, 

the next possible label is assigned to that pixel (See Figure 2.4). Every neighbor of that pixel which should 

belong to the same region as that pixel is also associated with the new label. This process is carried out 

recursively until there are no neighbors who should belong to the same region. This process is termed region 

growing, especially in combination with a process of merging adjacent regions that have sufficiently close 

characteristics. Merging heuristics might compare the number of weak boundary pixels that lie in the border 

of the two regions to the total number of boundary pixels of the smaller region or to the total number of 

pixels on the common boundary of the two regions [8]. The merging heuristic used in the method of this 

dissertation is to merge two regions if they are sufficiently similar in their texture characteristics, i.e. merge 

labels i and j  if the mean characteristic of the regions, fti and Hj, are such that:

|1<£ (2.1)
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Fig. 2.5: The watershed algorithm treats an image as a topographic relief, with the gray level at a pixel standing for the 
elevation of that point. Watershed lines separate catchtnent basins and thus segment the image. Figure based on 
thatof[40|.

The choice of t  is made based on the global characteristics of the currently labeled regions, thus yielding an 

iterative, hierarchical scheme.

Region-based methods are, in general, less sensitive to noise although the impletnentation of a region- 

based method is generally more complex [8]. Boundary-based methods are easier to implement, but are mote 

sensitive to noise. In boundary-based methods, edges are detected in the image and these edges are used to 

follow boundaries and yield segmented regions. Very often, the segmented regions are not the main goal here 

-  the extracted boundaries are simothed or fit to curves and used in classification and analysis.

The method of texture segmentation described in this dissertation makes use of both amplitude thresh

olding and region growing. Amplitude thresholding is utilized to obtain an initial set of clusters to operate 

upon, although in this case, the amplitude is really the textural feature vector. Connected-set labeling and 

region-growing are used after clustering at each stage to obtain the component regions.

2 .1.2 Watershed Segmentation

In watershed segmentation, images are considered to be topographic reliefs, with the gray level at a pixel 

standing for the elevation of that point. Watershed segmentation is the process of finding watershed lines 

which separate "catchment basins”. A catchment basin is associated with a minimum, such that a drop of 

water dropped at any pixel in the basin would flow toward that minimum -  see Figure 2.5. The automated 

identification of these catchment basins provides a segmentation of the image [39].

A straight-forward implementation of the watershed technique, introduced in [40,41], is to simulate an
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immersion process. Assume that we have small openings at all local minima within the image, and that 

we slowly immerse the topographic representation into a lake. The water will slowly rise up through the 

various minima. At every pixel where water from two different minima merge, a watershed line is drawn 

(See Figure 2.5). The set of all the watershed lines drawn by the time the complete image has been immersed 

completely divide up the image into catchment basins, which are the segmented regions.

In the comparisons of the various segmentation methods in Chapter 6, the efficient method of [40] was 

used to perform the watershed segmentations. This method implements the immersion methodology using 

breadth-first scannings of the plateaus in a sorted list of the gray levels in an image, enabled by a queue 

structure. The pixels in the image are sorted in increasing order of gray scale values. The computation of 

catchment basins is then done by scanning the entire list for pixels that would be flooded at a particular 

level. This scanning -  the flooding step -  is implemented in [40] by a queue of pixels, leading to an efficient 

implementation.

In practice, watershed segmentation performs well only on images where the basins are relatively ho

mogeneous. A highly textured surface causes watershed lines to be drawn every where within an image. 

Two possible workarounds exist -  to smooth the images before doing the watershed segmentation or to reject 

watershed lines with low “saliency”, i.e. those for which one of the basins is not deep enough.

2.2 Texture Segmentation

The underlying assumption in texture segmentation is that the different regions that are the result o f segmen

tation possess different textural attributes. The first step is often to compute the textural attributes at various 

points in the image. It is these textural attributes, often in conjunction with original pixel values within the 

image, that are used to segment the image into regions.

The various texture segmentation techniques in the literature differ both in the way the texture attributes 

are computed and in the way the texmre attributes are utilized to obtain the region segmentation. Texture 

attributes may be computed using a filter bank, as in the Gabor filter approach, using the idea of cliques as in 

the Markov Random Field (MRF) approaches or using neighborhood statistics.
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Given a texture vector at each location, the segmentation into regions may be performed using unsuper

vised clustering [13], iterative propagation [42], texture classification [43], or statistical tests [44].

In this section, we will briefly look at each of these approaches.

2.2.1 Gabor Filters

A Gabor filter is a Gaussian filter that has been modulated by a sinusoid. Thus, Gabor filters are determined by 

their scale which is the standard deviation of the Gaussian and their orientation which is the frequency of the 

sinusoid. A Gabor filter set with three different scales and eight different orientations is shown in Figure 2.6. 

The amplitudes of the results of local filtering using a set of Gabor filters is considered a feature vector [13, 

42] and segmentation is performed using these feature vectors. By choosing the standard deviation of the 

Gaussian kernel whose orientations define the feature vector, the scale at which the regions are identified may 

be chosen.

A coarse image segmentation based on local texture gradient may be performed by extracting Gabor 

texture features from image tiles [42]. Using these texture vectors, a local texture gradient may be computed 

within the eight-neighborhood of a pixel. Then, pixels where the gradients possess substantially the same 

direction are said to belong to the same region. Such pixels, all of which are in similar directions, give rise to 

a texture “flow”. A Markov assumption, that the texture flow is the same at neighboring pixels, is imposed on 

the field and the flow propagated to neighboring pixels unless the directions of the flows at the two pixels are 

in opposite directions (greater than 90 degrees). This flow propagation is performed until the segmentation 

becomes stable.

In [42], the edges were identified as those pixels in between regions with opposite gradients. After a 

region merging step, the resulting regions are assigned different labels.

2.2.2 Markov Random Field

Markov Random Fields (MRFs) are efficient in texture modeling, classification and segmentation [45,46,47]. 

MRF-based texture segmentation algorithms are popular because they provide a simple way of evaluating the 

efficiency of the segmentation -  generate a patch of MRFs and run the segmentation algorithm. I his neatly
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Fig. 2.6: A Gabor filler set with three différent scales and eight difTeicnt orientations Is shown. The scales are set by 

changing the standard deviation of the Gaussian function, while the orientations are obtained by changing the 
angle of the sinusoid.
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Fig. 2.7: Cliques in the MRF approach: Left to right: (a) An eight neighborhood system (b) The cliques associated with 
a second order MRF model with a eight neighborhood. Spatial depen&ncics characterizing the texture are 
captured in potential functions associated with these cliques. Figure based on that of [49].

side-steps the question of whether the MRF model captures the intrinsic texture in the image.

However, MRFs in general yield local and efficient texture descriptions [45] on a wide variety of images. 

The most popular MRF models use "cliques”. A clique is a set consisting of the pixel in question and 

zero or more of its neighbors. For example, in a second order MRF model (which corresponds to a 3x3 

neighborhood), there are ten possible clique types -  the pixel itself, four clique types with two elements (one 

horizontally aligned, one vertically aligned, one aligned at 45° and the last aligned at -45°), four clique types 

with three pixels and one clique type with four pixels -  see Figure 2.7. Spatial dependencies characterizing 

the texture are captured in potential functions that are associated with the cliques. The generalized king 

model [48] assigns non-zero potentials only to the four clique types that have two elements each.

MRF models have been very successful in a supervised context [45]. Unsupervised methods proposed 

(for example, [45,50]) involve one or more o f these assumptions:

1. The image can be histogram quantified into a small number of gray levels.

2. The number of different textured regions in the image is known.

3. The image can be divided into mostly homogeneous blocks so that texture parameters can be estimated 

on the blocks.

2.2.3 Kolmogorov-Smimov Test

Various texture statistics are computed in local neighborhoods about a pixel and the vector o f measurements is 

assigned to that pixel. Texture segmentation has been shown to be improved [51,4] by the use of cooccurrence 

matrices. So, commonly, the vector of measurements includes both neighborhood statistics, such as mean.
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variance and kurtosis, and cooccunence-based measurements. Other measurements commonly included are 

the results o f filtering the image, such as by a Gabor filter. The segmentation algorithm can then segment the 

image based on the vector of measurements associated with each pixel rather than simply based on the pixel 

value.

The Kolmogorov-Smimov (KS) test can be used to test the hypothesis that an observed distribution func

tion of independent random variables belongs to a specified distribution function at varying confidence levels. 

This is done by computing the critical value, c, corresponding to the significance level, a ,  in the observed 

function from the series expansion: [52]

Q =  2 ^ ( - iy + * e - * - » ’'" (2.2)
j= i

The KS distance.^, is computed as the maximum of the distances between the cumulative frequency of the 

observed random variables and that of the specified distribution. Given the KS distance, the KS critical value 

and the number of samples,n, used to obtain the observed cumulative distribution function, the observations 

are said to belong to the specified distribution if d  <  c/y/îî. Unlike other measures of fit such as the chi- 

square test, the KS test works even if the distributions are not normal.

The problem of segmenting an image based on the local distribution of features can be cast into a KS 

test [44]. Assume that the segmentation has been initialized in some manner. Then, we can compute the 

distribution of the features in the pixels within each region. We can then test whether the “local” distribution 

of these features around a pixel is part of the “global” distribution of these features within a region. If it is 

part of the global distribution (at the significance assumed), then, this pixel can be added to the region and 

the global distribution of the region updated.

A separate class of outliers [53,54,44, 55] may be maintained. If the KS distance between the distri

bution at a pixel is too far from the distributions o f the current regions, then that pixel is labeled an outlier. 

Contiguous outliers are combined into new regions, removing the need for the number o f regions to be known 

a priori.

Finding the optimal segmenution is carried in an iterative manner. During an iteration, each pixel o f the



2. Segmeatatioa AJgorilhms 17

image is tested with the labels of its neighbors. Testing a label, p, involves computing the “energy” as the 

weighted sum of two components

U = U t,(p) + 0.5 *l/,„(p) (2.3)

and replacing the current label with the label p if the energy corresponding to p  is less than that corresponding 

to the current label. The energy, Uk, is the energy corresponding to the KS test and is defined as the average 

result of the KS test applied to each texture feature (with the test returning I if it is not a part of the region p 

and -1 if the pixel is part of the region). The energy, Um is the energy corresponding to the Markov model 

and is defined as the average result of a test that returns one if an 8 neighbor is not p  and returns -1 if an 

8-neighbor has the label p. Since (/&, can not be computed if p corresponds to the outlier class (there is 

no common distribution), Uk, is taken to be a constant value for the outlier class. This constant is steadily 

increased with each iteration, thus slowly discouraging the formation of new outlier regions at later stages of 

the relaxation. In [55], it was set to be zero on the first iteration and increased by 0.1 each time around.

At the end of each iteration, contiguous outlier pixels are combined and labeled as new regions if they 

are large enough. This test o f size allows the formation of reasonably valid probability distributions [44,55]. 

The global distributions of each region are then recomputed (to perform the KS test on the next iteration) 

and the next iteration started. This is continued until the segmentation is stable. Convergence happened on 

the set of images considered after 6-8 iterations. At the end of each iteration, contiguous outlier pixels are 

combined and labeled as new regions if they are large enough. The global distributions of each region are 

then recomputed (to perform the KS test on the next iteration) and the next iteration started. This is continued 

until the segmentation is stable. Convergence happened on the set of images considered after 6-8 iterations.

The initial segmentation map is critical since the KS energy depends on the global distribution of the first 

set o f regions [55]. The quality of the segmentation is, to a large extent, dictated by the choice of initial 

condition. The initialization can be done in one of several ways [55], including:

1. Using only the KS distance after labeling the entire image as one region. Outliers from the distribution 

of features in the entire image will then be combined in the next iteration of the relaxation algorithm 

into new regions.
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2. Labeling as outliers pixels the majority of whose features do not fall in the most Aequent interval of 

that feature’s probability distribution. The other pixels are labeled as a single region.

3. Labeling pixels that have extreme values in the mean (say the top 5% and the bottom 5%) within the 

image as outliers and the rest of the pixels as a single region.

The first choice is consistent with the rest of the algorithm and was found to work on a wide variety of 

inuges [44]. However, the initial labeling varies widely across a sequence of images with small changes from 

frame to frame [55]. When initialized using pixels that do not lie in the modal interval, the segmentation is 

robust and only the strongest part of the storms is retained [55]. The third method of initialization was 

introduced in [55] and found to perform the best, so the results demonstrated in Chapter 6 follow the third 

method of initialization described above.

2.2.4 K-Means Clustering

K-Means clustering is a clustering technique where the clustering proceeds by computing the affinity of each 

entity with each of K clusters that already exist. The entity is assigned to the cluster to which it is closest in 

the measurement space. The means are updated and the process is repeated for the next entity. The entities 

are cycled through until no entities are moved between clusters. One way to think of this process is this: the 

entities are represented by a vector of measurements and the K cluster means represent K “representative” 

vectors in the measurement space. K-Means clustering is then a way of choosing the best possible set o f K 

vectors from a large number of measurements. Thus, traditional K-Means clustering may be thought of as a 

vector quantization technique where the vectors are chosen adaptively from the image itself. Once the vectors 

have been chosen, then each pixel can be assigned the vector that it is closest to. In this sense, then, K-Means 

clustering can be used to lequantize an image.

In the discussion that follows, we will refer to the K representative vectors as the cluster means and to the 

set of measurements taken at each pixel as the texture vectors. There are K cluster means during the process, 

hence the name of the technique.

The K-Means clustering technique assumes that an initial guess for the cluster means is in place. The
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initial guess may be arrived at by dividing up the measurement space into K vectors, or by choosing K pixels 

at random from the image and using their texture vectors as the cluster means. With this initialization, the 

K means iteration is commenced. Thus, K which is the number of clusters in the image has to be known a 

priori.

In each iteration, every pixel in the image is considered. The label of the cluster mean closest to the 

pixel’s texture vector is assigned to that pixel. After all the pixels in the image have been assigned labels, the 

cluster means are updated with the mean of the texture vectors of the pixels currently assigned to that cluster. 

Iterations continue until none of the labels are changed in that iteration. Implementations often terminate the 

iterations when fewer than 1% of the pixels change labels, to avoid oscillations.

The traditional K-means clustering method uses either the Hamming or the Euclidean distance between 

the cluster mean and texture vector to determine the distance [S6|. However, the traditional method does 

not take into account the spatial characteristics o f the data. Pixels that are spatially contiguous are likely to 

belong to the same class. K-Means clustering of images is improved if the choice of the vectors, as well as the 

association of the pixels to a cluster is done after incorporating a contiguity constraint [S7], so as to minimize 

the global energy;

E  = XD + { l - X ) V  0 <  A <  1 (2.4)

where D is the number of contiguous pixel-pairs in the entire image that have different labels and V is the 

normalized cluster variance:

Tiy  is the texture vector at pixel (z, y), Sxy the label at the pixel and fii the cluster mean of the ith label.

Instead of using global cluster compactness as a measure of distance, we used a local distance measure, 

but incorporated a Markov assumption for spatial contiguity to form the update rule (See Equation 3.13).

2.2.5 Optimization Approaches

When a priori knowledge of the objects in a scene is available, optimization approaches can utilized to find 

boundaries in the image. This optimization may be performed in the parameter space by modeling the objects
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through templates [58,59] and searching the parameter space for the best fit. The optimization may also be 

performed in the image space, with texture vectors as the parameters drawn from the image [60]. Where 

boundaries are of interest, boundary primitives called snakes may be used to cast segmentation as an energy 

minimization problem [61].

2.3 Multiscale Approaches

The current multiscale techniques approach the multiscale problem from the point of view of the image. It 

is the image or the texture vector computed from the image that captures the scale. In the image pyramid 

approach, the images are blurred to different degrees; thus, the blurred images capture scale. In the quad tree 

approach, texture vectors are associated with groups of pixels of different sizes. Thus, the texture vectors 

capture scale.

We argue that a better way of approaching multiscale segmentation is to incorporate scale into the result 

of the segmentation -  into the components themselves. Thus, we will be using only a single image (instead 

o f a set of blurred images) and a single set of texture vectors (computed at each pixel in the image) in our 

segmentation. We will then arrange the segmented regions in a hierarchical manner -  it is the result o f our 

segmentation that incorporates scale. We show, in Section 5.3.1, that it is possible to integrate scale in the 

traditional sense into our hierarchical segmentation approach, although as we do in this dissertation, it is 

possible to achieve a hierarchical tree representation using only a single image and a single set of texture 

vectors.

2.3.1 Image Pyramids

In the image pyramid approach, images are filtered to yield a set of images arranged according to the amount 

to which the original image was blurred. The most blurred images are used to achieve the coarsest segmen

tation. Having obtained the different segmentations, the regions in each of the images are associated -  this 

is a matching across scale problem. It is considerably difficult, because the computed textures have been 

computed on images blurred to different degrees. An adaptive scheme is often used (See Figure 2.8) to do 

this heuristic association.
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Fig. 2.8: Adaptive pyramid: Depending on the texture characteristics, objects in the detailed segmentation are associated 
with different objects in the coarse segmentation. Links are moved until a global cost function is minimized. 
Figure from [62].
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Fig. 2.9: Quad tree decomposition: In each stage, groups of four quads from the previous grouping are grouped together. 
The segmentation is performed on different texture vectors, with each texture vector being computed within a 
quad. Figure from [62|.

Obtaining image repiesentations at the different scales required may be done in many ways -  Gabor 

filters, wavelets and morphological open/close operations are often used.

2.3.2 Quad-tne Decomposition

In the image pyramid approach, the images are successively blurred and the segmentation is done on the 

blurred images using texture vectors computed on the blurred images. In the quad tree approach, the image’s 

pixels are grouped in fours in consecutive stages and texture vectors computed for each of the groups. At each 

scale, segmentation is performed using the texture vectors associated with the various groups (See Figure 2.9).

2.3.3 Pmblems with the traditional approaches

As image processing algorithms, both the traditional approaches to multiscale segmentation -  quad trees and 

image pyramids -  provide acceptable performance. On a sequence of images, however, there are problems 

associated with both these approaches.

In the image pyramid approach, images filtered so as to choose different scales are segmented separately
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and the regions are then associated across scale [63,64]. This yields a pyramid (or hierarchical tree) of regions 

that represents the regions in the image. This method requires that texture vectors computed at different scales 

be compared for the purposes of matching regions across scale. Matching across scale is a difficult problem 

and the adaptive schemes that are often used are very sensitive. Thus, even small variations in the images 

of a sequence can cause the hierarchical tree that is built to look very different. In a tracking problem, this 

sensitivity causes problems of associating regions across time.

The quad-tree decomposition approach, because it uses only a single set of texture vectors, is less sensi

tive to small variations in the image when matching across scale [65,66]. However, the structured manner 

in which pixels are considered (see Figure 2.9) poses limitation on the object boundaries. On real-world 

images, objects that span multiple scales may fall into more than one quad tree region, and the quad tree 

representation forces a choice of which region is represented by the image. The technique is well-suited for 

a patch of Brodatz textures, however, and it is on such applications that the method is reported most often.

The hierarchical multiscale segmentation approach we propose uses only a single set of texture vectors, 

thus providing a way of matching across scale that is not sensitive to small variations in the images of a se

quence. However, the pixels are considered not structurally, but adaptively as in the image pyramid approach.
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3. A HIERARCHICAL CLUSTERING ALGORITHM

Clustering algorithms try to find structure in data, to find a convenient and valid organization of the data. 

A cluster is commonly understood to mean a set of entities that are alike, such that entities from different 

clusters are not alike [67,68].

Clustering methods require that a measure of affinity can be computed between any pair of entities. In 

image segmentation, the entities in question are the pixels of the image to be segmented. Thus, a measure 

of affinity between any pair of pixels needs to be defined. A common measure of affinity is the Euclidean 

distance between the pixels in a pattern space. The data may be binary, discrete or continuous. In digital 

image processing of gray level images, the data are discrete, but not binary. The affinity measure, based as it 

is on the image data, is usually also discrete.

A hierarchical clustering method is a procedure for transforming an affinity matrix into a sequence of 

partitions that are nested [67]. In clustering, a set o f objects is partitioned based on how similar the objects 

are to one another (given by the affinity matrix). Hierarchical clustering is a multi-step process where the 

set of partitions from the previous step is used to form the partitions at the current step. The end result is 

a sequence o f partitions such that each partition is nested into the next partition in the sequence. This can 

be done in two ways: (a) agglomerative where the clustering algorithm at each stage merges two or more 

trivial clusters, thus nesting the earlier partition into a smaller number of clusters and (b) divisive where the 

clustering algorithm at each stage divides up the current clusters into smaller clusters. The result of clustering 

is often represented by a dendrogram where layers o f nodes each represent a cluster. The method proposed 

in this dissertation is an agglomerative hierarchical clustering algorithm.
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3.1 Hierarchical K-Means Clustering o f Texture Vectors

Images are segmented using an iterative texture segmentation method that yields a hierarchical representation 

of the regions at different scales. We drew on existing segmentation approaches that used K-means clustering 

on texture vectors [58, 69, 57, 70] but our use of inter-cluster distances leads naturally to a hierarchically 

arranged tree of identified regions. We follow the K-means clustering stage with a region growing step where 

connected pixels belonging to the same cluster are labeled the same. This ensures that we need not know 

the number of textures before hand, since K is only an intermediate step to finding the number of regions in 

the image. A final step uses the Euclidean distance between the mean texture vectors of statistically unsound 

regions and their statistically sound neighbors to yield a robust segmentation at the finest level of detail.

Having obtained the most detailed segmentation, we use the available inter-cluster distance measurements 

between every pair of adjoining regions in a dyadic manner to successively merge regions. Thus, the merge 

is done based purely on texture characteristics.

3.2 Texture Vector Computation

A vector of measurements taken in the neighborhood of a pixel is associated with that pixel. There is little 

consensus as to which set of measurements are optimal, or what the standards for the choice of measurements 

should be. Descriptors based on statistical, structural and spectral properties of images have been utilized to 

form sets of discriminant features. Suggested descriptors include neighborhood statistics [71, 55], hidden 

Markov models [9], Markov Random Fields [10], image moments [II], co-occurrence and correlation matri

ces [12] and filtering methods [13]. Since there exists no consensus as to which of these approaches provides 

the optimal texture vector, iterative feature extraction algorithms [72] have been devised to choose the basis 

and to reduce the dimensionality of the texture vectors. The suggested approach, then, is to include as many 

characteristics as possible and to utilize a dimensionality reduction algorithm to choose the characteristics 

that will actually be used in the segmentation.

Since we are utilizing the texture vectors to separate the various clusters, we could utilize only those 

components that simultaneously maximize inter-cluster distance and minimize tlie witliin-cluster distance.
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Following [73], we can define the inter-cluster distance as:

^  ^  II m  -  p  II ( 3 . 1 )
i = l

and the within-cluster distance of the cluster as:

N.

=  5 ^  II “  "j II (3.2)
j= l

and define a positive cost function that combines d  and dj, for example,

where jV, is the number of pixels in the t*'* cluster, and /4i the mean texture vector of that cluster. The value 

Vj is the texture value at the j"" pixel. The values iV and /i tepicsent the total number of pixels and the mean 

texture value over the entire image. Among the choices possible for the texture vectors, we should choose 

the texture vector set that has the highest J.

Texture is defined, not at the pixel level, but over the neighborhood of a pixel. The size of the neighbor

hood depends on the texture under consideration. Within an image, there may be a variety of textures with 

different extents. One common solution to this problem is to choose a number of neighborhood sizes and 

to compute the texture statistics in all the neighborhoods, thus encompassing a variety of textures [74|. In 

Chapter 6, results are demonstrated with texture vectors computed within a fixed neighborhood, a 7x7 one, 

of the pixel. We will explore the effects of neighborhood size in Chapter S.

Fisher’s multiple linear discriminant functions [75] are the optimal solution to the problem of choosing 

the best set of texture vectors and the right size of neighborhood to compute the texture vectors. However, 

this requires knowledge of the means and covariance matrices of the different image regions. An iterative 

technique that reduces the feature set based on matrices computed at different resolutions (neighborhood 

sizes) can provide a reasonable approximation to the Fisher optima [76].

Thus, the optimal choice of texture vectors and neighborhood sizes is image dependent. The right choice



3. A Hierarchkal Clustering Algoriütm 27

should be made for the application by computing a variety o f statistics at various neighborhood sizes. Then, 

using either the within- and between-cluster statistics of [73] or the iterative techniques of [72,76], a subset 

of those features should be chosen.

In this work, we describe an untrained segmentation technique that can be used regardless of which texture 

vector is optimal. We used a single set of texture vectors for all the results discussed in this dissertation. With 

a set of texture vectors that is tuned to the image being segmented (rather than the general purpose set used 

here), results may be improved. The following are the components of the vector Txy, the texture vector of the 

image at the pixel (x, y), that are used to generate the results described in Chapter 6.

1. Grey-level value of the pixel,/lÿ .

2. Mean in the neighborhood of the pixel, defined as:

7 — _
card(Nxy)

(3.4)

3. Standard deviation in the neighborhood of the pixel, defined as:

S xy  —
card(Nxy)

(3.5)

4. Coefficient o f variation, computed as:

ixy
(3.6)

S. Skew

(3.7)

6. Kurtosis

-  cardiNxy)
(3.8)

7. Contrast
( ‘' ïZ ' '

(3.9)
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8. Homogeneity

l  +  (  )2

where Nxy is the set of pixels in the 7x7 neighborhood of the pixel at (x, y) in the image. The effect of the 

size of the neighborhood, as well as the choice of all or a subset of these components, will be explored in 

Chapter S. Since the results of segmentation are influenced by the choices of the texture parameters, a few 

of these measurements were omitted for the weather data sets. For example, in satellite images, we omitted 

skew, kurtosis and contrast.

Although we use a fixed size neighborhood on only the original image to compute the texture statistics, it 

is possible to compute these statistics on images at different scales and use these different texture vectors in 

the hierarchical segmentation process (See Section 5.3.1).

3.3 K-Means Clustering

Using the texture vectors associated with every pixel in the image, the images were requantized to a fixed 

number of levels using K-Means clustering. It should be emphasized that this fixed number of levels (“K” in 

the K-means clustering) is not the number of regions in the resulting segmentation. It is the number of levels 

into which the image is requantized. The requantization is an iterative process that makes use of K-Means 

clustering to partition the image values into the K bins. We will explore the effect of K further in Chapter 5.

The measurement space (the gray level o f the images) was divided up into K equal intervals and each 

pixel was initially assigned to the interval in which its gray level value lay. A Markov assumption, that a 

pixel belongs to the same interval as its neighbors, was imposed. In each iteration, the best label for each 

pixel in the image was chosen based on a cost factor that incorporated two measures. The first measure is the 

Euclidean distance, dm{k), between the texture vector at that pixel and the cluster mean of the candidate k, 

given by:

(3.11)

where is the cluster mean of the cluster at the iteration and T^y the texture vector at the pixel
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(z, y). The second measure is a contiguity measure, dc(k),  that measures the number of neighbors whose 

labels differed from the candidate label k.  We can formally express the distance dc(k)  as:

dc(k )=  ( l - S ( S : ‘j - k ) )  (3.12)
ijtNty

where is the label of the pixel ( i , j )  at the iteration and Nxy is the set of 8-neighbors of the pixel 

(z ,y ). Then the choice of the label for the pixel (z ,y ) in the (n 4 -1)"* iteration, is given by the label 

k^S^ ,y  for which the energy, E{k).  given by

E{k)  =  Xd^{k)  -f  (1 -  A)dc(Jk) 0 <  A <  I (3.13)

is minimum. We used A =  0.6 for all the images, but will explore the effect of this parameter in Chap

ter S. The candidates that were considered were the labels at the o'* iteration of the pixels within the 8- 

neighborhood of (z, y). At the end of each iteration, the cluster attributes (the Hk’s) were updated based on 

all the pixels that were labeled as belonging to the cluster at that time.

The requantization, then, consists of these steps:

1. Initialize the K means somehow. The optimal initialization is image dependent [55]. Here, we simply 

divided up the measurement space into equal intervals.

2. Assign the closest mean to each pixel.

3. Step through the image and at each pixel,

(a) Take as candidates all the labels in the 8-neighborhood of the pixel.

(b) Compute the contiguity distaiKe dc{k) that would result if the label were changed to k.

(c) Compute the distance between the mean of the kth cluster and the pixel’s texture vector,

(d) Assign to the pixel the label for which E(k) is minimum. If this causes a change in the label of 

the pixel, another pass through the image is required.

4. Iterate until no changes result to the labels o f any o f the pixels.
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3.4 Hierarchical segmentation

At this point, the image has been requantized, but the quantization has taken the spatial arrangement of pixel 

values into account. A region growing algorithm is employed to build a set of connected regions, where each 

region consists of 8-connected pixels that belong to the same K-Means cluster. If a connected region is too 

small, then its cluster mean (the mean of the texture vectors at each pixel in the region) is compared to the 

cluster means o f the adjoining regions and the small region is merged with the closest mean. This process is 

repeated until the regions are such that all cluster means have reliable statistics. In practice, we considered a 

region too small if it had less than 10 connibuting textural measurements. We explore the effects o f changing 

this limit in Chapter S.

The result of the K-Means segmentation, region growing and region merge steps is the most detailed 

segmentation of the image. From this point onwards, we work exclusively in the domain of the segmented 

regions. The inter-cluster distances of all adjacent clusters (or regions) in the image are computed. A thresh

old is set such that half the pairs fall below this threshold. An iterative region merging is carried out whereby 

if a pair of clusters differ by less than this threshold, they are merged. More or less than half the clusters 

in the image may get merged because the cluster means are updated at the end o f each merge, resulting in a 

different number of pairs which are closer than the threshold. The region merges are stopped when none of 

the resulting pairs of adjoining regions are closer than the threshold. The segmentation result at this point is 

the next coarser segmentation.

Because the results of segmentation at the second stage are formed by region merges only, every region 

in the coarse segmentation completely contains one or more regions in the detailed segmentation. Thus, there 

is a hierarchy o f containment between the segmented results at these two scales. The inter-cluster distance 

threshold is relaxed steadily, set at each iteration to be of a value such tliat half the cluster pairs are closer to 

each other than the threshold. This process is repeated until the segmented results are stable. The result of 

the segmentation at each stage gives one level of the hierarchical tree (see Figure 3.1).
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Fig. 3.1: Hierarchical segmeniation; Left to right, lop to bottom; (a) A photograph of a building from the U. Groningen 
database [I] (b) Most detailed segmentation, using the multiscale segmentation algorithm described in this 
dissertation, colored such that each component is a different color, (c) A coarser level of segmentation, (d) A 
hierarchical tree representation of the segmentation results. Regions at the top of the graph (the results of more 
detailed segmentation) are contained within the regions at lower levels in the graph.

3.5 Comparison to Similar Work

In this dissertation, we advocate a novel method of performing multiscale segmentation. We segment the 

original image, obtaining the most detailed segmentation possible. At each stage of our multiscale segmen

tation, we analyze the segmented regions globally, merging the regions that are most similar to each other, in 

the context of all the segmented regions and the scale at which the segmentation is being done.

A comparison of the method of segmentation proposed in this dissertation and the two traditional ap

proaches (image pyramids and quad tree decomposition) follows:

•  The image pyramid approach employs images at different scales. The original image is filtered at 

different scales and these filtered images are segmented independently. Thus, the original image itself is 

decomposed. The proposed method does not decompose the original image, only the regions identified 

in the original image.

•  In the quad tree approach, the regions at each stage are merged or divided in a systematic manner based 

on the geographical location of the regions, local characteristics and a hard threshold. In the proposed 

approach, the choice o f which regions to merge is made globally although only promixate regions are 

merged.
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•  In the image pyramid approach, the result is a set o f  segmented regions for each of the filtered images. 

Associating the components identified at different scales is a hard problem. This problem is side

stepped in the proposed method, as the multiscale aspect operates purely on the segmented regions.

•  In the image pyramid approaches (in [77] for example), the texture boundaries are not reliable at coarse 

scales, because the boundaries themselves have to be expressed at the coarse scale. Yet, at higher 

details, since the statistics are not reliable, the classification is not reliable. In our approach, boundaries 

remain reliable even at the most coarse segmentation, because the boundaries are expressed at the scale 

of the original image itself.

The scale in the image pyramid approach, especially, is tied to the image space. In the proposed method, 

the scale in question refers to the components themselves. We argue that in the segmentation problem, com

ponent scale is more appropriate -  it matches our intuitive understanding of scale (buildings vs. windows) 

while scale in image space refers more to spatial extent. Thus, in the segmentation problem which is con

cerned with decomposition into components, it is more appealing to work in the context of these components 

themselves.

Our argument is buttressed by the needs of the techniques that often follow the segmentation stage. Since 

the input to these techniques is the set of components at the various scales, the proposed approach can provide 

a better quality input. For example, in the tracking problem (examined in the appendixes to this dissertation), 

it is necessary to match segmented components across frames. This matching is, by the nature of the problem, 

subject to association uncertainties. In a multiscale tracking problem, the matching of segmented components 

will have to match not only across frames but across scale as well. By ensuring that there is no leeway in the 

association of components across scale, we reduce the dimensionality of the association problem in multiscale 

tracking.

Our argument against scale-space decomposition was made recently in [78] with the author dismissing 

scale-space decomposition, as determined by a scale parameter, as a blurring of the image to different degrees, 

along with all the consequence that this entails in boundary detection at different scales. The author [78] states 

as a goal, one similar to ours:
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... the objective is to derive multiscale segmentation of the image and represent it through a 

hierarchical, tree structure in which the different image segments, their parameters, and their 

spatial interrelationships are made explicit.

This interpretation of multiscale segmentation, in terms of explicit spatial interrelationships, has found wide 

applicability -  in image enhancement [79], for robust segmentation in image sequences [80] and in image 

registration [81].

The methodology followed by [78], is, however, different from the one proposed in this dissertation.

In [78], the image is transformed using a transformation that partitions the image such that each cell of 

the partition has a characteristic property. This is done by computing an attraction-force field over the image 

with the force at each point denoting the affinity to the rest of the image. Thus, spatial extent is carried 

through the entire process, albeit in a different form. The paper starts out with a motivation similar to ours 

-  of building, from the bottom up, a hierarchical tree with explicit relationships between regions at different 

scales without getting drawn into the linear space-scale relationships. The method of [78] is exclusively in 

the image space since the transformation described is purely in the image domain. In that sense, it is not a 

scale-space method. However, the transformation function decays with distance, incorporating scale in much 

the same manner that the scale-space methods do (by utilizing filters of finite support or filters whose impulse 

responses decay with distance). Scale is still closely connected with spatial extent in [78]. Moreover, the 

method of [78] specifies the texture vector to be used. In the method we propose, the choice of texture vector 

can be made depending on the types of images being segmented.

Another recent paper [82] is similar to the work described in this paper in that a lot of the segmentation 

work is carried out in the region domain rather than in the image domain. The motivation of the work is, 

however, different -  it is to simply use a single set of constraints in both the segmentation and interpreta

tion problems. The two normally indepeiKlent stages of the typical computer vision problem cooperate to 

minimize errors. In fact, the interaction happens via region clusters [82], which are the atomic unit in our 

multiscale approach as well. However, [82] does not deal either with texture or with multiscale segmentation.

A considerable body of work in clustering [83,84, 85, 86] deals with partitioning clustering techniques.
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Partitioning techniques are dynamic, in that they allow pixels to move from cluster to another at different 

stages. While the use of partitioning techniques, especially in combination with fuzzy clustering [87], can 

improve cluster validity, partitioning clustering algorithms do not satisfy the requirement of nested partitions. 

Nested partitions are essential to the formation of a hierarchical tree representation of the segmented regions.

A recent paper [88] tries to reconcile the relative advantages of hierarchical and partitioning clustering 

by determining the “optimum” number of clusters via competitive agglomeration [89]. The method in this 

dissertation, like that of [88], uses agglomerative hierarchical partitioning rather than a divisive method. In 

the method proposed in this dissertation, global cluster information is incorporated via the K cluster means 

in the image, subject to Markovian constraints. In [88], global information is incorporated via an a priori 

assumption of shape, for example that all clusters are ellipsoidal. An a priori knowledge of cluster shape 

would be impossible in weather images, one important application of the segmentation method proposed in 

this dissertation.

The method of segmentation -  K-means clustering of textural feature vectors -  is not new. We drew on 

existing segmentation approaches that used K-means clustering on texture vectors. As in [58], a combination 

of K-means clustering and morphological operators was used here. As in [69], we iteratively estimate the 

local means o f each region. As in [57], we use a contiguity-enhanced measure and as in [70], we model the 

cluster regions as random fields. We extend previously published work in this area in these ways:

1. Multiscale segmentation -  we show how the use of inter-cluster distances leads naturally to a hierar

chically arranged tree of identified regions.

2. We use K-means clustering not to do the segmentation, but just to requantize the gray-levels in the 

image. In other words, we follow the K-means clustering stage with morphological processing and a 

region growing step where connected pixels belonging to the same cluster are labeled the same. This 

ensures that we need not know the number of objects before hand, since K is only an intermediate 

step to finding the number of regions in the image. In our variation of K-means clustering, then, K is 

better thought of as similar to the number of gray-level values we wish to requantize the measurement 

space into. This idea itself is not novel -  a similar approach was taken in [45] in the context o f MRF-
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based texture segmentation. However, a histogram-based technique, not K-means clustering, was used 

in [43].

3. Further, we follow the clustering and region growing stage with steps that use texture-vector distances 

between statistically unsound regions and their statistically sound neighbors to yield a robust segmen

tation at the finest level of detail.
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4. COMPARISON OF SEGMENTATION ALGORITHMS

4.1 Real- World Images

4.1.1 Grëningen database

A picture of a building from database referred to in [1] has been segmented using the method of this disser

tation and the results demonstrated in Figure 4.1.

Notice that in the coarser segmentations, the components in the detailed segmentation that corresponded 

to the windows are subsumed into the building itself, so that the two main regions are those corresponding to 

the building and to the sky.

For comparison, the same figure is shown segmented using watersheds in Figure 4.2. Watershed segmen

tation can not handle textured images and so, the poor quality of the results is no surprise.

The building picture was segmented using the iterative, Gabor filter texture segmentation approach in

troduced in [42] and the results are shown in Figure 4.3. The Gabor filter set used had a standard deviation 

for the Gaussian of two pixels and used eight orientations. The detailed segmentation here is impressive -  

the edges detected correspond to the salient edges in the image and even the tree’s edges have been found 

correctly, something that is not accomplished by any of the other algorithms. However, the edges are not 

closed, and the regions are not identified. Another problem is the resources demanded by this technique (See 

Section 4.3).

The same building image was segmented using a Markov Random Field-based texture segmentation ap

proach due to [52]. The results are shown in Figure 4.4. The segmentation approach does not do well near the 

image boundary where the texture vector can not be computed well. Otherwise, the detailed segmentation in 

Figure 4.4 is better than the detailed one introduced in this dissertation in that it can differentiate between the
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Fig. 4.1; Multiscale segmentation: (a) The photograph of a building that has been segmented using the multiscale seg
mentation algorithm described in this paper. The results at each scale, colored such that each component is a 
different color, are shown, (b) the most detailed segmentation, (c) more coarse segmentation, (d) most coarse 
segmentation.

Fig. 4J: Watershed segmentation: Left to right, top to bottom: (a) Photograph of a building (b) Segmented using the 
watershed segmentation of [40] after smoothing in a Sx5 neighborhood, (c) Segmented using the watershed 
segmeniation of [40] after smoothing in a 25x25 neighborhood, (d) The salient watershed lines of (c) chosen by 
the method of [90]
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Fig. 4.3: Edgeflow (Gabor filter) segmentation: Left to right, top to bottom: (a) Photograph of a building (b) The direction 

of the flows -  the phase is colored so that black and white are in different directions, (b) Edges found using the 
texture segmentation method of [42| (c) Edges laid over the original image.

Fig. 4.4: MRP-based texture segmentation approach of [52): Top to bottom, left to right: (a) Photograph of a building (b) 
Initialization using the modal interval [55]. (c) Intermediate step in the segmentation (d) Final segmented result.

various ground floor parts o f the building. Overall, however, the method introduced in this dissertation per

forms better.

For the image of a building from the Groningen database, the Gabor-filter based method of [42] performs 

the best, followed by the tnethod of this dissertation. Watershed segmentation and the MRP-based method 

perform poorly.

4.1.2 San Francisco

The aerial photograph o f San Francisco [91] has been segmented and the results shown in Figure 4.5.
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This is a particularly hard image to segment because there is very high variability within the regions of 

the image -  note the presence of large black strips within the land portion of the image -  and because there 

is very little difference between what are truly different parts of the image. For example, the glare on the 

water makes that parts of the sea resemble the land surface more than the darker water areas. Thus, it is 

not surprising that the results of segmentation using the Markov Random Field-based texture segmentation 

approach of [52] are not very good (See Figure 4.5e).

Statistical texnire segmentation methods fare better in the comparison. In the original study [91], seg

mentation was performed by using statistical tests as a measure of homogeneity and formulating texture 

segmentation as a data clustering problem, with inter-cluster differences defined by a multi-scale Gabor filter 

image representation. Clustering was (tone by simulated annealing, with the number of clusters assumed to 

be known a priori. Unlike the study [91] from which this image was taken, we obtained these results without 

any a priori assumption of the number of regions in the image.

The cdge-flow method of [42], like the original study, is Gabor-filter based. The result of segmentation 

using the edge flow methcxl is shown in Figure 4.5f. Except for the water areas, the segmentation performs 

quite well.

It is noteworthy that we obtain a segmentation of quality comparable to the Gabor-filter methods without 

any a priori assumptions about the number of clusters in the image.

4.1.3 Leg ulcer

The gray level histogram of an ulcerated leg wound is shown in Figure 4.6a. Since there is a shallow valley 

between the peaks in the histogram corresponding to the wound (see Figure 2.2) and to the undamaged skin 

i.e. since the histogram is a bimodal distribution, it is possible to threshold the image so that pixels below a 

certain threshold are said to belong to a wound (See Figure 4.6b).

The detailed segmentation using the method o f this dissertation(shown in Figure 4.6c) performs better 

than the amplitude segmentation used in the original study. The coarser segmentation, shown in Figure 4.6d, 

captures the salient, open part of the wound. These results are possible, even in the absence of any customiza

tion to the problem of interest, because the ulcer image satisfies the requirements of what we call “real-world
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Fig. 4.5: Left to right, top to bottom: (a) An aerial image of San Francisco, (b) The most detailed segmentation of 
the image using the method of this dissertation, (c) Segmentation at a coarser level using the method of this 
dissertation. There is no a priori assumption of the number of regions in the image in the method described 
in this paper, (d) The result of segmentation using the method of [91] (a Gabor filtering and clustering based- 
method, from which this image was taken) assuming that there are four clusters, (e) Final segmented result, 
using the MRF-based approach of [52]. (f) Edges found using the Gabor filter texture segmentation method 
of [42]
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Fig. 4.6: Segmenting a photograph of a leg wound, (a) Photograph of a leg wound, from (35]. (b) The wound image 
amplitude thresholded. (c) The most detailed segmentation of the method of this dissertation, (d) Segmentation 
at a coarser level using the method of this dissertation. There is no a priori assumption of the number of regions 
in the image in the method described in this paper, (e) Final segmented result, using the MRF-based approach 
of [52]. (0 Edges found using the Gabor filter texture segmentation method of [42]
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scenes”: the texture is statistical, rather than regular and periodic, and the different objects in the scene (skin 

and lesion, in this case) differ significantly in texture.

The Markov-Random Field (MRF) and Gabor filter methods perform acceptably. This image illustrates 

the drawbacks of these methods. The MRP-segmented image does not hew to the actual boundaries of the 

wound. The Gabor filter captures all the edges, not just the salient ones.

The multiscale, hierarchical segmentation technique introduced in this dissertation outperforms the other 

segmentation methods.

4.2 Weather Images

A comprehensive literature survey of existing segmentation techniques to weather imagery is presented in 

Section B. In this section, some results of segmentation are presented.

4.2.1 Infrared satellite images

A single infrared satellite image was segmented using the various segmentation methods discussed in this 

chapter. The results are shown in Figure 4.7.

The results o f segmentation using the other approaches are pretty bad. This is not surprising because the 

infrared satellite weather imagery has several characteristics that make it hard to segment: very low dynamic 

range (from about 22SK to 240K) for the regions of interest, poor resolution as compared to the scale o f the 

phenomena of interest, and high pixel value variance, even in the absence of edges. It is instructive to compare 

the poor performance of these algorithms on the satellite image (see Figure 4.7) with the performance of the 

same algorithms on radar reflectivity images (See Figure 4.9, discussed next.)

4.2.2 Radar Reflectivity Images

A single OJ-degree elevation scan of radar reflectivity data collected by the Weather Service Doppler Radar 

(WSR-88D) at Fort Worth, TX on May S, 1995 was used to compare the segmentation results o f the various 

techniques. The results are shown in Figure 4.9.
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Fig. 4.7: Segmenting an Infrared satellite weather image, (a) The infrared image being segmented. Notice the various 
storms at the top of the image. The darker areas in the bottom correspond to ground, (b) The result of segmenting 
the image using Markov Random Field (MRF) approach of [52]. There is no detail -  it is effectively a binary 
segmentation, (c) The result of segmenting the image using the method of this dissertation (the most detailed 
scale). Notice the fine detail within the clouds, (d) The next higher scale of segmentation using the method 
of this dissertation. The strong storm cells being significantly colder are retained -  the large cloud masses are 
merged, (e) Simply separating the image into contiguous bands of IKelvin. There is a lot of detail, but no 
organization, (f) Using the watershed segmentation approach of [90). Because of the textural nature of the data, 
the watershed algorithm has very poor performance. See also Figure 4.8.
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Rg. 4.8; A close-in look at the results shown In Figure 4.7.. (a) The infrared image being segmented (same as Fig
ure 4.7a). (b) A close-in look at the input satellite infrared image of (a), (c) A close-in look at the result 
of segmenting the image using the method of this dissertation (the most detailed scale). Notice the line de
tail within the clouds, (d) A close-in look at the next higher scale of segmentation using the method of this 
dissertation.

As can be seen from Figure 4.9, all the methods perform quite well on this image. This is not surprising 

because radar data has a good dynamic range (from -7 d B Z  to 64dBZ), tends to have well-demarcated storm 

cells and has good resolution when compared to the typical size of a storm cell. In all of these respects, it is 

different from satellite infrared weather images. The results of segmentation bear this out.

4.3 Segmentation speed

A comparison of the computer resources required by each of the segmentation algorithms on a Sun Ultra 10 

running Solaris to segment the image o f an ulcerated leg wound (See Section 4.1.3) is shown in Figure 4.1. 

The resources required to segment a single radar reflectivity image is also shown.

It should be noted that the method o f this dissertation performs multiscale segmentation, so the reported 

resources correspond to segmenting all the scales, not just the single scale of the other methods. It is apparent 

that the method reported in this dissertation is the fastest to converge on a result, even though this has to be 

done in a multiscale fashion. It is also the least memory intensive. As can be seen in Figure 4.6, the results 

of segmentation are also the best.
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Rg. 4.9: Segmenting a radar reflectivity image, (a) A radar reflectivity image, from Fort Worth May 5.1995. (b) The 
result of segmenting the radar reflectivity image using the Markov Random Field (MRF) approach of [52]. (c) 
The result of segmenting the image using the method of this dissertation, tweaked to process the reflectivity 
range of interest. The most detailed scale is shown, (d) The next higher scale of segmentation using the method 
of this dissertation, (e) Simply separating the image into contiguous bands of lOdBZ. (f) Using the watershed 
approach of [90].
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Method II CPU time (/isec) Time sec Memory k B
A 256x178 image of a leg ulcer wound

Gabor [42] 1641.79 2005.44 30880
MRF [32] 68.02 1.45 80808
Method of this dissertation 3.46 1.13 24664

A 307x307 image of radar reflectivity
Gabor [42] 2632.21 3604.80 45760
MRF [52] 115.24 3.05 144344
Method of this dissertation 3.73 0.94 24240

Tab. 4.1; The computer resources required by each of the texture segmentation methods compared in this section. Sec
tions 4.1.3 and 4.2.2 have descriptions of the images and demonstrations of the results of segmentation.

4.4 Segmentation accuracy

Texture classification algorithms can be evaluated and compared quantitatively. Typically [92,93), various 

texture representations -  Markov Random Field. Gabor filters, Aactal ditnension measures, logical operators, 

codccurence matrices or statistics -  are used to compute a vector of tneasurements for every pixel. Using the 

computed textures over a number of textured images, a model of the input classes is formed. This model is 

then used in tandem with a texture classification technique such as a K-Nearest neighbor classifier or with a 

Gauss-Markov classifier to classify the texture vectors found in a set of test itnages. By varying either the 

texture representation or the texture classification method, the percentage of pixels that are correctly classified 

may be compared with other known known techniques.

Thus, frameworks such as [94] may be used to evaluate texture representations or texture classification 

algorithms. However, they can not be used to evaluate texture segmentation algorithms. In the literature, for 

example [93], this short-cotning is avoided by casting the segmentation problem into a classification one by 

requiring that a suitably trained classifier be used for segmentation. Since we are proposing a new technique 

of doing image segmentation, a metric geared toward only segmentation needs to be utilized.

We propose a metric for image segmentation that is computed similar to the way metrics for texture classi

fication are computed. A test image, comprised o f different textural swathes, is presented to the segmentation 

algorithm. At the time of presentation, a labeled image is created with labels 1,2..., K  depending on which 

texture was used for that point in the test image. The segmentation algorithm then performs the segmenta

tion and delivers its output labeled 1,2, ..A/. If the segmentation algorithm requires prior knowledge of the
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number of regions, then the value of K is passed into the algorithm (in which case, the resulting M would be 

equal to K). At this point, we have the correctly labeled image (the tru e"  segmentation) and the segmented 

image. We can then measure the performance of the segmentation algorithm.

The segmentation accuracy of the i*'* object in the scene can be computed as:

Sji V Sj2 V . . .  V 5 ,a/
= ------------  (41)

where Sij is the number of pixels in the region o f the t"* object that is occupied by the j"* segmented region 

and V is the max operator

a  V 6 =  max(a, b) (4.2)

Therefore, V j gives the segmented region that covers the largest fraction of the i"* object. The frac

tion of the object occupied by this segmented region is also a measure of the accuracy with which the 

segmentation method has segmented that object.

We could measure the overall segmentation accuracy as a fuzzy measure given by the minimum accuracy 

with which individual objects have been identified, i.e. by:

(4.3)

where A is the min operator:

o A 6 =  min(a, b) (4.4)

However, this measure has a shortcoming in that it does not enforce the separate identification o f different 

regions. This can be enforced by computing the accuracy as:

a  =  A A . . .  (4 j)Nil Nij Ni,

where the regions from the true segmentation (the i’s) are selected such that i.e. in decreasing

order of size. The choice of the regions from the result of the segmentation technique (the j 's )  is restricted to
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Fig. 4.10; Measuring ihe accuracy of a segmentaiion algorithm involves comparing the result of segmentation (right) with 
the true object locations (left). The segmentation accuracy for the small square at the top left of the image is 
0.79 and that of the background pixels is 0.83 since they are essentially captured by regions that cover 79% and 
83% of the surface of the original objects. The third region, at the Imitom left is poorly segmented, with the 
best possible association yielding an accuracy of 0.27. The overall segmentation performance is the minimum 
of the three objects’ accuracy measures, so 0.27.

Ihe set Ep, the set of j ' s  that have not been selected as matching any o f the previous p  regions.

The effect o f this accuracy measure is illustrated here using the segmentation result shown in Figure 4.10. 

The accuracy measure of Equation 4.5 requires that the regions in the true segmentation be ordered in de

creasing order of size. Hence, the regions should be considered in this order: the background, the object at 

the bottom right and finally, the object at the top left.

The following discussion pertains to the segmented result in Figure 4 .10b. For the background, consisting 

of 8300 pixels, the maximum coverage is provided in the segmented image by a region o f6894 pixels, giving 

a i =  0.83 (See Equation 4.1). The next object to be considered is the object at the bottom right. This object, 

of 1600 pixels, is covered by several objects, but since Equation 4.1 requires only the maximum coverage, 

we can use at best a region o f 431 pixels, giving a j  =  0.27. The third object is covered by a region of 79 

pixels, giving anna =  0.79. The accuracy measure, given by the minimum of the three objects’ measures, is 

therefore 0.27.

4.4. 1 Natural Images

Following [92, 93], natural textures were chosen from the Brodatz [29] database and arranged within an 

image in a known manner. Some o f the images created from the Brodatz textures and the best resulting
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TestHiecImique KSTest K-Means [57] Hierarchical K-Means
(Parameter) [52,55] K=2or3 K=4 K=2 K=4 K=8 K=16
D12andD15 0.22 0.21 0.03 0.03 0 J7 fk42 0.37
D24,D38,D68 0.05 0.18 0.08 0.06 0.02 OAt 0 J7
D84,D94,D29 0 J 2 0.02 0.04 0.00 0.02 0.04 0.13
D112andD19 0.05 0.03 0.33 0.02 0,58 0,72 Oi3
D15,D112J)38 0.14 0 J 9 0.20 0.03 0.02 0.24 (k28
D38,D64 0.06 0.73 0.69 0.76 0,89 0,88 0.88
/* 0.14 0.26 0.228 0.149 0.316 0,523 0459
<rl(i 0.722 0.938 1.013 1.822 1.051 fk599 0319

Tab. 4.2; Images comprised of Brodatz [29] swathes (See Figure 4.11) were segmented using various unsupervised, un
trained algorithms and the accuracy computed as in Equation 4.5. As can be seen, the method of this disserta
tion with K=8 or 16 is always in the top two. Overall, our method is the best performing (maximum mean) and 
the most consistent (least sigma/mean).

segmentations of those images are shown in Figure 4.11. The hierarchical, agglomerative, K-Means technique 

described in this dissertation was compared against two other texture segmentation algorithms reported in 

the literature -  a contiguity-enhanced K-Means method [57] and with a Kolmogorov-Smimov test-based 

method [52]. These techniques were chosen because they are completely unsupervised and because they, 

like the method introduced in this dissertation, require no training on the textures in the image. To make 

meaningful comparisons possible, the same set of statistical measurements (mean, variance, homogeneity, 

kuftosis and contrast) were computed in the same neighborhood (7x7) about a pixel for all of the segmentation 

algorithms. For the hierarchical method of this dissertation, the second most detailed scale of segmentation 

was chosen for all the measurements -  this yields the benefits of both the K-Means requantization and the 

inter-cluster distance merging steps.

Since the traditional K-Means technique requires prior knowledge o f the actual number of regions in the 

test image, this was input to the algorithm. We also show the result of over-estimating the number of regions. 

We demonstrate Ihe effect o f K, the number of significant quantization levels in our technique by showing 

the results when K is chosen in a range from 2 to 16. The method of [52] was implemented with reasonable 

defaults and the best performing initialization [55] and the same set of parameters used for the entire data 

set. The accuracy of segmentation is shown in Table 4.2. For easy reference, the two best performances are 

shown in bold.

As expected, textures that are insufficiently captured by the texture representation (e.g: middle of Fig

ure 4.1 le) are segmented poorly. When the texture is well represented, as in Figure 4.11c, the resulting
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Rg. 4.11: Images comprised of Brodatz [29] swathes were segmented using various unsupervised and untrained texture 
segmentation algorithms and the accuracy computed as in Equation 4.S. The images on the left are the images 
that were segmented. The images on the right show the result of the best segmentation. See also Figure 4.12 
(a) D38, D24. (b) The result of segmentation by the method of this dissertation with K=4. Note that K is not 
the number of regions -  there are actually 83 regions in the segmentation result shown. Most of these regions 
are agglomerated in later stages of the multiscale segmentation algorithm (See, for example. Figure 4.14). (c) 
D24, D38 and D68. (d) The result of segmentation by the method of this dissertation with K=8. The texture 
vector captures all three of these textures well, hence the excellent performance, (e) D84, D94 and D29. (f) 
The result of segmentation by the method of [52,55].
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Fig. 4.12: Images comprised of Brodatz [29] swathes were segmented using various algorithms and the accuracy com
puted as in Equation 4.5. The images on the left arc the images that were segmented. The images on the right 
show the result of the best segmentation. See also Figure 4.11 (a) Dl 12, DI9 (b) The result of segmentation 
by the method of this dissertation with K=8. (c) DIS, Dl 12 and D38 (d) The result of segmentation by the 
contiguity-enhanced K-Means technique of [57] with the number of regions, K=3.
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Test No. Pbfl OSq Ml M2 <72
1 5 1 35 1 60 1
2 20 8 45 10 60 10
3 20 3 45 5 60 5

Thk 4.3: The nonnal distributions (mean, /i, and standard deviation, a, from which pixel values for the various objects 
In the scene were selected. The figuie generated from Test 2 is shown in Figure 4.1 S.

segmentation is very good. It should be noted that the performance of all these segmentation algorithms is 

without the benefit of texture training -  these are unsupervised texture segmentation algorithms that have not 

seen these objects before.

As can be seen from Table 4.2, the method introduced in this dissertation consistently outperforms the 

other techniques except on the the third test pattern, where our choice of textural representation does not 

capture the middle component (see Figure 4.1 le) well. In that case, the method of [52], with its use of global 

statistics, outperforms.

The result of segmenting the second test pattern using each of these techniques is shown in Figure 4.13.

The method introduced here is a hierarchical method, and using only one of the resulting scales actu

ally underestimates the performance of the technique. The different scale segmentations that result when 

segmenting the fourth test case (Dl 12 and D19) is shown in Figure 4.14.

4.4.2 Synthetic Images

Synthetic images were created with an eye to approximate weather data. The synthetic itnages were created 

by selecting pixel values from normal distributions (a different normal distribution for each object in the 

scene). The synthetic image shown in Figure 4. ISb, for example, is organized in this manner: the background 

pixels are normally distributed with a mean o f 20.0 and a standard deviation of 8.0, the two square objects 

are composed of pixel values normally distributed about 45 and 60 with standard deviations of 10.0. Three 

sets of synthetic itnages were created, with the pixel values for each of the objects in the scene chosen from 

different normal distributions, as shown in Table 4.3.

The tnost accurate segmentation algorithm would be one that segments the image into three objects and 

assigns every pixel in the squares to the corresponding objects.

It was not possible to obtain a region-based segmentation from the edge-flow method of [42], since the
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Fig. 4.13: (a) Image comprised of Brodaiz [29] textures D24, D38 and D68. The result of segmentation by (b) the method 
of [52]. (c) the method of [57] with K=3 (there are 3 regions), (d) the method of this dissertation with K=2. (e) 
the method of this dissertation with K=8 (the best performance), (f) the method of this dissertation with K=I6. 
This is the second test referred to in Table 4.2.
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Fig. 4.14: (a) Image comprised of Brodaiz [29] textures DII2 and D19. The result of segmentation using the method of 
this dissertation with K=I6 at various scales, (b) most detailed (accuracy=0.04) (c) second most detailed -  this 
is what is used in the accuracy computation in Table 4.2. accuracy=0.S3. (d) coarse -  this is actually the most 
accurate (accuracy=0.76). This is die fourth test referred to in Table 4.2.

Fig. 4.15: Synthetic textured images created to compare Ihe accuracy of the segmentation produced by different tech
niques. The pixel values are selected from three different normal distributions, giving rise to two objects and a 
background. The image on the right is selected from a normal distribution with higher variance.
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Technique Testl Test 2 Test 3
Watershed [90]
MRF [52]
Method of this dissertation (most detail) 
Method of this dissertation (second scale)

0.11
0.42
0.90
0.90

0.04
0.28
0.27

0

0.06
0.26
0.90

0

Tab. 4.4: The accuracy of diiferem segmcntalioa techniques on the scene with three synthetic, but statistically generated, 
objects. An example scene from Test 2 is shown in Figure 4. IS and the description of the normal distributions 
for each of the tests is given in Table 4.3.

result of the segmentation in that technique is a set of edges, rather than a set of closed regions. Three 

segmentation methods from the literature were compared on the set of three images described in Table 4.15 

and the results are shown in Table 4.4. The resulting segmentation results are shown in Figures 4.16-4.18.

At higher scales, the method of this dissertation attempts to reduce the number of regions from 3 to 1 and 

hence, merges the stnaller region with the background. Since the smaller region is then missed completely, 

the accuracy ends up being zero.

It is noticed from Table 4.4, as well as from Figures 4.16-4.18, that the method of this dissertation out

performs the other segmentation techniques except on Test 2, the test where the images were generated using 

normal distributions of high variance. In Test 2, the results are comparable to the performance of the Markov 

Random Field approach of [52], but not better than it.

4.5 MPEG methods

The MPEG-4 [95] standard specifies a bit stream syntax for multimedia as well as a set of interfaces for the 

builders of multiinedia applications. MPEG-4 specifications allow the development of such applications as 

content-based storage and retrieval to enable searching through image archives based on such attributes as 

shape and motion. To achieve this, M PEG4 requires that image sequences be segmented before coding.

The MPEG4 standard allows for different implementations of segmentation, but requires that video con

tents be represented by image analysis techniques [96]. Techniques reported in the literature usually utilize 

one of the major segmentation approaches described in Chapter 2 and compared previously in this chapter. 

For example, the M PEG4 methods of [96] and [97] both use clustering. The method of [96] uses statistical 

texture vectors while the method of [97] uses density gradients.
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Fig. 4.16: The synthetic texture image in (a) was segmented using various segmentation techniques to compare the ac
curacy of segmentation, (b) When segmented using the method of this dissertation(c) When segmented using 
the MRF method of [52] (d) When segmented using watershed segmentation. This is Test I referenced in 
Table 4.4.
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Fig. 4.17: The syndwtic texture image in (a) was segmented using various segmentation techniques to compare the ac
curacy of segmentation, (b) When segmented using the method of this dissertationfc) When segmented using 
the MRF method of [S2] (d) When segmented using watershed segmentation. This is Test 2 referenced in 
Table 4.4.
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Fig. 4.18: The synthetic texture image in (a) was segmented using various segmentation techniques to compare the ac
curacy of segmentation, (b) When segmented using the method of this dissettationfc) When segmented using 
the MRF method of [52] (d) When segmented using watershed segmentation. This is Test 3 referenced in 
Table 4.4.
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b

&

Fig. 4.19: (a) The image from [96] was segmented using MPEG-4 segmentation techniques and compared against the 
method of this thesis, (b) When segmented using the MPEG-4 method of [96] (c) When segmented using the 
MPEG-4 method of [97] (d) When segmented using the method of this dissertation

We did not develop our segmentation technique to fit into the MPEG-4 fratnework, or to follow the MPEG 

specifications. However, it is possible to compare the results of segmenting images using the method de

scribed in this dissertation with MPEG-4 methods that provide access to this intermediate output, as reported 

in the literature. MPEG-4 methods deal with color images, but the method reported in this dissertation cur- 

lently uses texture vectors computed on gray-level values only. Hence, the images in Figures 4.20 and 4.19 

were converted to gray scale before being segtnenled using the hierarchical K-Means clustering technique 

reported here. The images in Figures 4.19 and 4.22 were gray-level images originally, and were used as-is.

As can be seen, on these images, the method introduced in this dissertation provides performance com

parable to the studies from which the images were drawn. The fact that the method of [97] uses density 

gradients, rather than textures, explains the rather poor performance of this technique on the ping-pong pic

ture (Figure 4.22).
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Fig. 4.20: (a) The image from [96] was segmented using MPEG-4 segmentation techniques and compared against the 
method of this thesis, (b) When segmented using the MPEG-4 method of [96] (c) When segmented using the 
MPEG-4 method of [97] (d) When segmented using the method of this dissertation

c

b

Fig. 4.21: (a) The image from [%] was segmented using MPEG-4 segmentation techniques and compared against the 
method of this thesis, (b) When segmented using the MPEG-4 method of [96] (c) When segmented using the 
MPEG-4 method of [97] (d) When segmented using the method of this dissertation
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0

Fig. 4.22: (a) The image from [96] was segmented using MPEG-4 segmentation techniques and compared against the 
method of this thesis, (b) When segmented using the MPEG-4 method of [96] (c) When segmented using the 
MPEG-4 method of [97] (d) When segmented using the method of this dissertation
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5. CHOICES OF PARAMETERS

In the algorithm as described in Chapter 3, several choices were made. We will identify these choices and 

explore the reasons, if any, behind those decisions. We will also explore the effects of changing any ad 

hiK choices on synthetic and real-world images. Since it is not possible to verify the effects of all possible 

combinations o f all these parameters, interesting combinations of these choices will be studied.

5. 1 The number K

We use K-Means clustering to requantize the input inuge into K levels, which are then segmented using an 

iterative, hierarchical segmentation technique. We used an uniform K=4 for all the image segmentations in 

Chapter 4, but will examine the effects of changing K here.

The number, K, is the number of quantization levels into which the image's gray levels are initially 

partitioned. As such, varying K will vary the number of regions into which the most detailed segmentation 

takes place. The actual number of regions depends on the image and on the distribution of pixels belonging to 

the same cluster, since the regions are identified by region growing, a technique that relies on pixels belonging 

to a region being proximate to one another.

The effect of varying K when segmenting the building image from [1] is shown in Figure 5.1.

As the number K increases, the clusters cover a smaller range in the texture space. Therefore, parts of the 

image, siKh as the trees in the foreground, that did not get identified as separate objects at low values of K 

are identified as new objects at K=8 (see Figure 5.1).

The value o f K affects the result of segmentation. However, outs is a hierarchical technique, and exam

ining the effects at a single level does not show the complete picture. What is the effect of larger values 

of K at higher levels? Using the windows image, the total number of regions in the image was graphed at
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Fig. 5.1: The efTect of varying K on the most detailed segmentation, (a) Original image, from [I]. Segmentation result 
(most detail) with (b) K=2 (c) K=4 (d) K=8

Fig. 5.2: The effect of varying K on the number of regions at various scales. The image being segmented is the building 
image shown in Figure 5.1.
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successive levels. The result is shown in Figure 5.2. We see that although K does not affect the number of 

regions directly, it does so indirectly. At successive iterations, we attempt to halve the number of regions in 

the image, and so the original choice of K does play a part in the first two iterations.

Although we don’t need to know the exact number of regions in the image, the characteristics of the 

image should dictate the selection of the value of K. We claim that the choice of the number of significant 

gray level quantization levels is an easier one to make than that of the exact number of objects in the image 

and thus, the method proposed is an improvement over traditional K-means clustering.

In case the number of regions is not known a priori, a very high value of K (for example, 16, in Figure 5.2) 

may be chosen. The most detailed segmentation may have too many regions, but coarser levels might yield 

the desired result. This is one advantage o f using a hierarchical technique.

5.2 The texture weight A

The choice of the label for the pixel ( i ,  y) in the (n +  I)"* iteration, , is given by the label that

minimizes the energy, E{k).  given by Equation 3.13 and repeated here for convenience:

E{k)  =  Ad„(fc) +  (1 -  X)dc{k) (5.1)

The weight, A is the weight given to the texture component of this energy, dm{k),  relative to the contiguity 

measure. de{k). We used a fixed value of A =  0.6 for all the images, but wish to study the effect o f varying 

this measure.

The texture component captures the distance, in texture space, between the texture vector at a pixel and 

the mean texture vector o f a cluster. The contiguity energy captures the smoothness o f the segmentation -  

that a pixel belongs to the same cluster as the majority o f its neighbors.

Using A =  0.0, we disregard the texture component and use only the discontiguity measure. In other 

words, we want pixels to belong to the same cluster regardless of how different their individual texture vector 

is from that cluster mean. We should expect to get smooth region boundaries. Using A =  1.0, we disregard 

the contiguity component and choose as the label for a pixel the cluster whose mean it is closest to. We should
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Fig. 5.3; Extreme values of A; The aerial photograph of San Francisco from [91 ) shown in Figure 4.5 has been segmented 
using the method of this dissertation, (a) A =  0. most detailed, (b) A =  0, next coarser level, (c) A =  1, most 
detailed, (d) A =  1, next coarser level. With A =  0, the discontiguity is all that matters, while with A =  I. the 
cluster whose mean is closest in texture space gets chosen.

expect to see a very noisy segmentation. To some extent, as seen in Figure 5.3. our expectations are met.

However, the segtnenlation results are not that different. Disregarding contiguity considerations by setting 

A =  1.0 did not cause an overly noisy segmentation. The reason can be gleaned by looking at the higher level 

of segmentation (Figure 5.3d). We notice that much of the noisiness of the detailed level is gone. Since the 

K-Means step is followed by a region growing and merging step akin to what happens at each level of the 

segmentation, the effect of using only the texture energy is muted -  the region growing and merging step 

handles extremely small regions based on contiguity anyway.

We do notice the effect of not using any texture consideration in Figures 5.3a and b. Since the cluster 

means are not part of the equation, the glare on the water which does have different texture properties from 

the darker water or land is missed cotnpletely.

In Figure 5.4. the effects of segtnentation using intermediate values o f A are shown. As can be seen, any 

one of the mid-range A’s does just as well as any of the others. We can control the smoothness of the resulting 

segmentation using the value of A. but not by much.
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Fig. 5.4: The value of A doesn’t matter much. The most detailed segmentation for these values of A is shown; (a) A = 0.2 
(b) A = 0.4 (c) A = 0.6(d) A = 0.8

5.3 Choice o f Texture Vectors

The starting point for the hierarchical texture segmentation algorithm discussed in this dissertation is a vector 

of measurements taken in the neighborhood of a pixel. This vector of measurements is associated with that 

pixel. In the literature, there is little consensus on which set of measurements are optimal, or what the 

standards for the choice of measurements should be. The suggested approach, as discussed in Section 3.2, is 

to include as many characteristics as possible and to utilize a dimensionality reduction algorithm to choose 

the characteristics that will actually be used in the segmentation.

In this section, we will demonstrate the results of segmenting an image taken by the Multi-Angle Imaging 

Spectro-Radiometer (MISR) instrument on NASA’s Terra satellite of a dust storm in the Canary Islands. The 

image is shown in Figure 5.5a. Notice that the image possesses natural texture -  the Saharan winds at the 

bottom of the image and the ocean ripples on the right hand side form a textured backdrop to the islands 

themselves.

The image is segmented using:

I. The textural measurements listed in Section 3.2 over a 7x7 neighborhood. See Figure 5.5.
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Fig. 5.5: Segmenting a satellite image using the texture vector described in Section 3.2. (a) An image of a dust storm 
over the Canary Islands, taken June 7,2000. (b) Most detailed segmentation, (c) Less detailed segmentation, 
(d) Coarse segmentation.

2. The Daubechies p=2 wavelet coefficients [98,99] used as the textural measurements. See Figure 5.6.

3. The Daubechies p=4 wavelet coefficients [98,99] used as the textural measurements. See Figure 5.7.

4. Using only the mean and variance within a 7x7 neighborhood of the pixel. See Figure 5.8.

5.3.1 Wavelets

Although the components of the texture vectors used in this dissertation were statistics computed in the 

neighborhood of the pixels, the method of hierarchical K-Means segmentation would be equally applicable 

to any vector that describes the local texture at a pixel. The wavelet transform of an itnage (or the Gabor- 

filtered image) can be used to capture local texture [13,100]. So, the images can be wavelet filtered and the 

wavelet coefficients used as the components o f the texture vectors. These texture vectors may then be used to 

segment the given images.

There is an advantage to using wavelet coefficients -  the scale o f the most detailed segmentation could be
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Fig. 5.6: Segmeniing a satellite image using the Daubechies p=2 wavelet coefficients as the texture vector, (a) An image 
of a dust storm over the Canary Islands, taken June 7, 2000. (b) Wavelet transform of the image, (c) Most 
detailed segmentation, (d) Less detailed segmentation.

controlled by the appropriate choice o f the coefficients. In combination with the scale-based measures intro

duced in Section 6.2.2, such a segmentation scheme can be used to fine-tune the hierarchical segmentation 

process.

As can be seen, there are differences in the segmented outputs, with stnall advantages and disadvantages 

accruing to one method or the other. The number of regions at each iteration using each of these methods 

to compute texture vectors is shown in Figure 5.9. On the whole, any o f these texnual measurements could 

be used to satisfactory results. This might just be a characteristic of the type of image -  in Figure 5.10, 

the result of segmenting the image using a scalar value -  the mean pixel value in a 7x7 neighborhood -  is 

shown. Hence, we caution that this is an observation made solely on the MISR image segmented. In general, 

experimenting with various choices of texture vectors is suggested.

What effect does the neighborhood size play? We would expect that with a tight neighborhood, we would 

get a large number of small regions, and that with a large neighborhood, we would get a fewer number of 

larger regions. That expectation is home out if we segment the MISR image using the mean and variance
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Fig. 5.7: Segmenting a satellite image using the Daubechies p=4 wavelet coefficients as the texture vector, (a) An image 
of a dust storm over the Canary Islands, taken June 7, 2000. (b) Wavelet transform of the image, (c) Most 
detailed segmentation, (d) Less detailed segmentation.

cotnputed in varying neighborhood sizes. See Figures 5.11 and compare to Figure 5.8. Notice, from Fig

ure 5.12, that increasing the neighborhood size beyond about 7x7 brings no further decrease -  the scale of 

the regions in the image has probably been reached.

5.4 Minimum Cluster size

We do not accept clusters o f pixels that are too few to yield reliable statistics, requiring at least 10 pixels. We 

would expect that if we allow smaller clusters, we would get a larger number of smaller regions at the most 

detailed scale. As shown in Figures 5.14 and 5.13, that is exactly the case. Since the method is hierarchical, 

however, a cluster size that is too small does not unduly affect the segmentation.
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Fig. 5.8: Segmenting a satellite image using a texture vector comprised only of the first three elements of the texture 
vector described in Section 3.2. (a) An image of a dust storm over the Canary Islands, taken June 7. 2000. (b) 
Most detailed segmentation, (c) Less detailed segmentation, (d) Coarse segmentation.
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Fig. 5.9: The number of regions at each iteration using the various texture vectors discussed.
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Fig. S. 10: Segmeniing a satellite image using just the mean value within a 7x7 neighborhood, (a) An image of a dust storm 
over the Canary Islands, taken June 7,2000. (b) Most detailed segmentation, (c) Less detailed segmentation, 
(d) Coarse segmentation.

5.5 Interpolated images

We do not accept clusters of pixels that are too few to yield reliable statistics, requiring at least 10 pixels. One 

way to segment even smaller regions (without identifying noisy pixels as separate regions) is to use a pseudo- 

high resolution form of the original images. Since inteipolation increases the size of the image, 10 pixels in 

the interpolated image covers a smaller geographical area than 10 pixels in the image before interpolation. It 

is possible, therefore, that we can segment smaller regions that the 10 pixel limit would suggest.

However, interpolation methods smooth the image. Hence, the effect of segmenting interpolated images 

may be contrary to our goal -  due to smoothing, small regions may become indistinguishable from their 

surroundings. It all depends on the image under consideration.

Regardless of which interpolation method is used (See Figures 5.15 and 5.16), we find that the result of 

segmenting an interpolated image is to find smaller regions. Notice for example, that the shore line considered 

too small to segment in Figure 4.5 is segmented as a separate region at the detailed segmentation levels.
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Rg. 5.11: Segmenting a satellite image using statistics computed in neighborhoods of varying sizes, (a) An image of a 
dust storm over the Canary Islands, taken June 7,2000. (b) Most detailed segmentation with a neighborhood 
size of 3. (c) Most detailed segmentation with a neighborhood size of S. (d) Most detailed segmentation with 
a neighborhood size of 7.
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Rg. 5.12: The number of regions at each iteration using texture vectors computed at different neighborhood sizes.
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fig. 5.13: Segmenting a satellite image rejecting tegions smaller than a cenain number of regions. The Daubechies p=2 
wavelets were used, (a) An image of a dust storm over the Canary Islands, taken June 7,2000. (b) Rejecting 
regions smaller than S pixels, (c) Rejecting regions smaller than 10 pixels, (d) Rejecting regions smaller than 
20 pixels.
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fig. S. 14: The number of regions at each iteration when rejecting regions smaller than a certain size.
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Fig. 5.15: Segmenting a spline-inteipolalcd image. Compare with Figure 4.5 and Figure 5.16. (a) Aerial image of San 
Francisco after interpolation, (b) Most detailed segmentation, (c) Coarser segmentation, (d) Very coarse 
segmentation.

Fig. 5.16: Segmenting a pseudo-high resolution image using the method of [101]. Compare with Figure 4.5 and Fig
ure 5.15. (a) Aerial image of San Francisco after interpolation, (b) Most detailed segmentation, (c) Coarser 
segmentation (d) Verv coarse segmentation
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Fig. 5.17: Segmenting a inteipolated image, (a) A satellite weather image after interpolation, (b) Most detailed segmen
tation. (c) Coarser segmentation, (d) Most detailed segmentation of original image.

Fig. 5.18: Segmenting a pseudo-high resolution image using the method of [101). (a) A satellite weather image after 
interpolation, (b) Most detailed segmentation, (c) Coarser segmentation, (d) Most detailed segmentation of 
original image.

For satellite weather images, where the textural difference between regions is very small, using interpo

lated regions has a detrimental effect. As shown in Figures 5.17 and 5.18, the effect of using interpolated 

images is to degrade the segmentation result.
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6. RESULTS AND CONCLUSIONS

6. 1 Summary o f Results

The method introduced in this dissertation is faster, as shown in Table 4.1, than existing segmentation methods 

when segmenting real-world images. When measured over synthetic intages constructed based on statistical 

texture or based on strips of Brodatz textures, as shown in Tables 4.4 and 4.2, the method of this disseita- 

tion yields a more accurate segmentation than the other techniques considered.

Qualitatively, the method of this dissertation produces segmentation results that are much better than 

existing techniques when applied to real-world images, whether they are building photographs, terrain shots 

or medical images. We propose that this is because these scenes are organized in terms of different objects 

whose pixels values belong to different normal distributions. Since we cluster hierarchically based both on 

the statistical distribution of pixel values and on spatial proximity, our technique produces good results.

For other types of texture, notably for structural texture images such as those of Brodatz [29], statistical 

texture vectors of the kind used in this dissertation are most likely not the best choice. It is conceivable 

that with a different choice of texture vector, the underlying idea o f hierarchical K-Means segmentation may 

perform well. In any case, the statistical texture vectors used in this dissertation are not universal.

Even on real-world images of the kind our algorithm performs very well on, some limitations are notice

able. In Figure 6.1, the result of segmenting an image of an outdoor flowerbed is shown. Here, we notice one 

of the drawbacks o f the technique -  since we are not using contextual information in the segmentation (only 

the textural vectors), the region merging merges the ground which is closer texturally to the wall. A region 

merge that took context also into account might choose to merge the regions corresponding to the flowers and 

the flowerbed wall.
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Fig. 6.1: Problem case; Left to right, top to bottom; (a) an Image of an outdoor flower pot. (b) The most detailed 
segmentation of the image, (c) Segmentation at a coarser level. Because the texture features of the walls of 
the flowerbed are close to the texture features of the ground, the two regions are merged together in the second 
stage, (d) A hierarchical representation of the results of segmentation.

6.2 Topics for Further Research

The method described in this dissertation can be extended in several ways. Possible avenues for research are 

described in this section.

6.2.1 Conlinuous update

In the method described above, the most detailed segmentation is achieved through an iterative method of 

K-Means clustering. The cluster means are updated not when a new pixel is added or removed from a cluster 

but only after one complete pass through the image. It is possible to continuously update the cluster means, 

by storing the sum of the texture vectors and the number of vectors contributing to the cluster. Then, when 

a pixel is moved from one cluster to another, the sum of the first cluster is reduced by that vector and that of 

the second cluster is increased by the same vector.

Whether this would cause any improvement in the clustering result is unclear. Since the cluster means 

are more up-to-date, the clustering result might be more accurate. On the other hand, the order in which the 

pixels of an image are considered become very important since there are two parts to Equation 3.13 and the 

second part, dc(k), depends on the labels of the pixels in the neighborhood of a pixel. Thus, it is conceivable 

that a method that continuously updates the cluster means (and has to, therefore, also continuously update the 

labels of the pixels) will be extremely dependent on the order in which the pixels of the image are traversed.
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6.2.2 Scale-based measures

In Section 3.4, the method of hieraichical segmentation involved the iterative use of inter-cluster distances 

between pairs of clusters to arrange the clusters formed at the most detailed segmentation into a hierarchical 

tree. The inter-cluster distances were computed by computing the Euclidean distance between the mean 

texture vectors o f the two clusters.

At coarser segmentations, the texture vector computed on the original image is not a good representation 

of the local texture. A better technique is to compute a set of wavelet coefficients as in Section 5.3.1 and use 

different sets o f coefficients at different levels in the hierarchical segmentation process. Then, the inter-cluster 

distance between the same two clusters when computed at different levels of the process would be different 

because different sets of texture vector components would have been used at the different levels.

A careful choice of the wavelet coefficients used at each of the scales could be used to yield application- 

specific segmentations.

6.2.3 Merging criterion

In this dissertation, the only criterion for merging two regions was based on the mean texture vectors of 

the pixels in the two regions, merging whenever the Euclidean distance between the vectors was less than 

some globally chosen threshold. We can justify this on the basis that the two regions are close to each other 

statistically, and can therefore be assumed to belong to the same region. A less justifiable approach, but one 

we have noticed works quite well, is to merge regions based purely on a globally chosen size criterion, and 

to increase this size threshold (instead of the inter-cluster distance threshold) with each iteration.

The result of segmenting the building image from [I] is shown in Figure 6.2.

The results are more appealing than those using the inter-cluster distance shown in Figure 4.1. What 

type of images could justifiably use the size-based criterion, and how these image types can be adaptively 

recognized by the algorithm remains a topic for research.
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Fig. 6.2: Multiscale segmentation: The photograph of a building on the top left has been segmented using a modification 
of the multiscale segmentation algorithm described In this paper. A size-based criterion is used for doing the 
hierarchical merging, instead of the inter-cluster distance criterion proposed here.

6.2.4 Measure o f  segmentation accuracy

In Section 4.4, we introduced a way to compute the accuracy of a segmentation algorithm. To recap, an image 

comprised of various textures, 1,2, ...iV, was presented to the segtnentation algorithm. The segmentation 

algorithm then produces a labeled image 1,2, ..M , where each pixel is assigned one of the M  labels. We can 

then form a confusion tnatrix defined on every pair of labels i and j as:

j  3

Cij =  < i Oij bij (6.1)

i Cij dij

In the confusion matrix, the number otj is the number of pixels belonging to the ith  texture that have been 

segmented and identified as belonging to the j t h  region. The number bij captures the number of pixels 

belonging to the ith  texture that have identified to belong to a region other than j .  The number Cij is the 

number of pixels not belonging to the ith  texture that are identified as belonging to the j t h  region. The 

number dij captures the rest of the pixels.

Unlike a texture classification algorithm, the choice of the right j  is not part of the metrics o f a segmen

tation algorithm. We therefore developed a way of computing segmentation accuracy independent of the 

texture classification.
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In Section 4.4, we followed image processing tradition in using percent-correct (PCC) or the classification 

rate. This overstates the performance of algorithms since the classification rate, defined by:

a + l l t + d - r ^

is close to I even for unskilled algorithms that classify every candidate as an non-event (6 =  d  =  0) if the 

number of pixels belonging to a non-events (a + b) is much higher than the number of events (c +  d) [102]. 

The Heidke Skill Score [103,104] on the other hand compares the performance of the algorithm taking into 

account the a priori probability of the occurrence of an event. The comparison is against a random classifier 

that takes into account not the current textural measurement, but only the probability of occurrence of a 

texture. The choice of HSS rather than PCC is important because we consider every possible value o f j ,  and 

for some of them the extreme situation will apply.

By using the maXj=i,2,...,Ar H S S ij,  we choose the Heidke Skill Score of the region that best matches 

the texture t. To reduce the vector of Heidke Skill Scores that we get, one for each texture in the input test 

image, to a scalar measure, we take the worst performance, the minimum. An acceptable alternative could be 

to take the average over the various textures.

The measure we propose, then, is computed from the "true" label-image and the segmentation output as:

K
m  =  min max H S S ij  (6.3)

i=l j=l

The Heidke Skill Score, f fS S ,  is defined [103] as:

^ ______ 2(dj, ♦ Oij -  Cjj * bj j )______
*■* ( d i j  +  Ci j ) (c i j  +  Oij)  +  ( di j  +  bi j ) (b i j  +  Ci j )

on the confusion matrix of the pair of labels i j .
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6.3 Contributions o f dissertation

A novel method of perfonning multiscale segmentation of images using texture properties has been intro

duced. Various methods of segmentation at a single scale, including texture segmentation, were described 

and compared with the K-Means clustering of texture vectors used in this dissertation.

An objective way to measure the accuracy of texture segmentation algorithms independent of texture 

classification was developed and used to compare different texture segmentation algorithms.

Multiscale segmentation in the context of the segmented regions themselves was introduced. This new 

approach to multiscale segmentation was incorporated into the K-Means clustering technique as a steady 

relaxation of inter-cluster distances.

Our multiscale segmentation approach was demonstrated on several families of real-world images. It was 

shown that quality of the segmented results at the different scales was significantly better, in terms both of 

speed and of accuracy, than existing approaches.
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A. TRACKING OF HIERARCHICALLY SEGMENTED IMAGES

In this dissertation, we looked at a method of segmenting natural scenes in such a manner that the result of 

segmentation is a hierarchical tree of segmented regions. One major advantage of producing such a hierar

chical segmentation is the additional constraints that the tree structure can provide downstream processing. 

We will look here at a tracking method that utilizes the hierarchical tree structure of the segmented results.

A. I Introduction

Tracking of objects in scenes is useful in a variety of applications [ 105]. Topically, the images are segmented 

to find the objects and these objects are then matched across frames. Tracking using segmented regions is, for 

the most part, a global assignment problem [106,105]. We seek to find the regions in one frame that match 

particular regions in an adjacent frame. Then, by noting the location and change in properties of the regions 

across frames, we may be able to predict the location and properties of the region in the frame(s) to follow.

This assignment may be done in a number of ways. In ( 106], tracking storms identified on radar imagery 

is treated as an optimal assignment problem that reduces to a linear programming problem with an optimal 

solution that may be obtained by the Hungarian method [107]. However, in this method, splits and merges 

are factored in after the linear programming problem has been solved. Doing so defeats the global opti

mization since treating two already tagged storms as having merged leaves at least one (sometimes both) the 

storms in the previous frame untracked. If we incorporate splits and merges, then this becomes a non-linear 

optimization problem.

Based on the method of [105], a good, fast converging, though not optimal solution can be found by 

computing the distances (defined in [108] as an aggregation of several fuzzy sets that capture the closeness of 

tlie regions spatially, in size, and in value) between each pair of regions and aging the distance leeway across
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frames. Each region is then initially associated with the closest object and a penalty assigned for repeated 

associations. Consecutively iterating over changes to the assignments that reduce the global cost function, 

and not reusing discarded assignments, yields a quickly convergent, though not optimal, process that is at 

least better than the initial assignment of “closest” regions.

Either of the above schennes should, ideally, identify splits and merges as completely new cells since the 

cost function which incorporates size should not allow any other cells to be identified. In practice, however, 

that is not the case -  there are usually several cells o f approximately equal size close by The presence of these 

cells can throw the tracking off. In a global optimization process, especially the second where there is no way 

to recover from bad choices early on, mistakes cascade and result In very large errors.

We can, however, improve our process if we can do two things: a) use the hierarchical structure to 

constrain solutions b) recover from bad choices made initially. In addition, we also realize that optimal 

solutions for parts of the hierarchical structure are very likely to be part of the optimal solution for the entire 

frame. (This is a relaxation of the topological rule that the shortest path from A to B via P involves the shortest 

paths from A to P and P to B, except that in this case, the optimal paths AP and PB are not independent and 

can not, therefore, be evaluated in isolation).

A. 1.1 Advantages o f  Going Hierarchical

The hierarchical structure of the segmented regions in each frame can then be arranged so that the "children" 

of a region immediately follow it. Then, if a part of this structure has been matched optimally with the 

hierarchical structure from the previous frame, it is likely that the part of the structure should be retained in 

the final optimal solution.

The constraining works like this. Suppose that two regions in the segmented results at the lowest level of 

detail (“top-level regions") are matched across adjacent frames. We can constrain all the regions that are child 

nodes o f one o f these regions to match regions that child nodes of the other top-level region in the adjacent 

frame.

One way that tracking can be done with this constraining is to devise a cost function that rewards regions 

maintaining their position in the hierarchy [108]. Thus, small features in one frame will tend to be assigned
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to small features in another frame, and both are contained within larger features that have also been assigned 

to each other. Then, an optimization scheme can be used to minimize this cost function (or “energy”) on the 

pair of images.

However, the hierarchical arrangement gives us an additional advantage. In addition to constraining the 

matching of child regions, we can utilize the movement and change in the textural features of the top-level 

regions to advect (forecast the location, shape and features of) the child regions in the next frame(s). This can 

allow us to utilize more robust assignment methods, such as checking overlaps [34], rather than less robust 

methods such as finding the nearest centroids.

A.2 Multiscale Overlap Tracking

In [34], it was shown that matching regions between frames using the amount o f overlap between large scale 

features works very well. In [30], it was shown that matching small regions between frames worked well only 

if a closest-centroid approach is used. We theorize that the reason overlap matching is not robust for smaller 

features is that there is little to no overlap of small features, since the number of pixels they move between 

frames is greater than their extents.

We will use overlap tracking on the lowest level of detail (the larger features) and then use the resulting 

motion to advect the hierarchical tree, such that the inter-frame movement due to the larger features is fac

tored out before matching is done on the smaller features. This, in addition to the constraints placed on the 

assignment of smaller regions by the assignments made with larger regions should make it possible to track 

smaller regions more robustly.

The steps then are these:

1. Trim the hierarchical trees.

2. At the coarsest segmentation level, do overlap assignment.

3. At higher segmentation levels, two levels -  the current segmentation level as well as the one coarser 

than this one is used.



A. Tracking o f Hierarchically Segmented Images 93

Fig. A.I: Synthetic sequence: Objects whose pixel values were drawn from Gaussian distributions are moved in known 
directions. The pixel values of overlapping objects are additive.

(a) Advect the previous ffatne’s two levels using the assigntnents of the coarser level.

(b) Perform a constrained assignment using the advected previous two levels and the current frame’s 

two levels.

We will look at each of these processes in more detail, demonstrating on the synthetic sequence shown in 

Figure A.I.

The synthetic image in Figure A. la  was drawn as follows. Four objects of known sizes were created. 

Their pixel values were drawn from known normal distributions (specified by a mean and standard deviation). 

Then, in each frame of the sequence, these objects were added to the images centered at known locations. If 

two objects overlapped, the pixel value was the sum of their contributions. The centers of the objects were 

moved from frame to frame and the process of adding to the image repeated. Thus, the simulated sequence 

shown in Figure A. I was created.
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Fig. A.2: Hierarchical trees from synthetic sequence: Note that the number of segmentation levels can differ from frame 
to frame.

A.2.1 Tree Trimming

Since the hierarchical segmentation method stops only when there are no more regions to merge, adjacent 

frames could produce segmentation results with different depths. Hence, the deeper tree is trimmed so that 

the two trees are the same depth. The trimming is carried out fiom the coarser segmentation end, i.e. the 

most (ktailed segmentation is retained but several coarse segmentations may be discarded.

For example, the first two brames of the synthetic sequence are segmented differently (see Figure A.2). 

Thus, when computing the movement in the second frame of the sequence, the hierarchical tree is retained 

only up to two levels. When computing the movement in the third frame, however, both the trees have three 

levels each and thus, no trimming is done.

A.2.2 Overlap Assignment

For each pixel in the current frame, we find the region to which the pixel belongs at the current segmentation 

level. We also find tlie region to which tfie pixel at the identical location in the previous frame and same 

level belongs. This pair of regions, one in the current frame and one in the previous frame, represents a 

candidate assignment. For each region in the current frame, a number o f candidate assignments are possible.
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Fig. A.3: Overlap assignment: Dotted lines show regions in the previous frame, while a solid outline of a region in 
the current frame is drawn. There are three possible candidates for assigning to region a -  regions b, c and 
d. Computing the matches for the assignments using Equation A.I. and choosing the assignment with the 
maximum match, region a in the current frame is assigned to region c in the previous. The resulting centroid 
tnovement is shown with the outline of an arrow.

The assignment that received the maximum match is selected as the best candidate. Note that since we do not 

differentiate between already selected regions, this method is stable (does not depend on the order in which 

regions are selected) and can handle splits and merges.

The match, mat, o f a candidate assignment between region b in the previous (tame and region a in the 

current frame is computed as follows:

.  /  ^ab ^ab \  /  a  i  \niab =  m tn ( - j ^ ,  (A.l)

where Nab is the number of pixels that in the current frame belong to a, but in the previous frame belonged 

to b, while Na is the number of pixels that belong to a. Similarly, N i  is the number of pixels that belonged to 

b. The use of this equation is illustrated in Figure A.3.

A.2.3 Advection o f  previous frame

Two levels in the previous frame are advected using the assignments of the coarser level. For each pixel in the 

coarse image (of the previous frame -  advection happens on images in the previous fiame), the corresponding 

region number in the current frame at the coarse level (since the assignments are at the coarse level only) is
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(a) Coana aiwgnmam (ovtriap)
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Rg. A.4: Adveciing the detailed segmentation result makes constrained overlap assignment possible for smaller, fast- 
moving regions.

found. Using that region, if it is valid, the movement of this pixel is determined and the location where this 

pixel would have moved is updated. The pixel is updated with the region number obtained from the detailed 

segtnentation of the previous frame.

The process is illustrated in Figure A.4. Notice that the child nodes (the detailed segmentation result) are 

moved based on the movement of the parent node (the coarse segmentation result).

The images in Figure A J ,  show the result of advection that happens in the third frame of the sequence.

A.2.4 Constrained Assignment

The constrained assignment process assigns region matches in the detailed segmentations subject to the hi

erarchical position in the coarse segtnentation. Thus, the only allowed candidates for a a region are those 

regions that are contained within the matching region in the other frame. The matching region in this context 

is the one selected at the coarser segmentation level. The best match among the candidates is selected for the 

detailed level using Equation A.I.

The determined nwvetnents for the third firame of the synthetic sequence are shown pictorially in Fig

ure A.6. The quantitative movements computed match the predetermined amounts to which the different 

objects were moved.
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Rg. A.5: Adveciing based on coaise movemenl. (a) Segmented result at coarse level, the previous frame, (b) Segmented 
result at coarse level, the current frame, (c) The advection of the segmented result in (a) to match (b) based 
on movement at a coarser level, which is zero, (d) Segmented result at detailed level, the previous frame, (e) 
Segmented result at detailed level, the current frame. (0 The advection of the segmented result in (d) using 
the coarse assignments found from the coarser level, i.e. from the process at (c). Notice the improvement in 
advection quality.

Rg. A.6: The movement of various regions, (a) At the level of the most detailed segmentation, shown such that the heads 
of the arrows pointing in the direction of movement, (b) At the next coarser level of segmentation, shown such 
that the outlines of the regions move in the direction of movement.
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B. SEGMENTATION AND TRACKING OF WEATHER IMAGES

There are numerous pattern recognition algorithms that have been developed on weather images, such as 

for rainfall estimates [109] and cloud classification [110]. More commonly, weather in pattern recognition 

studies is something to be avoided, because the patterns of interest are on the ground [111, 112].

As pointed out in [113,108,30], segmentation of weather imagery is a fundamental problem to automated 

weather analysis. In the meteorological community, the importance of multiscale segmentation has been often 

noted [30, 33, 108]. However, an electronic search of American Meteorological Society (AMS) journals 

from 1988 to the time of writing identified only one paper dealing with segmentation. In that paper [113], 

the authors detail the difficulties that traditional segmentation algorithms have with satellite weather images 

because of the textural nature of clouds. As a result, a complex technique consisting of a sequence of fixed 

thresholds, followed by a neural network that decides how and when to prune or merge the resulting regions is 

proposed [113]. We show here that using a hierarchical technique in combination with a texture segmentation 

algorithm makes segmentation of satellite weather images possible such that even small cloud features can 

be identified.

The textural nature o f weather imagery makes robust segmentation for storm tracking purposes very 

difficult. For storm tracking to be useful, the identification and tracking algorithm should be completely 

automated. The identification algorithm should not require training, i.e. the algorithm should not expect to 

see examples o f all the “objects” it must identify. Storm “cells” (small scale features) should be capable of 

being identified. Because the notion o f scale is natural in the storm tracking context, we would like to add the 

requirement that storms at various scales be identified, with their hierarchical structure intact. A multiscale 

tracking algorithm would be a significant improvement over current tracking schemes which concentrate 

either on small scales [30] or on large scales [33].
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In trajectory and motion estimation problems on image sequences, the lack of robustness of the results of 

texture segmentation has often been noted [80]. Thus, robust segmentation of weather images is a problem 

that should be addressed by the electrical and computer engineering community. An extensive electronic 

search of IEEE journals and conference proceedings from 1988 to the time of writing found only two papers 

dealing with the segmentation of weather images. The first of those, [114], was content to identify pixels 

of the image that corresponded to precipitation, i.e. a binary segmentation. This would correspond to the 

coarsest level o f segmentation in our hierarchical technique -  a level of segmentation that is not very useful. 

The second paper [55] was a report of the performance of a Markov Random Field-based texture segmentation 

approach [52] to the problem of segmenting satellite images. The segmentation was found to be not very 

robust across frames and extremely sensitive to initial conditions [55].

Segmentation has sometimes been part of a larger technique. If some sort of region segmentation is 

required by the technique in question, such segmentation has been simplistic. In [ 114,108), segmentation is 

performed by degrading the original image by smoothing and downsampling. In [115], hurricane structure 

is modeled on a “segmentation” where large square areas are assumed to possess the same structure and 

motion. The reason why weather image segmentation is poorly addressed is that the problems are significant 

-  current segmentation algorithms are not robust enough to handle sequences of weather images [55]. Robust 

segmentation should be able to provide small changes in the segmented output when the weather pattern in 

the images changes only slightly. However, image segmentation algorithms, especially texture segmentation 

ones, tend to be very sensitive to inputs, causing a lot o f problems in association between frames. For 

example, the authors o f [115] had to develop a motion estimation method in the absence of correspondence 

between frames of a sequence. In this dissertation, we introduce a method of texture segmentation that is 

robust for sequences of weather data.

B.I Weather Radar Images

Texture segmentation using Markov Random Field (MRF) naodels has been utilized to segment synthetic 

aperture radar (SAR) images, mainly because SAR images are characterized by a lot of speckle [116, 117,
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118], a problem that the use of neighborhood statistics helps resolve. Another reason for using texture 

segmentation on SAR imagery is that the same MRF model used for segmentation can also be used for 

classiiying the identified segments [116].

In this dissertation, we propose that texture segmentation can be applied to weather radar data, an ap

plication where it has not been used. In weather radar data, especially in cases where there is significant 

precipitation, the problem of speckle does not arise except in the immediate vicinity of the radar. Hence, 

traditional texture segmentation provides no significant advantage. In fact, as shown in Figure 4.9e, even a 

scalar segmentation approach works quite well. What neither the scalar segmentation approaches, for ex

ample [30], nor standard texnire segmentation approaches [32, 91, 42] can provide is a nested partition of 

identified segments. The watershed segmentation approach of [90] can provide a nested partition, but does 

not segment weather data well (See Figure 4.9f). As shown in this dissertation, a hierarchical multiscale 

segmentation can be achieved by agglomerative K-Means clustering of texture vectors and slow relaxation of 

the allowed inter-cluster distance.

We wish to segment the reflectivity moment of radar elevation scans. The data have been mapped from 

polar coordinates into a Cartesian grid tangential to the earth’s surface where each pixel is a square area of 

one kilometer on each side. The pixel values, in dBZ, range from about - I d B Z  to about GAdBZ, with the 

reflectivity values for some pixels missing. Missing values and all reflectivity values less than OdBZ were 

thresholded to be OdBZ  before the segmentation process.

The radar elevations scans in this study were collected every 5-6 minutes. As with the satellite images, 

segmentation of the radar sequence should be able to consistently identify the thunderstorms in the images. 

Ideally, when storms split or merge, the corresponding segmented regions should do the same. A very im

portant requirement is that small changes in the storm structure should be reflected as small changes in the 

segmented region corresponding to the storm.

The hierarchical segmentation is less important in the case of radar images because with a single storm 

cell expected to stay more than seven or eight images, it should be possible to track even small storm cells. 

Still, multiscale hierarchical segmentation would be advantageous and produce more reliable tracking.

We segment the reflectivity moment of radar elevation scans obtained from Doppler Weather Service
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Fig. B.I: Volume Coverage Paitem ( VCP) 2 ! of the WSR-88D, a weather surveillaiKe radar used by the National Weather 
Service. The volume coverage is shown. The beamwidth is 0 95 degrees and there are 9 elevation scans in this 
VCP. Figure from [120].

Radar (WSR-88D). The weather surveillance radars used by the National Weather Service scan through 

thunderstorms starting at a low elevation angle, 0.5° for Volume Coverage Pattern (VCP) 21, and after com

pleting a full 360° azimuthal sweep, progressively increase the elevation angle until an upper limit is reached 

(19.5° in VCP 21). See Figure B.I [119,120).

Depending on the VCP, a new radar volume is collected every 5-12 minutes. The volumes of data in this 

study were collected every 5-6 minutes. Currently, we segment only the lowest elevation scan of the volume 

shown in Figure B.I. In future work, we will extend the clustering technique discussed in this dissertation 

to three dimensions to better segment the data. In a real-time test, several weather algorithms, including our 

segmentation and tracking algorithm, are run on a single workstation. We found that with some optimization 

of the processing, it is possible to run the segmentation and tracking algorithm in real-time. The algorithm 

takes about 30 seconds to process an elevation scan of data.

The radar elevation scan data are polar in nature. We map the data from polar coordinates into a Cartesian 

grid tangential to the earth’s surface where each pixel is a square area of one kilometer on each side. The 

pixel values, in dBZ, range from about - I d B Z  to about 64dBZ, with the reflectivity values for some pixels 

missing. Missing values and all reflectivity values less than OdBZ were thresholded to be OdBZ before 

the segmentation process. Remapping polar data to Cartesian involves trigonometric computations and can 

therefore be time consuming. One o f the optimizations was to precompute the mapping and to apply the
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Fig. 6.2: Segmentation of a reflectivity elevation scan from the Weather Service Radar in Fort Worth, TX on May 6, 
1995. The segmented regions are approximated by their bounding octagons and displayed with thin lines, (a) 
Most detailed segmentation, (b) Coarser segmentation result.

precomputed mapping to the data for every elevation scan.

The remapped data were then segmented using the K-Means clustering technique described in [121] and 

in this dissertation. The result of segtnentation, at two different scales, is shown overlaid on the original 

reflectivity data in Figure B.2.

Then, the segmented regions, at all the scales, were tracked using the constrained overlap method de

scribed in Appendix A. The resulting regions’ boundaries were then approximated using the bounding oc

tagon of those regions, i.e. by the smallest irregular convex octagon whose sides make 0, 45, 90 ..., 315 

degrees with the horizontal axis. This is a good representation for small convex regions and is easy to com

pute (just compute the minimum and maximum values for x, y, x+y and x-y for each pixel in the segment). 

The result of tracking is, at each scale, the segmented region as well as a forecast region position. In Fig

ure B.3, the forecast position is shown as thin red lines. The forecast position was found to match up with the 

location of the storm in the next frame of the sequence.

The tracking is shown over a smaller area in Figure B.4. The images on the left (a,c,e) are coarse segmen

tations. In the images on the right, detailed segmentations (thin lines) as well as the coarse results (thick lines) 

are shown. The solid lines represent the current objects while the dotted lines denote the forecast locations. 

Each row represents a frame of the sequence. There are several things of note here -  between the first and 

second frames shown, reflectivity of the northern storm weakened. In the coarse segmentation output, this is
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Rg. B.3: Tracking regions through constrained overlap assignment of the regions found by segmentation of a reflectivity 
elevation scan from the Weather Service Radar in Fort Worth, TX on May 6,1995. The segmented regions 
are approximated by their bounding octagons and displayed with thin yellow lines. The forecast locations are 
shown by thin red lines, (a) Most detailed segmentation, (b) Coarser segmentation result.

noted as a merger of the two storms -  they do not differ that much in reflectivity anymore. The storms are, 

however, tracked independently in the detailed segmentation (See Figure B.4d). The hierarchical segmenta

tion is what makes identification of the larger entity possible. That this hierarchical identification is useful 

is seen in the next frame of the sequence, when the forecast locations (forecast as a result of considering the 

two objects together in the coarse segmentation) match up with the true locations seen in Figure B.4e.

B.2 Satellite Infmed Images

We wish to segment the infrared window channel (11^) of GOES satellite imager data. The images are 

200x300 with each pixel representing a 4km x 4km. The images are projected onto a plane tangential to the 

surface o f the earth. The satellite data were collected over the continental United States using GOES-10 on 

March 29,1998. The pixel values were also mapped from radiance values to temperature in degrees Kelvin 

before the segmentation. Images of the sequence are available at eight minute intervals.

The sequence of satellite images captures a day of significant thunderstorm activity. Several thunder

storms grow and decay during the day and the temperatures o f the cloud tops in the images show correspond

ing changes both in storm geographical extent and in storm severity. Segmentation o f  this sequence should
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Fig. B.4: Tracking of a pcnion of a radar reflectivity image. The images on the left (a,c,e) are coarse segmentations and 
those on the right include detailed segmentations (thin lines) as well as the coarse results (thick lines). The solid 
lines are the current objects while the dotted lines denote the forecast locations. Each row represents a frame of 
the sequence, (a) and (b) The first frame of the sequence. There is not much difference between the coarse and 
detailed segmentation, (c) The second frame of the sequence. The two objects in (a) have merged into a single 
one because the reflectivity within the northern storm has weakened, (d) The same frame as (c), but a detailed 
segmentation. Notice the noisiness of the segmentation. In the absence of the coarse segmentation, i.e. (c), the 
merger would not have been noticed at all. (e), (f) The third frame of the sequence. Notice that the forecast 
locations of (c) and (d) have been borne out.
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be able to consistently identify the thunderstorms in the images. Ideally, when storms split or merge, the 

corresponding segmented regions should do the same. A very important requirement is that small changes in 

the storm structure should be reflected as small changes in the segmented region corresponding to the storm.

Shidies [122, 123] have shown that a single storm cell grows and decays in under an hour. Therefore, 

a storm cell can be expected to stay for no more than seven frames of the satellite sequence. However, a 

line of thunderstorms within which these cells crop up can be expected [122] to persist for up to six hours. 

Therefore, the segmentation should lend itself to segmenting regions corresponding to larger scale features 

while identifying small scale features that are contained within the large scale feature.

A single infrared image was segmented using various segmentation methods in the literature. The results 

are shown in Figures 4.7 and 4.8.

The results of segmentation using the other approaches are pretty bad. This is not surprising because the 

infrared satellite weather imagery has several characteristics that make it hard to segment: very low dynamic 

range (from about 22SK to 240K) for the regions of interest, poor resolution as compared to the scale of the 

phenomena of interest, and high pixel value variance, even in the absence of edges. It is instructive to compare 

the poor performance of these algorithms on the satellite image (see Figure 4.7) with the performance of the 

same algorithms on radar reflectivity images.

TWo successive frames of the satellite data were segmented using the K-Means segmentation algorithm 

described in this dissertation. The results are shown overlaid on the original infrared temperature data in 

Figure B.S. Regions are represented by a bounding polygon -  either a rectangle or an octagon. Regions 

whose mean temperatures are less than 2 lOK are represented by octagons and warmer regions are represented 

by their bounding rectangles. Using different polygon representations serves to draw attention to the colder 

regions, which are usually storm cells. Thicker lines represent coarser segmentations, while thin lines show 

the result of detailed segmentation.

As seen from Figure B.5, the segmentation approach is very robust even with all the difficulties that satel

lite infrared imagery poses. The poor spatial resolution of the satellite image does affects our algorithm in 

the scale o f features that we can detect. Although we can detect features as small as 10 pixels in the im

age, this translates to about 40 km ^, a mid size storm cell (although significantly more detailed than what
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Fig. B.S: Segmentation of two successive frames of a satellite infrared sequence. Regions with mean temperature less 
than 21 OK are represented by their bounding octagons while other regions are represented by their bounding 
rectangles. Thicker lines represent regions at coarser levels of segmentation. The robustness of the segmenta
tion. even on infrared satellite imagery, should be noted.

could be obtained using earlier approaches). The pruning threshold of 10 pixels was set in the algorithm so 

that any statistics collected are sotnewhat reliable. One possible way to relax this threshold is by creating a 

pseudo-high resolution form of the original image, thus getting less square kilotneters in the 10-pixel thresh

old. Unfortunately, on satellite weather images, even a pseudo-high resolution technique [101] introduces 

unacceptable smoothing [124], resulting in worse performance. A second possibility, one that we have not 

yet looked into because of the prohibitive cost for a continuously running system, is to obtain weather satellite 

data that has higher spatial resolution.

A third possibility is to use the multi-channel nature of satellite weather information to form the pixel 

representation (instead of using a texture vector based on neighborhood statistics). Since we will not be using 

neighborhood statistics, the threshold of 10 pixels could be dropped.

Instead of using only texture measurements from only the infrared channel, we used texture measure

ments (mean and variance) computed on four channels corresponding to 3.9,6.7, 11 and 12 microns (near 

infrared, water vapor, window and “dirty window” respectively). Since every pixel of the segmented output 

actually corresponds to four independent measurements (rather than just one), the minimum pmning size in 

the algorithm can be reduced from about 10 pixels to about 3. The result of using multi-channel information 

and a lower size threshold is shown in Figure B.6 where it is compared to the segmented result if only the 11 

micron image had been used.

Notice that the result o f segmenting using all four channels (Figure B.6f) has smaller regions than the
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Fig. 8.6: Using multi-chamiel satellite data for segmentation, (a) 3.9 micron infrared (b) 6.7 micron water vapor (c) 11 
micron window (d) 12 micron dirty window channels of data, (e) Most detailed segmentation using only the 11 
micron image (f) Most (ktailed segmentation using all four channels.
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result that uses only the infrared window channel. It is not clear, however, how significant these smaller 

features are in the context of thunderstorms.

B.3 Conclusion

It is possible to use statistics computed in the neighborhood of the pixels of weather images, both radar and 

satellite, as texture measurements for the purposes of segmentation. A hierarchical texture segmentation 

technique, where regions identified in successive stages are agglomerated together provides a tree represen

tation of the storm structures in the images. The method described here is an improvement over existing 

segmentation algorithms for weather data in the following ways. It would potentially allow reliable tracking 

of features from frame to frame. On satellite images, it allows for the identification of features in the storm 

scale, as small as 40 km ^. On radar images, features as small as 10 km ^  can be identified. It is possible to 

identify smaller features in satellite images, features of about 10 km ^, if one uses several channels of satellite 

imagery, but more study is required to ascertain the significance o f these smaller features.


