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PERFORMANCE - COST - VALUE DECISION PARAMETERS
OF REFERENCE RETRIEVAL SYSTEMS

CHAPTER 1
INTRODUCTION

The inauguration of the "information explosion" has ex-
panded the data-handling industry and placed significant de-
mands on the various related services. In the past these
services such as acquisition, cataloging, classification, and
retrieval of documents were the domain of the librarian. The
ever-increasing needs and demands for information and data
have brought this entire phase of specialized endeavor into
direct contact with many other aspects of modern life on a
much larger scope. In addition., more types of data are being
handled systematically.

The differences in types of information indicate some
distinguishing aspects of information levels in relation to
form, content, and functiions. Based on their degree of ame-
nability to various types of mechanization, H. P, Luhn (1)
has listed six levels of information in order of increasing
complexity:

l. Ready reference look-up of facts; indexses,
dictionaries, and catalogs,

2, Limited and narrowly defined categories of
fact, especially where the categories are
repetitive for each document (e.g., specifi-
cation lists),
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3. Inventories of uniquely definable structures
and their interrelations and transformations
(e.q., chemical structure),

4, 'Disciplined’ concepts; mathematics, logic,
and law,

(4]
L3

Information about the exploitation of natural
phenomena and applied services,

6, Unrestricted association of human notions
(e.qg., fiction).

The advent of computers has provided facilities for fast-
er handling of larger volumes of data. Numerical data are u-
sually much more amenable to manipulation than textual data,
and their retrieval is referred to by Lancaster (2) as "data"
retrieval."” In contrast, textual data, which by nature is
not as definitive, can be recovered by "information retriev=-
al," and such a system could include the following:

1. document numbers,

2, citations,

3., full texts.,

A "reference retrieval' system retrieves citations and
document numbers whereas a "document retrieval"” system, as
indicated, retrieves the full text of selected documents,
with the library evolving into an information system. The
design and implementation of information retrieval systems
for present needs, as well as consideration of the problems
that will be created by impending growth demands of the fu-
ture, are imperative., Channeling of interest patterns into

defined areas has also drawn material from the library to
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specialized information centers dealing with a specific sub-
ject area,
It is recognized that, in any given system such as that

(3)

described by Sharp y» the indexing terms for describing the
document must be consistent with the recall terms if retriev-
al is to be obtained. In addition, the system must be capa-
ble of processing both of the above in a compatible manner.
The size of present and future demands for resources designed
to meet the user needs indicates that ever-increasing funds
will be needed, Based on past experience, a planned system
can be operated at a given level of efficiency. It would
seem that a determination of the value of output in terms of
quality and quantity onId be a subject of interest to actual
and to potential system users. Trade-offs of the various pa-
rameters of cost and value could be equated.

These factors of systems are described by Murdock and
Liston (4) as cost, performance, benefits, and their inter-
relationships., Costsdescribe the expense of operating the
information system in terms of dollars. Performance meas-
ures describe the attributes that are controllable by the
system. such as accuracy, usage applicability, speed, qual-
ity, and extent of coverage. Benefits describe the conss-
quences of the system in terms of (1) how human effort can
be reduced, (2) how the system affects the behavior of per-
sons in allowing new ideas to be formulated, and (3) how the

system affects related systems, such as planning and decision
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making., The authors, Murdock and Liston, also present sev=-
eral general approaches to optimizing these factors.

The necessity of having some measure of total system
svaluation is snown by Johoda (5), who set up 2 series of
n categories, Al’ Az,---,m each of which describe a reason
why one or more organizations have changed from one system
to another in a group of m systems, Bl' Byy ===m. Apalysis
of this data showed that in 80 percent of these n categor-
ies, instances were found where one organization had changed
from system B to Bj and Bj to B4, This change indicates
inconsistency in defining the objectives of information re-
trieval systems by organizations,

In this study a model has been designed to relate two
classes of activity of a reference retrieval system to the
output. The objective is to maximize the efficiency of the
system, given the relevant physical parameters and variables
of the system and cost of the inputs and price of the out;
puts.

Data derived from literature and estimates based on real
models are used to demonstrate the feasibility of application
of the model,

The model consists of two operational segments which op-
erate in conjunction with each other. One segment is the
total cost-total value model for optimizing the levels of us-
age of the reference retriesval model. The other segment is

the reference retrieval madel, which consists of thres
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stages: the input error determination technique, the per-
formance modsl, and the output evaluation procedure.

The first stage of the reference retrieval model is an
error-determination technique, This procedure is designed
to ascertain the amount and extent of errors incurred as
documents are indexed and user searches are formulated by
use of a fixed vocabulary with a prescribed level of index-
ing; Two types of errors encountered are thosa of commis-
sion and omission, which are the inclusion of unneeded terms
to describe the contents of a document or to formulate a de-
sired search and the lack of inclusion of terms needed., Er-
rors are determined on review by an analyzer who 8scertains
the applicability or lack of applicability, assuming cer-
tainty on his part.

The performance model is the second stage of the series
of phases. This technique simulates the operation of indexing
documents for a reference retrieval system. This phase is
accomplished by techniques that quantify the inputs and out-
puis,

The third stage consists of the application of the
first two phases to determine the interrelationships of the
inputs and their associated errors to ths level of output «f
the performance model and its errors.

The exogeneous constants are specified, along with en-
dogeneous constants and variables. The variables are the

number of index and search terms used in indexing documents
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and formulating searches. Searchas can be formulated as can
the indexing by drawing from an independent distribution of
terms. The output consists of the number of references to
documents which are classified into three categories that
correspond to the inputs. These categories of output are
the number of desired recalled references, number of desired
unrecalled references, and the number of undesired recalled
references, In addition this output is related in greater
detail to the various combinatinns of inputs, correctly and/
or incorrectly used. This technique allows the source and
magnitude of output error to be related to the input levels
of indexing and search term usags,

The segment of total cost-total value is predicated on
a pure competition model of total value of output bensfits
versus total cost of facilities, where total value is simie
lar to total revenue in normal economic considerations. Op-
timization is achieved by determining the maximum profit
level of usage of index and search terms. Total costs in-
clude all money expenditures for initiating and operating a
reference retrieval system. Total value is obtained by as-
gigning a constant value paer retrieved needed reference and
a penalty per unretrieved reference at a fixed cost per unit
for all user gueries, along with the cost to the user of
preparing a request and gvaluating the output. These cost
and value functions are formulated by use of production func-

tions to relate the various inputs to the levels of indexing
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and searching or to the'uutputs. Cost data are then used in
conjunction with the production functions to determina the
total costs and total value for each input prescribed., Sum-
mation of these costs for the pertinent factors of produc-
tion will yield the final total cost of facilities and total
value af output benefits for the system, The most profita=-
ble level of operaticon is then determined in relation to the
numbar of index and search terms which are the decision var-
iables., Various levels and configurations of systems in use
can bes simulated with this model.

An axémple of the application of the modsl assuming data
based on realisfic estimatés and of data preseat in the lit-
erature in addition to judgment factors are presented. Ths
feasibility of application of the model is thereby demonstra-

ted.



CHAPTER 11

HISTORICAL BACKGROUND AND ANALYSIS OF INFORMATION
RETRIEVAL SYSTENS AND MODELS

The various aspects of referance retrieval systems hava
their origins in the growth of libraries and the subsequent
development of information systems. In this chapter several
aspects of library growth and the development of new con-
cepts of infarmation handling will be considered. This
background will include estimates of growth in resources,
needs, costs, valus, and other factors relative to providing
information to those individuals that have need.

Considerable work has been done on evaluating the per-
formance of real and synthetic information systems in terms
of actual output (or the lack of) and causes of lack of out-
put as related to the inputs to the system., Also, a rsview
of a model, with algorithms to calculate the number of raf-
erences obtained from a retrieval system, is presented,

along with its uses and limitations,

Performance Factors

The performance of various factors of document acquisi-
tions, usage of index and search terms, along with svalua-

tion of system's performance is presented.

Index Terms
Indexing is mapping the document space into the index
8
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space. This problem has been analyzed in depth by Landry
and Rush (6). who have considered many theoretical aspects
and prescribed several models to describe indexing andAits
various phases, 0One of their conclusions is expressed in
the axiom "Acédrate retrieval depends on the exactness of
indexing."

The frequency of usage of each index term is used in
subsequent modal work to express the functional form of the
distribution of index terms, It is later shown that the u=-
saqge of terms in indexing a document and the usage of terms
to formulate a search are independent but have similar con-
ceptual considerations. The significance of several aspects
of index terms has been investigated by various authors.
The individual relationships will be discussed here.

Frequency of Usaoe of Each Index Term, The first work

in this area was by Zipf (7), who plotted the frequency of
term usage versus the rank relationships on log~log papsr
for all of the tefms used by five English writesrs., The fact
that he obtained essentially a straight line indicates that
the product of frequency and rank is constant,

Houston and Wali (8) determined that 2ipf's procedure
was not applicable to a vocabulary with 2 limited number of
terms such as that used for indexing. However, T. E, Boyle,
of the Du pont Engineering Department, communicated in 1956
to Houston and Wall ths suggestion that term usage might be

a predictor in a retrieval system. They plotted frequency
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of use on a log scale against the percentage of the cumula;
tive number of terms on the normal probability scale. The
results caused them to propose a log-normal distribution for
the frequency:of usage of terms in indexing., They suggest
that the number of terms be unlimited prior to the indexing
of documents and that, as the documents are indexed, new
terms may bes incorporated into the iﬁdex term vocabulary,
Significant deviation of actual results from the theoretical
model occurs for the most frequently used terms, B8ased on
the empirical data the authors would limit the application
of the model to 95 percent of the less freqﬁently used terms.,
Their work was based on document collections from 303 to
195,000 items, in which depth of indexing ranged from 5 to
32 terms per document. The number of terms in the vocabu-
lary ranged from 1108 to 7730.

Arthur D, Little, Inc, (9). proposed a geometric dis-
tribution of the following forms:

0,() = L_l___)__j'_l (2.1)

ﬂ
-

"\
~~ {0

J=1,2y0==,q

(j) = probability of using the jth
term in indexing a document

q = total number of index terms
in the collection

j = rank of the given term.,
This squation provides for a distribution of a finitse

number of terms which can be simplified to
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£(j) = (1-8) 83"1, for 1arge q.

(10)

Morse proposes the use of this latter geomstric

distribution based on an infinite number of terms. Raver

(11)

also uses a geometric distribution in his work .

Long, Barnhard ard Levy (12). who analyzed the works
used in radiological (x-ray) records, required a specialized
vocebulary in an effort to determine key words for indexing
these records. They treated all words as

l. key words, relevant used = information

2. discard words, nonrelevant used = persistent
noise

3. wunclassified words

a, potential key words

b, potential discard words

c. noise, infrequently used nonrelevant

words,

Their work showed that, after analyzing 40,000 words of text,
2,500 key words iad been introduced and that the rate of in-
troduction of new words was diminishing. However, after
they had analyzed 100,000 words of text, new key words were

still being introduced,

Index-Term Vocabula:ty Size Versus Document-Collection

Size. A. D. Little, Inc. ‘137, who plotted the number of

documents indexed as opposed to the number of index terms for
-gevaral indexing systems, concluded that the minimum vocabu-
lary size for & large document collection could be expressed

as shown in the following equation:

1 = 18,0 (2.2)
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I = vocabulary size = number of index
terms
D = number of documents in the

collection.
As a lower numerical limit, 10,000 terms was proposed, an
implication that large systems will require a large number
of terms. Houston and Wall (14), in connection with their
previously cited work, have concluded that
I =3,330 log (m + 10,000) - 12,600
for 10,000 < m; < 1,000,000
I = number of index terms

o= total number of term - uses in
indexing

average number of terms used
to index a document

x|
"

o
n

number of documents in the
collection

w o= X 0.

Therefore, I &~ J X D, (2.3)

This relationship suggests that a large vocabulary will
result from the growth of twe facters: (1) incrsass in nuim-
ber of documents indexed, and (2) increase in the number of
terms per document. These results were obtained by an em-
pirical study of the available data, and their mathematiuval
implications have not been fully explored. The limits they
obtained are based on 8 index terms per document items for
2 collection size of 10,000 documents to 70 index terms per

document for a collection size of 1,000,000 documents, This

technique also allows investigation of the rate of growth of
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vocabularies. The rate of increase in ths riumber of index

terms per document is

%% = 35[3,330 log (m; + 10,380) - 12,600]
1440
= 4 ™
D+10

= |

Search Terms

The interrelationships of search formulation terms,
document collection size, and vocabulary are needed to e-
volve quantitative measures for implementing the searching
aspect of the subsequently developed reference retrieval
model. It is particularly necessary to have an analysis of
query intensity and vocabulary usage so that these factors
can be interrelated and related to their counterparts in ine
dexing.

Query Intensity and Time-Rate Usage of Documents. Query

intensity measures the frequency of ussge of a given area of
knowledoe. Therefore, analysis of ths frsgusncy of usage of
documents provides some measure of the need for dissemina-
tion of information in a prescribed subject area.

Arthur D, Little, Inc. (15) plotted the library statis-
tics of large colleges and universities for 1956-57 and con-
cluded that a relationship of requests to the size of the

collection was similar to the relationship of additions to

collection size as shoun,
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R = du®
R = intensity of requests
d = constant
U = size of collection
e = exponent, less than 1 = slope.

Thus, the rate of gueries would decrease with the increasing
size of the library collection.

Leimkuhler's (16) work suggests that the circulation
rate for materials at Purdue, recorded for 40 yesars, is par-
allel to acquisition and holdings (collection size). There
are, however, considerable short-term fluctuations in all

three factors,

(17) (18)

Studies by fFussler and Simon and Jain suggest
8 decrease in the average circulation rates of items as their
‘age increasses. Jain's work, based on limited sampling, sug-
gests an annual decline of 4.5 percent since publication and
6 percent since acquisition.

The work of Morsse (19). which proposes a model using the
Markov Process, indicates that the expected circulation rate
has the following relationship:

R(m) = = + J(m)

R(m) = projected circulation rate for
the current year
m = circulation rate of the previous

year,

«< and J are parameters based on the
various document classes or discipline,
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The parameter =« is considered to be essentially convtant for
approximately the first five years, then declines.to one-half
of its original value by the tenth year, Apparently the av-

erage usage of a giveh book decreases with age,

Vocabulary Usage in User Query Formulation., Inasmuch as
user quéries must be formulated to be retrieved, they require
formulations that use terms in order to identify desired
ftems and to retrisve them from the system. Arthur D. Little,
Inc. (20) provides two alternative hypothesis on the distri-

bution of index terms for retrieval:

1, the assumption that each term in the vocabulary
has an equal probability of being chosen,

92()) = .tls

where q = total number of index
terms in the collection,

2, the assumption that the likelihood of an item

to be chosen is a function of its probability

?F ugage in indexing documents, from equation
2.1 L]

gl(j) = (1-8) gd-1,

~

(1-8%)

This latter approach suggests that the document file is

formed according to the needs of the users and that it pro-

vides material proportional to the intensity of interest in

the various areas. It also infers that these documents are
avajlable, which is questionable.

Search _Strateqy and Usar Quary Formulation, The type

of search strategy‘possible and its effect on output of a
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reference retrieval system are a consequence of tﬁe searche
ing vocabulary and the method of formulation of ssarches.
Therefore, the formulation of searches is investigated., As
indicated by Arthur D. Little, Inc. (21), intersections of
one to four terms were used to investigate the various search
strategies.

By use of the equations previously proposed, the search
strategy is used to formulate the expression for the expected
number of citations of documents to be retrieved, which is

Z: Za(§)To
J=1

which reduces to

where Z = axpected number of documents
to be retrieved per completed
user Query.,

However, epplying this formula in the system being eval-
vated gave the number of documants (citations) far in excess
of that'noted in actual situatfons. Therefors, approaches
for limiting the number of citations were then considered.
The basic equation was also expanded to includs varying num-
bers of terms in the search formulation and is discussed in
greater detail later in this chapter.

Uhlmann (22)

discusses some aspects of intersection of
user request and file items, using Boolean logic and probae
bility theory to devise a probabilistic search-strategy in

a coordinate indexing system. This procedure investigates
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and evaluates relations between secondary sets, produced by
operations between them during the formulation of specifica-
tions, either for documents or for requests, The search op-
eration seeks to ascertain which and how many members or
subsets 2 request and a document specification have inAcom-
mon,
Raver's work (23). which includes retrospective searches,

developed procedures for feducing search time based on the

method of formulation of search strateqy.

Evaluation of System's Performance
The evaluation of the system's performance includes fac-
tors that are endogeneous to the system, These factors are
reflected in retrieval efficiency and a2 desired output in u-
sable form,

Recall-Pertinence, Relsvance., Perry, Kent, and Berry

(24) devised a series of factors, including the recall factor
and pertinency factor, which can be defined with the a2id of

T (25,

ahl
26,27)

[¢:]

o haeod
2.1, Thece factors wmere 2alse basic

te
in his comprehensive analysis of four indexing sys=-
tems in the Cranfield Project.

Lancaster (28) used the same procedure in his evaluation
of MEDLARS (MEDical Literature Analysis and Retrieval System)
but applied the term precision instead cf relevance inasmuch
as he was evaluating user need.

(29)

Montaque used recall and relevance while relating
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25
Table 2.1. These factors were also basic to Clevardon (25,

26,27) in his comprehensive analysis of four indexing sys-

tems in the Cranfield Project.

(28)

Lancaster used the same procedure in his evaluation

of MEDLARS (MEDical Literature Analysis and Retrieval System)
but applied the term precision instead of relevance inasmuch
as hs was esvaluating user need.

(29)

Montague used recall and relevance while relating
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Table 2.1. Recall - Relevance

P P
(Relevant) (Not Relevant)
(Pertinent) (Not Pertinent) Total
R
(Retrisved) a b a+b
R
(Not Retrieved) c d c+d
Total a+c b+d a+b+c+d

Recall = _a_
a+c

Relevance = a
(Pertinence) a+b

expense versus depth of indexing.

ARt this point it seems appropriate to distinquish be-
tween system effectiveness and user effectiveness, which is
well delined by Reesl, whno says

The difference between relevancy and pertinency
is that relevancy is a property which corresponds to

a question, while pertinency is a property which

corresponds to a need, Relevancy is associated with
the relationship between a document and a question,

1Alan M. Rees, "Semantic Factors Role Indicators et
Alia: Ejight Years of Information Retrieval at Western Re=-
serve University," Aslib Proceedings, Vol. 15, No. 12
(December, 1963§, p. 358,
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Information Need

Pertinency

User question (guery)

System question is
indexing language

Relevancy

Search

Answer

Fige 2.1,--Pertinency~Relevance

(from Rees)
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whereas pertinency is associated with the information
need of which the question is a formal reprssentation,
The degree to which relevancy and pertinency coincide
can be considered as a measure of the questicner's
ability to repressnt his need in terms of a formal
statement, [See Figure (2.1)] the skill of the ques-
tion analyst and the effectiveness of the indexing
language.

On this basis it can be assumed that it is the respon-
sibility of the system to retrieve the documents or the ref-
erences to the documents or items responding to the user’'s
articulated qQuery or those which are the subject of his
query.,

Expansion of Recall-Relevance Ratios. Recall-rslevance

ratios can also be expressed in a slightly different manner.

Therefore, a corollary to Table 2.1 is presented in Table

2.2,

Table 2.2 Recall-Relevance (Pertinence)
Weight Factors

Relevant Not Relevant
(Pertinent) (Not Pertinent)
Retrieved K M
Not I
Retrieved L J

K = value of retrieving a relsvant
document

J = value of not rstrisving a none
relevant one

M = cost of retrieving a nonrelevant
document
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L = cost of fziling to retrieve 2
relevant cnae,

Combining the two tables in tha manner ~roposed by Verhoeff,
Goffman, and Belzer (30) procuces the measure of efficiency
€.
E =aK - bt = cL + dJ.

However, at the time this measure was proﬁosed, there did
not appear to be any quantitative information to test the
equation,

Sweis (31) proposed the measure obtained by plotting
the values obtained from Table 2,1,

a b
B t0 VS, -—b"'d
where
=~2_ = recall
a+c
and
D = retrisved non-relevant .
b+d retrieved and not retrieved non-
relevant)

hat it incorporates ail
four fields of relevance and recall., In subsequent work

(32)
Swets did present examples using numserical data. Houw-

gver, the number of sample values needed for each of several
data points has precluded widespread adoption,

This concept is expanded by Salton (33)

, who in addi-
tion uses the terms "fallout"” and “generality.* The ex-

pression used above is designated as follows:
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— fallﬂutg

the proportion of nonrelevant documents actually retrieved
while searching the document collection. The proportion of
relevant documents avajilable for retrieval as a function of

the totél number of documents is

a+c -
3ibverd - qgenerality.,
Bourne, and others (34), propose a system that in-

cludes the standard recall and relevance ratios. Also in-
cluded are a saries of user parameters. Their data show
that various users will tend to disagree as to the relative
importance of the various parameters.

Limitations on the use of recall versus relevance ra-
tios as related to users is demonstrated by Pollock (35).
who arques that sometimes one document is adequate whereas,
at other times, many documents are required. Therefore,
Pollock has developed a model to determine the expected num-
ber of documents needed to satisfy the user's query.

It is reasonable to assume that the number of relevant
documents needed is proportional to the levels identified by

(36) .
Luhn « This aspect is discussed by Wall (37)

» who also
suqggests that there is merit in ranking the various docu=-

mants as to their usefulnsess or relevance,

Performance of Information Retrieval Systems

The primary tests for performance of indexing systems
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are based on the results obtained by Cleverdon, (38'39'60).

The most comprehensive test of an operating reference re-

trieval system is that of Lancaster's (41)

(42)

gvaluation of
MEDLARS, Saracevic, and others , 8valuated a series of

factors in their work at Comparative Systems Laboratory.

Aslib Cranfield

The work of Cleverdon and his associates in the Aslib
Cranfield Research Project, involved determining the effi-
ciency of four descriptor langquages in a test situation
based on a real industry. All of the indexing and the ques-
tions to interrogate the system were formulated for the pur-
poses of the experiment., The descriptor lanquages were real,
and the conditions of the experiment were well controlled,

The general sub ject was aeronauticQ. with half of the
documents being articles in scientific and technical jour-
nals and the other half being research reports. The basic
measure of efficiency was recall-relevance ratios. Tests
were 2lse conduclsd Lo measure efficiency based on ths time
allowed for indexing. By use of a fixad number of documents
in the sample for each descriptor language, these documents
were then indexed by individuals who were allotted a fixed
time interval to accomplish their work., The experiments
ware repeated at time intervaels of 2,4,8,12, énd 16 minutes
per document., The results of this experiment were not evale

vated 8s to the number nor the applicability of each term
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applied by the indexers., However, the effect of the timse
allowed for indexing was evaluated based on retrieval., The
retrieval efficiency was based on the numbsr of documents
retrieved in response to a fixed number of questions for
each test group (consisting of all the descriptor languages
at each level of time allocated for indexing).

Some descriptor languages show a decrease in retrieval
efficiency as a function of time avajilable for indexing;
others show an increase in efficiency. 1In addition, the
gensral level of retrieval efficiency varies between the
various descriptor lanquages. Analysis of the successful
and unsuccessful searches shows a general increase in the
number of terms applied to a document as the amount of time
allocated for indexing increases. The variation in the num-
ber of terms per document is greater between the various de-
scriptor languages than it is between the number of terms per
document for the successful and the unsuccessful searches.

In addition, the number of not needed documents that
would be recovered as the number of terms applied in indexing
increases is not known, Therefore, it can be concluded that,
as time allowed for indexing increases (within some limit),
the number of terms applied to a document will increase. The
applicability of these terms to describe the contents of ths
document and their effect on retrieval cannot be ascertained
by this experiment. Ffurthermore this evaluation used syn-

thetic questions to evaluate the system. Overall data
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showed that all four systems operated at a recall of between
60 and 90 percent, with an averags of 80 percent. All groups
ranged from 74 to 82 percent for the individual recall ra-
tios. Of the failures to retriavé. 60 percent were caused
by indexing failures, 34 percent by question-and-search fajl-
ure, and 6 percent by system failure (indexing system),
Aitchison and Cleverdon's (43) evaluation of Western
Reserve indexing showed 30 percent of the failures to be in
the indexing language, an indication that, in both the Cran-
field and Western Reserve University evaluation, the major
source of errors was either the indexer or the searcher, that

is to say, 2 human error.

MEDLARS
Lancaster (44). in his work with the National Library
of Medicine, evaluated the performance of MEDLARS, which had
been in operation four years. MEDLARS is a multipurpose out-
put system of the National Library of Medicine. In this pa-
per there is concern only with the "demand search" aspect
(i.e. requests formulated in response to a qualified user's
request [demand for information]). The indexing vocabulary
MeSH (Medical Subject Heading), consisted of approximately
7000 pre-coordinate subject headings in thirteen subject
areas, A hierarchical classification was avajlable, and sub-

headings were introduced during the operation of the system,

Approximately 200,000 documents were indexed annually, at an



26

average of 6,7 terms per document., Tapes of the input are
avajlable monthly to a group of cooperating medical centers
located over the United States and some foreign countries.
The searchss are formulated by use of an intersection of
terms (A and 8), or a union of terms (A or C), or a combin-
ation (A and 8 or A and C)., Output is in the form of a com-
puter printed bibliocgraphy. Thereforae, at the time of Lan-
caster's evaluation there was (1) an existing reference re-
trieval system with a specified vocabulary, (2) an inven-
tory of references to documents which were recallable, and
(3) 2 working gfoup of users who were applying the output

of the system to their particular needs. These users could
be considered as sources of measurement of the desired char-
acteristics of the system., While the total objectives of the
evaluation were broader than those given here, two of the
test requirements were to measure (1) its recall power (i.e.
its ability to retrieve “relevant" documents, --- documents
of value in relation to an information need that prompted a
request to MEDLARS) and (2) its precision power (i.e. ifs
abjlity to hold back 'non-relevant' documents).

The efficiency was measured over a twelve-month interval
of operation of the system in conjunction with a select group
of users who wsre unaware of the existence of an avaluation
pregram until they submitted their requests; in this manner
"real" requests were @2ssured. The cooperating users werse

presented their normal output and an auxiliary output with a
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limited number of references to documents. This auxiliary
output consisted of the “precision set" and the "recall set,”
with no restrictions as to being mutually exclusive, or par=-
tielly or wholly contained within another. Practically,
there was usually some deqree of intersection of botﬁ sats.

The "precision set” was a subset of the output liﬁting.
chosen by random number limited to 25-30 references; normal-
ly presented to the usér. The user was presented with the
documents corresponding to the references in the sample. He
was asked to svaluate these documents and state whethar they
were of value to him in his specific request and thereby
relevant, The ratio of the number of documents, judged by
the user to be of valﬁe to him, divided by the number of
documents in his precision set produced the precision ratio
and was assumed applicable to the entire output.

The "recall set" consisted of a listing of references
to documents obtained from other sources such as (1) those
known by the user at the timé of submitting the request, (2)
local librarian, and (3) other sources. The references in
this set, which were judged releﬁant by the user, formed the
denominator of the recéll ratio, and the numbsr of these
documents listed in MEDLARS formed the numerator. The recall
ratio was assumed to be applicable to fhe entire output of
that user. This procedure was adequate becausa, theoreti-
cally, it would have been necessary to review tha entire

listing of documents to ascertain whether they should have
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been indexsd in response to a given request.

Much effort was used to ascertain the causes of faile
ures of formulated searches, both the omission of references
to desired documents and the inclusion of references to un-
desired documents, Effort was made to distinquish between
the types of error; those of indexing versus those of search-
ing, and they were treated independently. However, in each
of the types of error, one specific reason for failure was
generally assigned., The various sourﬁes of error and their
frequency and type of error, as related to the number of
formulated searches, were presented. However, since the com-
piled output data did not distinguish between the various in-
put formats of intersection, union or combination of both,
it is not possible to relate the output of the number of ref-
erences to documents to the number of search terms in a quan-
tified mannsr., Similarly, it is not possible to relate out-
put errors to the number of terms used in indexing except in
a qualitative mannér. The procedure used in evaluating the
output involved, having two subsets of the oﬁtput. the "recall
set" and the "precision set,” had unequal sized samples.,
Therefore, any statistical c¢alculations about the output will,
of necessity, have different confidence limits for the same

population.

Comparative Systems Laboratory
Saracevic, st al (45). have done considerable work on

determination of the source of error in documentation systems
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at the Comparative Systems Laboratory. Their testing pro-
cedure was based on the data presented in Table 2,3.

Table 2.3. System Components -
Constant and Varied

Function Components How Treated

1. Acquisition - policy Constant

2., Source of input, (i.e. degree of Varied
completeness)

3, Indexing lanquage - vocabulary sat Varied
of index terms with a set of rules

4, Coding - symbolic representation . Varied
of index terms

5. File organization - order of file Constant
contents

6. Question analysis - formulating query Varied
concepts into indexing lanquage

7. Search strateqy - procedure to search Varied
the file

8, fFormat of output - physical form and Varijed

degree of representation of document
presented to user

Purpose Components How Treated
1. Class of user Constant
2, Discipline Constant
3., Size of fils Constant

As can be seen from this table, this is a significant

number of componants to evaluate. The function components
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were varied to determine the sffect on the purpose components
which were held constant. Their work does provide a good
basis for ascertaining the effect on other aspects of the
system of varying parameters, and their conclusion is that
the human factor has the highest variability in most com-
ponents of a retrieval system,

Model to Calculats the Number of References to

Documents to be Retrieved
From 2 Retrieval System

The model for this calculation is described in A, D,
Little's (46) worke. In such a system a set of terms is ap-
plied to each document. A search is made by specifying a
set of terms, and only the documents listed under all of the
terms in the set are obtained as formulated search output.
This is a Boolean alqgebra approach, in that, the search is
formulated by using the intersection of terms. This model
was conceived as appropriate for determining the expected
number of items to be retrieved, given the followingx

1, the number of documents in the ccllsction,

2, the number of terms in the indexing vocabulary,

3. number of terms used in indexing a document,

4, number of terms per formulated search.

Based on analysis, plus work on previous systems, it was de-
monstrated that the geometric distribution of the frequency
of the use of each term in the vocabulary in indexing was

applicable. This approach ranks terms in decreasing
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probability of their application of use in indexing docu-
ments, which is shown graphically in Figure 2.2, and is ex-

pressed in equation (2.1)

g(j) = probability of usage of the jth
term in indexing
o(§) = (1-8) B3,

(1-89)

The actual number of documents to be indexed under the jth

term having 2 rank of j can be expressed as follows:

= (1-8) 83-! ¥ p, (2.4)
(1-89)

Vs

It is assumed that the probability of usage of any terms
in searching is directly proportional to its probability of
usage in indexing., Therefore, the expected number of ref-
erences to documents in a search formulated by using one

term is

7. = (1-8)2(1-82q) X D
1 2 a2
(1-8°)(1-8")
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log a(j)

J = Rank of terms
Fig. 2.2-=Frequency Distribution of Term Usage in
Vocabulary
For a2 search formulated by using two independent terms,
the probability distribution equation (22) from page IIA-18
is

h(dysd,) = (1-8)11582) gJl1*Jz,
B

jlsz =1,2,---,q,
This formula is correct if the expression for the number

of terms for use in indexing is defined as

jl = 1,2) -==,q
j2 = jl"’lv j1+21"’vq0
Therefore, the first form of equation (27), page IIA-21 is
correct,
- b © Jy+d
Z,= = = (1-8)(1-8%) 8} 2 ¢ (1-8)2 .
v 2. 2
Jy=l Jp=3y#d B2

J.o+i, _
8”1 2 5%

in addition a correlation factor, F has been added.

2l
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The final form of equation (27), given as

= (1-8)2 %% F

> 2 omits a factor of B in ths
(1+8)(1+B%)
numerator and should reéd'
B(1- B) %2p r2
Z2 .

(1+B)(1+8 )

This develops into the gensral form of the equation

(32), page I1A-23,

_ (1-8)%% Fo g
7. - e,
B Jj=1 B

The correlation factor, Fq, can be expressed as 6n-1,

where B8 is approximately 3.

So the final equation as expressed in No. 33, page
11A-26, is

7 = 1-8 ?Q]q
Q B

olo

T
j=1 1+B7

This is correct if j1 = 1.2.---.ql

Yp T I T,

j = j -1"‘1 = .

3 © 3, iq
Uses

The model, as outlined, can evaluate and determins the
number of documents to be retrieved at various levels of
usage of terms in both indexing and searching. As the number

of terms of either indexing or searching separately is
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varied, the output will express this change., The model is
based on the assumption that the ranks of the index terms

are equal to the ranks of the search attempts,

Limitations
The assumption ofequality of ranks is a limitation and
other limitations are discussed below.

l. The system, as constructed, assumes that the
rank of the search terms is identical to that
of the index terms. This assumption implies
that the availabls data correspond to need.
Carrying this concept one step further impliss
that present needs of users wers anticipatoed
by previous document contributors, and these
documents were processed in accordance with
future need., Therefere, any new arsa of
knowledge development is precluded, because
all future needs are foreseen, and there will
not be any change in demand.

2, Intersection of search sets has been formulated,
but the model itself does not provida for a
union type of search.

3. The value of the equation is in terms of the
expected value. That is to say, it is a single
number without any variance or rangs.

4, If the ranks of the search terms are unequal to
equation tends to become rather cumbé;gém;; If
the rank of the index terms and the rank of the
search terms are dissimilar, these differences
must be related.

5. The procedure prescribed by the model assumes
that all the terms used and only those terms
are applied in both indexing and searching
(independently). Therefore, there is no recoge-
nition of the existence of errors in either
indexing or searching or both, and their con-
sequences in the output of rstrieved citaticons
can not be quantitatively evaluated., A qual-
itative approach, however, is described.
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Total Cost-VYalue

The concepts of cost and value of a system or product
must be considersed if optimum allocation of resources to

benefits are to be obtained.,

Cost Models

The significance of costs in any real system must be
considered. Therefore, they are investigated from several
concepts, For the purpose of this report, they include (1)
monetary expenditures necessary to operate a system includ-
ing the installation expense, and (2) the cost to the user
of preparing his request and analyzing the output of the
list of references obtained in response to his query,

Considerable analysis of cost data for information and
documentation retrieval systems has been exprassed by Lan-
dau (47) in his article "The Cost Analysis of Document Sur-
rogations of Literature Review." The essence of this report
is that very little cost information is available in the
forms of (1) structures for using the cost information, (2)
praocedures for recording and obtaining cost information, or
(3) numerical values to expraess the costs,

Lancaster (48) develops a conceptual procedure for
trade~-offs between input and output costs, and other as-
pects of surrogqation, He discusses (1) cost effectiveness
in terms of how sffective 8 system is in satisfying its ob-

jective, and (2) cost benefits, which relate to the justifi-
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cation of the existence of a system.. He also discusses two
kinds of variables costss (1) those that are a function of
the number of transactions, and (Zi those’that are a func=-
tion of the manner of conducting operations, both of which
are subsaquehtly incorporated in the model developed later
in tﬁis report. Lancaster's report is quite comprehensive
in covering the various aspaects of overviewing an existing
or contemplatsd retrieval system; but it does not present
any specific functional form of relating the various phases
of a surrogation system so that a given situation can be
quantified,.

Keith (49) presents a general model for evaluating ine
formation storage and retrieval systems, His ﬁodel is ex=

pressed in functional form as follows:

e(c,) = £(cy) + E(cm) + E(5) + E(C ) + E(C ).
Where, Ct = Total costs
C1 = System initialization cost

©
L]

Maintenance cost

(@
u

in Input cost

Cop Operation cost

cout

This primary group is divided into phases as follows:
E(Ci) a E(cimp) + E(cst) + E(ceq) + E(ccon).

Where, cimp = Software acquisition cost

Output cost.,

cst = Staff training cost
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Ceq = Equipment acquisition cost

c = File record processing cost.

con
upd) + E(Cogq)e

E(Cm) = £(C
Where, cupd = File updating cost

cedt = Fjle editing cost.,

€(cy) = E(C ) +E(C ),

Where, qur = Query preparation cost

cpro = Query processing cost.

. E(Cop) = E(Copr) + E(cdly)'
Where, copr = Operating time cost
cdly = Delay cost,
E(cout) = E(cf‘or) * E(clist)‘
Where, cfor = Format cost

clist = Listing cost.

Bloch and Ofer (50). wprking.on a selaective d;ssemina-
tion information system, have presented a procedure for re-
lating data through stages of preparation in a functional

v -

form as a step toward obtaining a total cost relationshin,
One of their applications is ascertaining the vélue of com-
puter time and allocating it to various functions as fol-
lows:

T = (Flca + F2'b + Fqec + ra) N,

Where, T = Time for processing N cards

N = Number of cards processed

Fl z Time parameters
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2 = Number of n-tuples
b = Number of sentences
¢ = Number of microprofiles,

Therefore, an application of production functions is pre-
sentad, but the concept is not expressed.

Bourns, et al (51)

did considerable work in evaluating
real and potential users of information retrieval systems,
Much effort was expanded in categorizing the users and ob-
taining their opinions on 2 range of guestions concerning
efficiency, timing, effort, value, and other factors. The

factors held constant by Bourne and fFord are

1. size of the file items (number of pages or
characters used),

- 2. initial file size,
3. amortization period for equipment purchased,
4, rate of return for amortization calculations,
5. burden and overhead percentage,
While the list is adequate for the purpose used by the au-

&
v

thers hs data wers organized on a unit of output basis

versus cost. The units of input and cost per units of in-
put are included simultaneously. Therefore, determination

of variation of use of input or changes in cost per unit of
input cannot be ascertained separately., Application of three
of the factors, initial file size, amortization period for

equipment purchased, and rate of return are included in the

model, which is subsequently developed, Also, it is assumed
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thail the size of the file, item 1, is held constant.

Bourne and Fofd (52) have presented an annual cash flow
and an equivalent annual cost procedure for structuring the
accumulated cost data as it relates to the inputs versus the
outputs and is designed to handle a series of types of mone-
tary expenditures. Considerable thought and effort was de=-
voted to evolving a means of relating time versus other cone-
straints of an information system in terms of cost to the
user. These are as follows:

1. The necessary time to prepare the input
requests,

2, The time delay necessary to prepare and
provide ths output,

3, The time to analyze the output,
4, The time to reformulate the search and go
through steps (1), (2), and (3), if the
first search is not successful or, if
necessary, to obtain the required infor-
mation from other sources.
The authors did investigate user needs, costs, and a proce-
dure for expressing the monetary expenditures based on time.
However, there is no procedure for determining the monstary
expenditures needed to generate a system and when they will
be incurred. Neither are these expenditures and the assso-
ciated user costs related, nor {s there 2 quantified proce-
dure for relating the values of the system directly to costs.
Also, there is no procedure for relating indexing and search-

ing term characteristics as they affect output performance

and cost,
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(53,54)

Marron and Snyderman s working on 2 refarencs

retrieval system using computer storage and retrieval, have
evolved a tima-effort distribution analysis of the form

T=2M+B + 5,

Where T = Computer usage, hours
M = Majntenance time, hours
B = Batched usage jobs, hours
S = Simgly run jaobs, hours,

They determined computer usage cost by making a8 linear dis-
tribution of costs with computer time. Meintenance time

was distributed linefrly between batched and singly run jobs
based on the time involved for each phase which implies that
cost is a function of computer time. In addition, allocated
costs are also linearly related to the basic function,

Kunaey (55)

» evalyating the feasibility and economics of
computer typesstting for scientific publications, presents
data relating rate of ksystrokes and computer processing
speed in cost per unit of each. Thaese functions have the
appearance of a rectanqular hyperbola. Their general form
is applicable to raeference retrieval file data processing,
but the specific valugs have limited application because
they are based on a continuous high volume-input, not inter-
mittant input as in the proposed model.

Stanwood (s6) discusses the cost and time involved in

operating a computerized information retrisval system that

provides selective dissemination of information to a series
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of users. Statistical data pertaining to 2 number of oper-
ations on a percent of time besis is presented. While Stan-
wood's analysis as&ertains the time neéessary for the number
of procedures involved, it is not presented in a manner that
is readily related to the volume throughput of the entire
system or any of its phasas., In addition, it is related to

selective dissemination of information not retrospective or

demand searches.

(57,58,59)

The work of Aslib indicates that the incre-

mental number of terms used to index a document decreases

as a function of time.

Barish (60) presents a technique showing the development

and application of equivalent annual cost, which is used to
relate initial installation and equipment expanditures to the
annual costs and benefits of operating a reference retrieval

system,

Cost Data
(61), hayin

+ 4 1
Montaoue aving deong werk rolating costs, rals-

Te]

vance, and recall for a patent reference system, also pre-
sants some numerical values for the three systems under
study. She also goés into the cost versus depth, This im-
plies that after some particular level is reached the cost
of indexing will increase without limit and without any ap-
preciable increase in depth of indexing. Input costs per

document varied from $4,00 to $15.00, while the search costs
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varied from $32.00 to §102.00 per user question.
(62)

Overmyer , at the Center for Documentation and
Communications Research, in connection with the American
Society for Metals Documentation Services, has done consid-
erable work in costing various types of ocutputs of their
system in addition to covering installation costs. A con-
stant cost per unit of input is presented. Extensive cost
of various ranges of output and input factors is presented.
For the three systems presented, the total search costs were
$105.48 to 8150.48 per response to a particular user query.

Costello (63) shows a8 summary from five data retrieval
installations, A description of attributes of each instal=-
lation, based on 2 large number of variablses, is presented.
A review of the presented costs of actually conducting a
search shows a variation from 85, $19, 645, to 853, How-
sver, the §19 value does not include overhead, and there is
no statement as to whether the $45 and 8§53 value includes
overhead or not, The $5,00 value is the cost based on 15
user time and, therefore, does not include any
operating cost.

R. R, Johnson (64). in evaluating computers, discusses
the difficulty of relating the effectiveness of the computer
by relating time affectiveness to innut/output functions,
file storage size, and calculating capability,

(65)

Helmkamp presents the accounting profession ap-

proach of using a series of cost centers to collect, record,
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and accumulate the costs for a reference retrieval system.
It is his hypothesis that "a theoretically sound managerial
cost-accounting system caﬁ be designed to meet the specific
characteristics of a technical information center by revis-
ing and innovating systems utilized by other enterprises.”
Helmkamp did evolve a basic cost-accounting procedure de-
signed to (1) identify the various physical operations of
the system, (2) collect the various categories of appropri-
ate costs at each of these centers, and (3) accumulate costs
for each center and then aggregating these costs for the en-
tire operation. His analysis showed that 70 percent of the
cost for a2 reference center were fixed, largely for salaries.
Among the various cost and time allocations presented, the
cost of an average retrospective search recorded was $86.06.

Penner's (66)

review of the literature regarding costs
and charges for library information services shows that mea-
ger data exist concerning costs., He structures existing
cost data into 22 items and concludes that costs are greater
than charges made for information services obtained. Appli-
cation of various cost values cited in his article will sub-
sequently be used in the application chapter, Table 7.1, to
be used in the total cost-value model.

Costing of specific retrieval services is available from
Rogers (67,68,69,70) concerning the MEDLARS retrieval center
at the University of Colorado Medical Center.

Cummings (71) presents expenditures for several aspects
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of MEDLARS.
(72)

Communication from Caldwell y of the National Li-
brary of Medicine, presents a statement of various aspects
of performance and operating costs for MEDLARS for tha fis-
cal year of 1967,
. (73) .
Niland establishes a rather comprehensive histor-
ical recording of a series of costs for library expendi-

tures.

Value
Value is a rather intangible factor to define as ex-
(74)

presssd by Mueller » who lists the following difficul-
ties:

1. The lack of an established market for information
in the usual sense of the word,

2. The lack of a standard unit of information on
which to put a price tag,

3, Information is difficult to express tangibly.
The value of the output of the system must be considered in

context to the user, which implies that it must

L5 ]

alatn
Ay

tc
his needs (assuming he has properly articdiated his neads
in his query to the system). Also, the output must be pre-
sented in a usable manner,

I. J. Good (75) proposes a decision-theory approach u-
sing a utility value concept, The expected value, EV (num-

ber of documents retrieved relevant, number relevant not

retrieved, number retrieved not relevant) = €V (a,b,c) on
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Table 2,1, It is his argument that, as the total number of
relevant documents increases, the total value of the docu-
ments to the user increases, and the marginal contribution
of each relevant document decreases. He suggests this may
be proportional to the number of relevant retrieved docu-
ments. The loss of value in going through the nonrslevant
documents retrieved is considered proportional to the num=-
ber of such documents, Therefore, the value of the system
can be estimated from a sample of requests as the average
value,
Z(ya+ec-4Jc-Aab),

where A\ is some positive value, and where the summation is
over all the members of the sample, This principle is then
extended from the concept of relevance to cateqories of rel-
gvance such as high relevance, low rslevance, and irrele-
vance., The problem of application necessitates equating low
relevance to high relevance in absolute units of measure,

Relevant retrieved citations can be considered as have
ing positive valuss while penalties or negative values are
assigned to (1) unretrieved relevant citations and to (2)
retrieved nonrelevant citations. This concept is later ap-
plied in the total cost-value model developed in this paper
by (1) applying a2 cost to evaluate all retrieved citations
and (2) placing a negative value on the unretriesved relevant
citations,

Other structuring of cost data is presented in an
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article by Emery (76). who proposes 2 Bayesian approach to
structure the valus of information as it is applied to de-
cision making. Mr. Emery reviesws the basis of value of in-
formation and stresses the time factor relationship of value
as determined by the effects of the decision with which it is
concerned, Therefore, from 2 management viewpoint, the pre-
cision, the completeness, and the time factor of data are
significant in making management decisions. However, this
particular type of analysis is not largely concerned with
referenﬁe retrieval systems per se,

Gotterer (77) presents the concept of using supply and
demand as a mesans of expressing or of determing the cost and
value of information. He recognizes that there are some
limitations for application of this type of situation. How-
ever, he presents a procedure for the gathering of data so
that a model of this kind could be implemented or at least
obtain data so that the performance of an installation can
be measured,

Bryant (?8). in his work on document handling, goes in-
to considerable detail in discussing procedures for deter=-
mining the cost of documents. This cost was related to the
effect of time required to obtain documents from the home

library versus other potential sources. The procedure could

be applied to ascertain the cost of all the information
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needed, if a complete retrieval of all desired raferences is
agsumed.
(79) . .

Churchman, et al , suggest a procedures of weighting
ab jectives to get the implied costs of intangible factors if
total costs have the following form:

TC = Clx + [other paertinent costs (known) = f(x)]

where TC total costs

C

1 the intangible.Factor (value

unknouwn )

X = the number of items of an
intangible factor.

The valus of the intangible cost factor, Cl' is determined
by setting d{(TC)/dx = 0, using a value of x obtained by as-
suming that the organization has been using ar optimum pole-
icy, and solving for C..

Mueller (80) presents numerical values of information
obtained by using three differsnt procedures at one instal-
lation, They are

l, Report Cost

Heports cost an average of $1200 and are used an
average of 10 times, Therefore, average cost
per yse is 5120,

2. Alternative Cost

Saving on the cost of two people consulting on
a problem, each contributing an hour of tims,
at $10 per hour for each person, total 8§20,

3. Time Saving

€ach retrieval saves 1.2 man-hours of enginassring
time and results in a saving of §$12,
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Several techniques for expressing the value of output
and procedures of limited application that interrelate value
and cost have been presented., An organized approach is
needed to provide (1) a structure to relate benefits to the
critical inputs, (2) a structure for gathering the appro-
priate costs as related to the critical inputs, (3) cate-
gorization of the various costs within the structure, and
finally (4) an application of the first three items to eval-
vate a system. None of the work investigated includes all

of the first three phasas.

Optimization

R system can be optimized if the approptiate cost-value
relationships are known in terms of the parameters that con-
trol the output levels., Subsequently, a modsl to describe
the level of and the type of various kinds of output will
be evolved. However, a procedure for optimizing this output
is described in Box and Hunter's (61) article on an Evolu-
tionary Operations procedurs, which uses an analysis of var-
jance procedure to optimize (either to maximize or minimize)
the entire process in terms of the variables being studied,
A knowledge of the system ig inherently necessary to make
the most effective use of the procedura, Evaluation of the
more critical variables controlling the optimum level of
output will be performed along with an analysis of the ef-
fect of variation in inputs to the optimum solution,

Carlisle (82). in his determination of the value of a
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mineral deposit distingquishes between the maximization of .
annual profit and maximization of total profit from a given
mineral deposit. Maximum annual profit is a function of the

rate of extraction given reserves, and can be expressed

M, = f(R/Q)
where W= annual profit
R = rate of extraction of reserves
Q@ = quantity of reserves in the

deposit.
maximum total profit from a deposit is a function of the
amount of reserves given an extraction rats as shown,

where M = total profit from a given
mineral deposit.

A direct solution for each of these mcdels is provided.
However, since this procedure does not necessarily prescrite
a method of maximizing total profit from a given deposit as
a function of‘two indepandent variables R and @, the author
provides a gensral solution qf the form
L FZ(R,Q).

This general form is expressed quantitatively in the
model being developed.

The conditions for optimizing a function having two
indespendent variables have besen described by R. G. D. Allenz.

who says

2R.B.D. Rllen, Mathematical Analysis For Economists,
(New York: The MacMillan Company, 1568), p. 497,
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In the case of two indepsndent variables, a
point where

F =2f =0 (2.5)
X y

gives a maximum valus of
Z = F(X,Y)

if 2 2
d°Z = f dX + f dXdy
XX Xy

2
+ fxdedY + fyde

is negative definite, {.e8., if

fxx <0

Fex f’xy
Fof > 0.
[ xy 'yy
It would appear that the conventional mathematical econ-
omic analysis of relating total cost to total value, in terms
of profit, would be anothesr procedure that could be investi-
gated. However, analysis of existing work has not indicated

an application of this concept in reference retrieval systamsQ

Conclusions Based on Review

Anaiysis of the work on performance of systems (both
document and reference systems) shows that there are (1) ex-
amples and procedures for ascertaining causes of errors in
the output of information systems, (2) algorithms for cal-
culating the expected number of references to documents that
would be recovered from a given system, and (3) models for
expressing monetary expenditures,

There is no quantitative procedure for determining the
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effect on the output related to the number of terms used in
indexing and searching if either or both of these inputs
vary from the idealistic assumption of a fixed number of
terms for each, which are all used correctly.
It must be recognized that some of this theorstical
work was based on document searches, In addition, Clever-

don's (83,84,85)

work used artificial (manufactured) ques=-
tions that were subjectively designed to be answered by the
contents of some given document(s) and were the basis for
the recall, or rather the lack of rscall, The basis of the
relavance measure was judged by retrieval of documents whose
text did not answer the stated questions, that is, those

(86) evaluation of WMED-~

that were not relevant, Lancaster's
LARS used the recorded case histories. CEut even there, the
somewh3t subjective opinions of the users, of necessity, had
to be used. A reference retrievél system, however, presents
only citations to documents, and additional steps must be
performed to obtain the documents, investigate them, end
verify the recall and relevance of the various citations
provided for in order to fulfill a given user request or
query.,

Tharefore, the cost considerations are of concern, and
there is no procedure for relating the monetary expsnditures
needed to install and opsrate a reference raetrieval system

along with the costs and value to the users in a manner that

includes the performance characteristics of recall and
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relasvancs, based on some factors that can be controlled in a
given reference retrisval system,

Other procedures for structuring costs can be obtainasd
by using conventional economic models., Two types of extreme
condition models are available, both for structuring inputs
and for ocutputs separately. Input usage can have the pure
competition on the pricing of inputs versus the consideration
of monopsony. The output or the sale price of a product can
be modeled by using a pure competition approach which implies
a constant price per unit of product versus tha other extreme,
that of the monopoly situation, The existence of these var-
ious models implies the use of the productibn function to re-
late the inputs to the outputs, then costing the inputs in
conjunction with the production function to relate them to
the cost of the outputs by formulating the total cost func-
tion, The production function is a means of expressing the
physical relationship between input quantities and composi-
tion employed in the production process and the output quan-
tity yieldsd by the process.

Very limited work has been done in the area of describe-
ing functional relationships between the various types of
work involved in operating a reference retrieval system and
the quantity of output, whicﬁ in the proposed model is re-
trieved references to documents. However, these production
functions for the various phases of the surrogation system

can be developed from known or accepted relationships.



CHAPTER III

PROBLEM FORMULATION AND MODEL DEVELOPMENT

Presently, a large number of reference retrieval sys-
tems are in operation., Reference retrieval systems have
been defined as systems that retrieve citations to documsents
in response to a user's articulated query. These systems
process information and data usually for a specific disci-
pline or defined area of knowledge.

The development of relationships between the usage of
terms in inputs, their errors and their relationship to
total vocabulary usage are discussed., These interrelation-
ships are formulated into a general model to relate level

of inputs to the level and quality of output.

Analysis of Reference Retrieval Systems

Tha work done by some individuals has differentiated
the errors in outputs between those caused by the inputs of
indexing and those by searching., Indexing is ths 23sign-
ment of appropriate terms to describe the intellectual con-
tents of a document. Searching is defined as the assignmant
of appropriate terms to define a user's articulated query.

In addition to the proper usage of terms to describe a
document while indexing, two types of errors can be dsfined:

an omission error, which is the lack of assignment of enough

terms to properly describe the contents of a documsnt, and

53
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a commission error, which is the assignment of improper
terms in an attempt to describe the contents of a document,
As in indexing, searching can alsao have omission and com-
mission errors. Thereforas, there are two basic types of
inputs, those derived from indexing and those from search-
ing, each of which has its own proper and improper usage of
terms. These inputs have a common vocabulary with a fixed
Anumber of terms.

It can be considered that recall in output has its
corollary with use in input. The processed inputs can be
specified as (1) indexed documents, (2) formulated user que=
ries, and (3) the terms used by both the indexers and the
formulators of the user queries.

The factors of recall and precision are discussed by
Lancasters, wha states

Whereas, the recall capsbilities of an index

are determined by & policy decision relative to

exhaustivity rather than by an intrinsic property

of an index lanquaqe, tho precision capability

of an index is entirely dependent upon the ability

of the index lanquage to describe topics precisely

{iets, upon its specificity).

Depth of indexing has been used in two contexts in the

literature:

1. 2application of additional terms to cover
more concepts (increasing the exhaustivity),

2, or to index a2 limited numbsr of concepts
more exactly (increasing specificity).

3F. Wilfrid Lancaster, Information Retrieval Systems
(New York: John Wiley & Sons, Inc., 1968), pe 58.
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Greater exhaustivity implies using a greater number of index
terms. Greater precision is obtained by a greater precise-
ness of class definition, therefors,

recall ~ exhaustivity
precision & specificity.

Greater exhaustivity reduces precision for two reasons:
l, it includes more peripherazl items,

2, 1in some systems there is greater probability
of "false coordinations" eof terms.

Greater precision is achieved by
1. better class definition,

2, fewer class definitions implying fewer
“false coordinations"” of terms.

A given reference retrieval system has its levsl of op-
sration controlled by (1) the prescribed depth of indexing
(exhaustivity) and (2) the capability to describe the con-
tents of any document that may be indexed by its specified
vocabulary (specificity). Inherent in the system is the
probability of omission af relevant terhs and the inclusion
of nonrelevant terms in both indexing and searching, Thess
factors interact to control the number of references to doc-
uments in the output, including the number of desired and
undesired references to docbmants obtained and the number of

desired but omitted references to documents from the output,

Index Term Usage Errors
Rs the indexing of a document progresses from applica-

tion of the first to the last term applied, the omission
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error expresses the existence of terms which are needed but
have not been used at any point in indexing. Initizlly,
none of the needsd terms have beén used. Therefore, as the
number of terms used in indexing increases, the probability
of the omission error decreases until at some level there
should be no omission error. CLonversely, as the number of
terms used in indexing increasss, the probability of using
extraneous terms, or commission error, increases, Commise
sion error can be expressecd as the application of unneseded
terms in an attempt to express the intellectual contents of
a document, Therefore, as the number of terms used in in-
dexing increases, the probability of committing a commission
error would increase, At some finite levsl the omission er-
ror will be zero, and all terms being added would be essen=-
tially commission error terms, |

A general autline of the indexing terms, as expressed
by their need and use, is shown in Figure 3.1.

for this analysis the number of needed terms will be
@ndlyzed Tirst.

In general, XNU = ;Dxni. where i = 0,1,2,===,p

= where s < p
p = number of cells or positions that are
available for application of index

terms,

if xn = 1, it designates that a given cell has
been indexed with a needed term,

0 < XNU < XN,

XNU is the function which designates the intermediate accu-
mulation of the number of terms needed to defins the contents
of a document, assuming no arror,
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Fige 3.1,--=Input Data Categories
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XN has some numerical value for the given level of exhaus-
tivity and specificity of indexing: it is the number of
terms needed to express fully all aspects of the contents
of a document so that the omission error is zero, which is
independent of the commission error.

Since, in general,

XN = XNU + XNU, (3.1)
and

XNU = XN - XNU,
For example, XNU designates the number of index terms needed
but not used.

The relationship of the needed index terms is shown in
Figure 3.2, As shown for Fiqure a, XNU increases to XN, if
a perfect relationship is assumed between the number of
terms used and their need.

Similarly, in Fiqure b, XNU increases and XNU decreases.

The number of terms used to describe the contents of a
document is analyzed as follows:

XU is the variable used to designate
the intermediate accumulation of the
number of terms used to define the
contents of a document.
XMAX = limit X MAXIMUM
0 < XU < XMRX,
where XMAX is the number of terms that
must actually be used to define
the contents of a document so
that the omission error is zero,
It has some numerical value for

the given level of exhaustivity
and specificity of indexing.
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Since,
XU = XNU + XNU (3.2)
and the expression for the number of terms not used is
XU = XNU + XNU
therefore,

XMAX = XU + XU

XHAX

XNU + XNU + XNU + XNU, - (3.3)
Similarly, with the number of needed terms,
XMAX = XN + XN

where,

and

XN

XNU + XNU, from equation (3.1).

Therefore, if

XU = XMAX,
XMAX = XNU + XNU,

The relationship of the used index terms is shown in
Figure 3.3, Part a shows the general increase in XU to the
value of XMAX, Part b shows XNU and XNU both increase until
their composite effect egquals XMAX,

As can be noted, a group of terms are a subset of both
the needed and the used terms; therefore, both of these
terms are needed and used, the XNU terms, where

XNU < XN,
and XNU < XU,

The composite effect of all of the changes in categories
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of terms as XU increases can be viewed in Figure 3.4, which
shows that, as XU, XNU, and XNU increase, XNU decreases.

Based on the premise that there is a finite number of
concepts, which are expressed in a8 finite number of terms,
there must be some value of XU for which each incremsntal
XU will have little probability of being in the XNU cate-
gory. This conclusion is based on the assumption that ini-
tially, in indexing, sach term used has a high probability
of being needed, and with each successive term used in in-
dexing there is a decreasing probability of it being unique
in expressing some aspect of a document. Therefore, the
probability of omission error decreases, and the probabil=~
ity of commission error in the usage of a term increases
with the number of terms used.

These results coincide with Lancaster'sa work, who says

These figqures, of course, demonstrate the custom-

ary effect of variations in indexing exhaustivity:s

the more terms used, the grezater will tend to be the

recall but the lower the precision; the fewer, more

selective the terms used, the lower will tend to be

the recall and the higher the precision.

THE PREVIOUS WORK HAS INDICATED THAT THE EXISTENCE OF
AND THE EXTENT OF THE OMISSION AND COMMISSION ERRORS CAN BE
EXPRESSED AS A FUNCTION OF THE NUMBER OF TERMS USED IN IN=-
DEXING. The locations of some of the major points of inter-

est have been discussed. The first is the origin XD, where

no terms have been used in indexing, Therefore, the omission

4F. W, Lancaster, Evaluation of the MEDLARS Demand
Search Service (Bethesda, fMaryland, National Library of Med-
icine, January, 1968, Report No., PB 178-660), p.57.
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error is maximum, and the probability of commission error is
P(c)=0. The second point is wherse the probability of omis-
sion srror changes from P(c)=0 to P(c)>0. The third point
of interest is where the probability of omission error is
close to or squal to zero within some confidence limit and
occurs after applying some finite number of indexing terms
to describe a document, A fourth point can be defined at
same distance beyond the point of “zero” omission error,
where all terms being used are commission error terms.

Tﬁerefore. four points can be considered, based on the
sequence of the terms used in indexing. They are shown in
Figure 3.5, At the origin is the point where the probabil-
ity of commission error equals 0 and is designated X0, At
some point, the probability of commission error becomes
greater than zero, which is designated XC. The minimum ex-
tent of this point is X0, At some finite number of indexing
terms, the point where the probability of committing an
omission error appioaches 0 will be reaéhed. This point is
designated XMAX, The maximum extent of the third point
would be the total list of all the sequential numbered terms
in the vocabulary, This limiting value is designated XQ.
Since four points can be defined, three areas can be defined
as existing between these points. Area I is defined as that
area that covers the interval in which there is probability
of omission error, and commission error will be zero, and

the area lies betwesn points X0 and XC. Area 11 has
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probability of omission and commission error. This area lies
between XC and XMAX. Area III is that area in which thare is
negligible probability of omission error. Therefore, the
probability of commission error is P(c) ¥ 1, That is, for
each XU term applied in indexing, P{XU = XNU] & 1, This re-
gion extends from XMAX to XQ, It is assumed there is in
Area 1 and 11 a functional relaticnship between the number
of terms used in indsexing, XU, and the number of terms used

but not needed, XNU.,

Index Vocabulary Usége Errors

The work in the preceding section has arqued that a gen-
eral relationship between index term usage and deqree of
error exists,

The relationship

XU = XNU + XNU, from equation (3.2),

gives a general numerical relationship of the number of er-
ror terms of the commission category plus the number of
terms used in indexing,

Using the expression

XU = the number of terms actually used in 2
given system,

one can see that the total number of term uses in the entire
system is the number of terms per document times the number
of documents indexed, or

m o= XU D, (3.4)

The relationship can be shown diagrammatically by the
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co . (87) .
representation in Raver's work, which bas been recon-

structed in Figure 3.6, where

D

document numbers

J

index terms,

This diagram shows that the cumulative frequency of usage
of terms must equal the number of terms per document times
the number of documents which, in both cases, is thas sum of
the linkages between index terms and documents,

Similarly, the cumulative numbsr of uses of all terms
in the roabulary must be equal to this amount. If it is
assumed these terms are geometrically distributed, it can
be expressed in current variables by using equation (2.4) as

vy o= (1-8) 8=l xy p
(1-89)

and the cumulative distribution is expressed

q q je1
m,= S V.= I (1-8) B2 "xu D
j=1 d  j=1 (1-89)
n, = XU D

so that from equation (3.4)

TTV = TTIQ
Therefore,
= = XU D
VJNT{V 'I'rI
and
XUV,
J

It can be seen that the relationship of errors in index-

ing can be related to parameters of ths total index-term
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vocabulary distribution, if one assumes that the probabile

ity of errors in indexing ie applicabls to each of the terms

of the vocabulary. Therefore, to analyze the fre-quency of

errors of the tetal vocabulary term uses, one can make the

following assumptions:

1.

3.

The probability of error in the usage of index
terms is a function of the number of times a
term is used.

The probability of a given term being used
erroneously can be eithor directly or in-
versaly proporticnal to the frequency of
usage of the term.

The probability of a term being used in error
is a constant. This latter situation implies
that collectively each term usage has the same
probability of being used

a, correctly,

b, in an omission error situstion with a
constant probability of kl'

c. and in a commission error situation
with a constant probability of koo
‘where, k, is not necessarily

1 equal to k2.

This latter assumption impliss that all terms make the

same amount of information contribution in terms of gross

contribution and have the same degree of error as shown in

Figure 3.7, IF THIS ASSUMPTION IS NOT TRUE, THE IMPLICATIONS

ARE THAT SOME TERMS ARE VERY PRONE TO BE USED IN ERROR AND

THAT THE QUALITY CONTROL OF INDEX TERMS IS HIGHLY VARIABLE,

The existence of and the extant of errors of omission

and commission in indexing as a function of the number of
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VU
~ VU
UN
VNU
log
f =V

0 J 1
Rank of terms

Fig. 3.7,--=Vocabulary Index Term fFrequency

Where UN = Constant for the needed term distribution
on a frequency basis, assuming perfect
indexing,

VU = Constant for the used term distribution

On & frequency uasis,

I = Number of terms in the indexing vocabu-

lary,
BN = Parameter of needed term distribution,
BU = Parameter of wused term distribution,
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terms used, given the specified levels of indexing, has been
presented as well as the ratio of error in indexing to that
of total vocabulary term usage.

The concepts as develaped in indexing can be directly
adapted to those of searching, where there can also be omis-
sion and commission errors. The expression of terms will
change from

XN, XU, XMAX and others to those of

YN, YU, YMAX, similarly.

Search Formulation
In addition to defining inputs in terms of indexing and
searching and their associated errors, the input of search-
ing can be formulated into two polar Boolean approaches,

intersection and union,

Intersection Search. An intersection search is formu-

lated with the following conditions:

1. A population of search terms £, with a series of
formulated searches contzining one or more ele-
ments aof £, designated €,

2. A population of index terms I, with a series of
documents indexed with 1 or more elements of I,

3. The ouvtput, ZU, equals the number of references
rzcovered and is a function of indexing and
searching formulation,

The number of elements in a search can be considered

fixed for a given system and will be defined as YU, Thus,

for intersection searching there are YU terms,

where 0 < YU < E,
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Similarly, in indexing, the number of elemsnts used in
indexing a document can be considered fixed for a given sys-
tem and will be defined as XU,

where 0 < XU < I, if, XU is an integer,

The subeset of £, El (EBI'EBZ’---’EBN)' is then matched
with the population of I to find that series of documents
that are indexed with the terms specified in the search.
Only those references to documents that are indexed with all
of the elements specifisd in the formulated search will then
be retrieved and will be expressed as output, ZU,.

In an intersection search only those references to doc-
uments that can be retrieved under any search are those doc-
uments indexed with more terms than those specified in the
formulated search.,

Therefore, 2U > 0, if YU < XU.

ZU is proporticnal to the number of

documents indexed with more terms

than those specified in the inter=-

section search.,
or Zu = f(Xu, Yu). (3.5)
However, if ths numbasr of search terms is greater than the
number of index terms, there will be no complete mapping of
search terms into indaex terms and ocutput will be zero.

If YU > XU,

Uy = 0,

Union Search. The union search is formulated by using

one of the searches containing one or more elements of EF'
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(Epyefpgrmm=rtp).

A1l of the references to documents containing one or
more of the elements specified in the formulated search will
then be retrieved and will be expressed as output, ZF.

ZF ~ XUu(YU),

Therefore, the number of index terms per document
increases output., Similarly, the output increases with the
number of search terms, YU,

It can be stated, therefore, that the quality and quan-
tity of the output of a reference retrieval system is de-
pendent on (1) the quantitative relationship between the
number of index and search terms and the number of citations
to documents recovered in a search which can be described
as the level of performance model output and (2) the type

and extent of errors in the index and search terms.

Level of Performance Model Output

A performance model is a procedure to determine the
number of references to dOCUmenté obtained, qiven the param-
eters of the indexing and searching aspects of the system,
A simulation technique for ascertaining the number of ref-
erences will be developed, which subsequently will deter-
mine the effects on output of various combinations of er-
rors in inputs.,
In the performance model devsloped by A, D, Little,
(88)

Inc. , @ factor to compensate for the difference between



74

theoretical numbers of items retrieved and the actual nume
ber of items retrieved was used. However, it must be notsd
that in their work although they did ascertain the frequency
of terms used in indexing, they assumed that the frequency
of terms in the séarching vocabulary was a fixed ratio of
the terms used in the indexing vocabulary, Inasmuch as the
indexing and searching are independent functions, it seems
unlikely that the frequency of usage of each of the search
terms will be a constant proportion of their frequency of
usage in indexing. An independent determination will be
made of both the frequency of the number of terms used in
formulating searches and in the frequency of the individu-
al terms used in searching. This independent determination
will eliminate the modification facter that is needed to
correlate the theoretical model with the results obtained
in actual practice.,

A procedure to relate the independent distributions of
the index terms and the search terms, assuming an inter-
section search, will now be discussed, This work by A, D,
Little shows that the probability of usage of any term j in

indexing, equation (2.1), could be expressed as
. j=1
0,(3) = (2.8) 877",
(1-8%)
The actual number of documents to be indexed under the jth
term, baving a rank of j, can be expressed by using the form

of equation (2.4),
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vy = (1-8) gd=1 % p,
(1-89)

Set FI(J) = Vj.
Therefore, in current variables

P (3) = §1-81281j'1§ D . (3.6)
(1-819)

BI = constant that specifies the
slope of the index term fre-
quency distribution,

The probability of using the kth term in formulating a

search can be similarly expressed

g, (k) = (1-80)8¥7l = 1,2,000 0
(1-8c%)
where g(k) = probability of using the
kth term in formulating
a search,
BE = constant that specifiss

the slope of the search
term frequency distri-
bution,

k = rank of search terms,

The expected number of references to documents to be
retrieved by using one term will be the number of referencos
to documents times the probability of selecting the kth
search term summed over all k terms in the search vocabulary,
This procedure assumas that the rank of the search terms is
the same as the rank of the index terms.

-~ 9 &7 -
Z = & I f(j) qg(k)X D,
J=1 k=1
Where, Z = the expected number of refer-

ences to documants to be
retrieved.
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However, it is proposed by the author that the functional
expressions for the index and ssarch relationships reflect
different constants for the slope of the distribution of

terms., Therefore the following expression is derived.

g -
£ (1-80)8197% (185Xt ¢
1 k=1 (y_g1¥) (1-869)

Since the number of terms in the indexing vocabulary,

Z, =

0.
i

u MD

3

q, is equal to the number of terms in the searching vocabe

ulary, f, the equation can be wuritten as follows:

q q .- ’- pa—
Z.= L Z (1-81)(1-85)813" "t % 0,
J=b k=l (4 _819)(1-8£9)
As the number of index and search terms changes, this for-

mulation becomes rather complex, Since g can range up to
10,000 in value, 2 two term problem such as the one treated
here can give computational problems., A three term problenm
would be intractible,

A mathsmatical model has been generally dsveloped to
express the output of a reference retrieval system on the
basis of the expected number of references to documents by
using an intersection search. The limitations on values
are that the number of search terms must be lsss than the
number of index terms. This model usss indspendent deter-
mination of terms, assuming an intersection of search terms.
Howsver, this model does not adequately handle all input
error effects, Therefore, it is proposed to design a simu=-

lation model that will use the data as prescribed for the
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proposed level of operation (including the errors). The
output, on the basis of the number of references to docu-

ments of various categories, will be determined.

Proposed Model

Of primary concern is a means with which to determine
the performance, cost, and value of a reference system so
that its performance can be optimized. Performance is mea-
sured in terms of the number of cited documents retrieved
from a system in response to formulated user queries inter-
acting with the indexes of cited documents., Total cost is
based on the necessary monetary expenditures incurred to
produce output and the cost aof the user's effort to initiate
the search and evaluate the retrieved output. Total value
is obteined by determining a per~-unit price for usable ref-
erences, then relating the price to the total number of u-
sable citations. By its description this will be a system
that operates with terms to describe the subject matter of a
document. These terms can be identified and the number
counted. This type of system is typified by the use of co-
ordinate indexes., Much of the theory previously reported
was based on document retriéval systems, It is recognized
that the users of any information system must, at some stage,
have access to the contents of documents (in some form).
However, the concern here is only with reference retrieval

systems, The value of the reference retrieval system must
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be considered in terms of the larger aspect of document iden-
tification retrieval, The main concern of the system is with
identifying the relevant documents, not in obtaining them.

Therefore, the proposed model consists of two phases,
the reference retrieval model and the total cost-value mod-
el.

Reference Retrieval Model

The reference retrieval model consists of three stages
(1) the error-determination technique, which was presented
earlier in this chapter, for measuring “omissiﬁn“ and “com-
mission" error in indexing and searching, given the number
of terms and their categories, (2) a performance model for
calculating the expected number of references to documents
in each category, and (3) the output evaluation procedure.

The second phase develops a cost and value structure to
evaluate policy changes in indexing and searching and to pro-
vide a procedure for optimizing the system, given the con-
straints.

Error Determination Technique, The technique for de-

veloping and measuring omission and commission error in in-
dexing and searching was presented previous to the "Proposed
Model" section in this chapter.,

Performance fModel. The use of a mathematical approach

to develop a simulation model will treat the performance of
an actual reference retrieval system as a "black box." The

quantification of inputs and their usage in the model will
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allow analogizing of an existing system as searching cpaf-
ates on the references te indexaed documants to produce cute
put of citations to documents. The output of the perform-
ance m0d§1 will be the expscted number of references (cita-
tions to documents) of the relevant-recalled, the nonrele-
vant-recalled, aﬁd the relevant-nonrecalled documents., The
first of these outputs, the relevant-recalled, is dasired;
and the latter two outputs represent errors of the system.
The performance is based on the following parameters and

factors of the system to be determined as in Table 3.1,

Table 3.1. Parameters and fFactors
of the System

Endonennnus Yarizhlesg

‘Inputs
XU = Number of terms actually used to index
a document.,
YU = Number of terms actually used to formu-

late a search,

Each of the above two inputs may exist in the two
categories; needed-used, not needsd-used; the nseded !
not-used cateqory is omitted.

Qutputs
IN = Number of references to documents obtained
as output with perfect indexing and
searching.
ZU = Number of refersnces to documents actually

obtained as output.

ZNU = Number of references to documents needed
and obtained as output.
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INU = Number of refsrsnces to documents neesded,
and obtained as output,
ZINU = Number of references to documents not

needed, but obtained as output.

As with the inputs, the output may be two of three
categories, NU, KU, Also, the output is the result
of a process expressed by two independent variables.
Its output will be 2 variable with the associated
categories of NU, NU, and WU,

Exooeneous Lonstants

D
S

D -~ M

Number of indexed documents in the reference file,
Number of user queries to be formulated annually,
Number of terms in the indexing vocabulary,

Number of terms in the searching vocabulary,
Number of searching installatinns.v

Number of new documents indexed annually,
(replacements) <

Number of search files repreduced annually per
installation as related to the number of new
documents indexed annually.

Endongensous Constants

XMAX Total number of terms needed to be used in

indexing a2 document to avoid any omission
error,

YMAX Total number of terms needed to be used in

formulating a search to avoid any omission
error.,

XN Number of terms needed to index a document,
error-free,

YN Number of terms needed to formulate a search,
error-free.
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The performance model is designed to show how the exo-
geneocus and endogeneous constants interrelate and how these
variables interaﬁt._ Their end result or output are the reo-
trieved completed user queriss, Parallel structuring af the
model, based on intersection or union searches, are necese
sary to accommodate two approaches to formulating searches,
Previous work by A, D, Little (e9) will be expanded and
modified to facilitate a simulation approach of a perform-
ance model,

The functional relationships, pertaining to the per-
formance model, ars expressed as follows:

1, Number of terms per indexed document'
X = £(1), 0 <X <1,
2, Number of terms per formulated user query

Y = f(E), 0<Y<E,

3., Number of citations to documents per
retrieved user quary

V4 =’h(X,Y). but, it is also
Z = f(IoE/D)o
4, Total term usage in indexing for all
documents

o= F(x/D,1),

5. Total term usage in searching

e = F(Y/s,E),
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X = fF(I)
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S
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Per Formulated
User Query

Y = f(E)

Number of
Citations per

Retrieved Com-
pleted User

Query
Z = h(X,v)
z = r(1,£/D)

Fig. 3.8,-~Performance Model
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6. Total number of retrieved citations to
documents in all retrieved searches

"Z s F(Z)o

nz = F(X'Y)'

TTZ = F(I'E/D'S)'
n, = x2,

Qutput Evaluation, The output evaluation procedures

utilize ths output from the performance model and interre-
latg it with the inputs, Since there are two inputs of in-
dex and searcﬁ terms, there is no direct mathematical way
to relate directly the level of output back toc the index-
ing or searching variables, Therefore, alternative indir=

ect procedures must be devised.

Total Cost-Value

Knowledge of @he cost structure of the system is nsed-
ed, The costs must be related to the inputs so that changes
in the.inputs of indexing and searching and their associated
cost changes are properl& reflected in (1) the number and
cateqgories of output of citations to documents, and (2) the
total costs of the system,

The general format is the development of production
functions to relate the independent input variables to a
stage of output but expressed at thas level of usage.

A production function is a means of expressing the
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physical relationship between the input quantities and the
composition employed in the production process and the out-
put quantity yielded by this processse. Application of rels-
vant cost data for the various inputs will allow determin-
ation of total costs. The cost and value model will be
developed in a series of ssqusntial stages, each of which
represents one phase in the operation of a reference re-
trieval system, ‘

The variables of inputs and outputs, X, Y, and Z, will
be subscripted to identify the various phases of intermedi-
ate output, Application of relevant cost data to each of
thess phases will allow formation of a set of independent
cost functions. Summing up these various cost functions
will yield the total cost function for the entire reference
retrieval system, A similar development of value functions
is derived.

Total System Production Functions. The production

functions for the system will be subdivided into two phases
for total cost of facilities and one phase for the total

output benefits,

The two phases for the total cost of facilities are

1., Total initial facilities investment and indexing
facilities

These include the facilities for obtaining, index-
ing and storing the documents, index data prepar-
ation and production of accessible search files
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and equipment costs. A series of functions mea-
uring the increasse in labor, services, material,
and equipment usad as the level of index terms
used, XU, increases as related to prescribed
activities will be devsloped. This scope of
activitios will be independent of the number of
search ternms, YU,

These functions will be formulated so that when
the cost of the factors are introduced, it will
be in the form of an cquivalent annual cost,

2. Operating functions

A series of production functions will be qener-
ated for indexing and searching separately., These
functions will relate the quantity of labor, ser-
vices, and material thazt correspond to the fea-
sible range of index and search terms baing cone
gidered.,

The series of functions for indexing will relate
to (1) primary indexing and (2) data input and
constants to the system. Since this is presented
on an annual basis, the number of documents in-
dexed annually must be considered.

The functions for searching. can be grouped as
follouws: (1) those directly relating to the
search formulation and (2) those relating to
the file-search operation, The annual number
of searches, S5, and the number of search
installations, T, must be considerad.,

Total Value of Output Benefits. Valus in the real sys-

tem is obtained by retrieving references to needed documents
in response to a spescific request.

A positive value can be assigned to each desired refer-
ence retrieved and 2 penalty assigned to sach needed docu-
ment not retriesved.

There is a negative value or cost based on the premise

that there is a cost of evaluating all of the items listed
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on a completed user query. This cost would include both
relevant and nonrelevant items, Therefore, the cost of e-
valuating the completed query is in direct relationship to
the number of items listed, The valuss and costs for each
of the phases are then combined to produce the total cost
model,

The mcdel being designed will ascertain the number of
documents of the specified cateqories of output as a func-
tion of the number of index and search terms.

Optimization, Optimization can be viewed in the econe-

omic sense of

Profit = TvOB - TCF, (3.7)
where TVOB is designed to include all benefits derived from
retrieved citations to documents and the costs to the user
for preparing and analyzing the output. Cost, TCF, includes
all monetary expenditures, whether they are investment or
operating expense, The system, thersfore, includes all
costs based on the user's effort and the monetary expendi-
turss necessary to develop and operate the system.

The output level of maximum profit is expressed in the
gconomic sense of maximum positive difference between TV0B -
TCF, where the value and cost surfaces are based on ths in-
dependsnt variables prescribed by the number of terms used

in indexing and searching, X and Y,



CHAPTER IV
REFERENCE RETRIEVAL MODEL

The real reference retrieval file consists of refer-
ences to documents identified by “flags" or index terms,
These files are formed by the aggreqgate of all the documents
indexed, along with their index terms. The searching con-
sists of expressing the user's request in terms chosen from
the same vocabulary used by the indexers, then interrogating
the aggregate index file and recovering those documents that
are "flagged" by the search terms. Whether or not the ref-
erences to documents and their "“flags" are expressed in prose
or in some compatible notation is of no consequence here.
However, if differsnt expressions are used, these expressions
must be consistent and compatible. The output of the real
system consists of a listing of citations obtained as des-
cribed above 2nd includes the information needed to identify
the documents listed., The expressions used may include fac-
tors such as author, title, source, and other data; and they
are at the option of the individual system designer.

A model to evaluate the stages of a reference retrieval
system must relate the inputs to the system, simulate their
interaction, and provide quantified output. The output can
then be expressed to relate the cuantified output to the
level and type of inputs,

The reference retrieval model consists of three aspects,

87
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1. the categorization of the input and associated
errors,

2, the ascertainment of the output as prescribed
by the level of indexing, and

3, the relation of the level of operation to the
level and type of input, since this is an anal-
ytic phase., This relationship will be developed
in subsequent work,

Input Error Catsoorization Technique

The model will be developed as related specifically
to indexing., The technique consists of the intellectual

phase, and the analytic and development phase.

Intellectual Phase
The intellectual phase consists of the concepts involved
in

1, designation of discipline of interest, which
includes,

a, describing the defined discipline, and

b. the rules for choices of indexing vocabu-
lary terms of a reference retrieval system,

2. the document content determination concents.
which include

a, the operating level of indexing,
b. indexing rules,
c. factors of indexing evaluvation,

Discipline Designation., The discipline designation in-

cludes (1) the definition of the subject and the prescribed
area to be covered by a reference retrieval system, and (2)

the rules for choosing the indexing vocabulary terms
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consistent with (1),

The relationship of the number of terms needed as a
function of the document collection size has been analyzed
in historical performance of operating systems as shown in
previous work. In A, D, Little's (90) work, eguation (2.2)
showed that

I =18/0
(31)

and in Houston and wWall®s work, equation (2.3) showed

INIJYDO

Therefore, the number of terms needed in the indexing vocab-
vulary is a function of the document collection size and can
be determined so that an adequate number of terms are avail-
ablza to uniquely identify the content of any and all docu-
ments in a collection,

The subject of the discipline of interest must be iden-
tified and defined., The concepts to be included must be
expressed, and the vocabulary terms chosen must be consis-
tent with discipline subject. The definition of tarms to be
used must be in accord also. The following items must be
considered in developing this vocabulary.

1. The terms must be hutually exclusive,

2, All aspects of the discipline being considered
are to be included,

3. All terms are to possess or have equal value
for expressing information,

4, The entire population of the discipline of
interest is to be expressed by an appropriate
number of terms,



9D

Document Determination Concepts. The document deter=-

mination concepts include factors concerned with the oper-

ating level of indexers, the indexing rules, and indexing

evaluation considerations,

The application procedure consists of conceptual con-

sideration of exhaustivity and specificity, Exhaustivity

is expressed as

the decision of the management of the sys-

tem to define the number of concepts that exist in a dccu-

ment that are toc be recognized and indexed, which is the op-

erating level of the system., Specificity is the restriction

placed on the indexer by the operating level of the system

that defines his range of the number of terms to be used to

describe the contents of a document,

Since, for

purposes aof control there must be 2 proce-

dure for evaluation, this procedure is also included,

Therefore, three phases are defined.,

1. The number of concepts that are to be recognized
and expressed in evaluating a document for ine

dexing

are defined., This definition is prescribed

by management and is the level at which the sys-

tem is

cperated, where each document is indexed

by some number of terms,

2, The operating procedures for indexers are

a, to

b, to
to

c. to
of

d, to

identify the concepts of the document,

ascertain which concepts are pertinent
the subject area,

arrange the concepts in descending order
significance,

express these concepts in terms of the

vocabulary, that is, specificity.
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Indexing is an attempt to describe ths intellec-

tuval contents of the documents and is not a

quality control of the contents of the documents

themselves,
3. Operating procedures for indexing evaluators are

a, to make an independent determination or re-
indexing of any document being considered by
using the vocabulary as qiven,

b. to then ascertain the deqree of adherence to
the opcrating rules for indexers and deter-
mine the type and degree of disagreemzent,

Analytic and Development Phase
The analytic and development phase, which defines a pro-
cedure for quantifying the inputs of indexing and searching
and their errors, is divided into three parts, They are as
follows:
1. the functional relationships,
2., testing procedure and experiment conduct,

3, parameter determination,

Functional Relationships. Functional relationships ex-

press the category of an index or search term with the lev=-
el of indexing or searching. The prescribed conditions are
(1) a specified number of concepts given, (2) a set of vo-
cabulary terms to express these concepts, and (3) the pre-
sence of "omission" and "commission" errors. Therefore, the
number of terms needed will be equal to or greater than the
number of concepts given. The requirements are (1) a proce-
dure to determine the number of terms needed to express all

aspects of the given concepts, assuming perfect indexing,
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(2) accepting the probability of errors that exist in the
indexing phase as applied, and (3) devising a procedure for
determining the number of terms actually needed to define
fully all aspects of the concepts given the existence of
errors, Previous work has shown that there are, theoreti-
cally, three areas of knowledge which can be defined, as-
suming that there are an adequate number aof terms in the
vocabulary to express all aspects of the concepts, which
are designated areas I, I1I, and 111, Area I is that region
where there is no probapility of omission errors. Area 11
is where there is probability of omission and commission er=-
rors. Area III is the region where thare is no probability
of omission errors, but the probability of commission errors
is equal to 1.

The indexing can be considered as a group of m cells in
which the terms to define concepts will be the number of
cells used. Indexing is, essentially, a sampling of vocabu-
lary of terms; however no one term can be used more than
once, Therefore it is sampling without replacement., Thus
various levels of indexing are not independent. Therefore,
a factorial analysis experiment, as such, can not be used
in evaluatinq the outcome of an experiment on this system.

Given that a term is to be applied to a2 document, the
applicability of that term as related to the concept can be
considered on 3 0,1 basis. Either it is applicable or it
is not applicable. However if several documents are con-

sidered or a document is reindexed several times, indexing
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a document at the mth

cell is sampling with replacement, and
the (Pj(m)) = Pl is constant, where Pj is the probability of
a term being used propsrly. Therefore if the number of con-
cepts and other variables are held constant, the probability
of P should decrease as the number of terms used in describ-

ing a document increases.

Testing Procedure and Exoeriment Conduct., The testing

procedure consists of having a representative number of doc-
uments indexed by using enough applicable indexing terms sc-
that the appropriate cateqories can be defined, These in-
dexed docuﬁents must then be analyzed, using the same index-
ing rules, to ascertain the applicability of the terms used.
The fixed elements of indexing are (1) documents, (2) index-
ing terms (indexing vocabulary), (3) indexers, and (4) qua-
lified evaluators.,

The other three factors are (1) the choice of documents
to be indexed, (2) the choice as to which documents a given
indexer will index, and (3) the decision as to which docu-
ments and indexers the evaluators will review. The abgove
three factors can be sampled or randomized to minimize the
effect of interaction, The documents to be indexed would
be chosen at random from the population of documents. The
choice of the indexers versus the documents would be random-
ized., GSimilarly the choice of the evaluators versus the
documents would be randomized.

The experiment itself consists of having randomly
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selected individuals index documents picked at random. The
choice of terms used in indexing is based on the rules pre-
scribed under indexing, at the prescribed level of exhaus-
tivity and specificity. The number of terms that must be
applied having bsen previously determined, the identify of
each index term and its sequential order number must be re-
corded for each document in order to ascertain the applice-
bility of the index terms to describe the various aspects
of the concepts of a document that are of interest to the
given retrieval system. The evaluators must record, in the
sequential order of the indexsed terms, the applicability or
the nonapplicability of all the terms per document. Upon
completion of the evaluation, a summary of terms will be
available which can be presented as shown in Table 4,1,

Parameter Determination. The first step in parameter

determination will be to evaluate the data in Table 4.1,
These data will be summarized, and the value of P for each
cell will be determined as follows by assigning a value of

1 for a success and 0 for a failure, Following termination
of the indexing and evaluation, the number of terms for sach

cell (j) are recorded, and the estimator of P is determined

where P = x for each cell, (4.1)
n
Where P = probability of success,
x = number of successes,
n = number of elements.



95
These data are shown on the bottom line in Table 4.1 and are
now ready for usage in the performance model which is subse-

quently developed in this chapter,

Performance fodel

Errors of omission and commission, in both indexing and
searching independently, have been discussed previously,
Also, a technique for expressing these errors for 211 neces-~
sary categories in a quantified manner have been developed.
The procedure for utilizing these quantified values to gen-
erate output is the function of the simulation,

The output of the real system, which consists of a
listing of citations to documents, will be simulated by a
procedure giving the number of documents to bs recovered
under specified index and search conditions. Since it is
possible to have all the necsessary categories of inputs
quantified, the output of the model will be the number of
references to documents. Three categories of output will
exist, of which one category will be the desired references
and the other two categories will be error output,

It will be possible to ascertain the effect on output
of the real system as the indexer and/or the search formu-
lator; each independently commit omission and/or commission
errors, The simulation model is constructed so that the ef-
fect on output of no errors, or of various combinations of

no errors and/or with errors in input, can be measured.
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TABLE 4,1, Summary of Evaluated Experimental

Data
No, of
Documents Sequential No. of Cells = m
i=1l[j=2]3=33=4a j=m=l]j=n
1=1 1 0 1 | o 1o 0
i=2 1 1 0 1 1 1]
i=3 1 0 1 0 0 0
i=4 1 1 1 1 0 0
i=>5 0 1 1 0 0 0
i=6 1 1 0 0 0 0
i =7 1 0 0 1 0 0
.
i = n=l 1 0 0 0 0 0
i=n 0 1 1] 0 0 C
X 7 5 4 3 1 0
P 7/9 5/9 4/9  3/9 1/9 0

Where,
j = 1'2.---'m = NU. OF the Cell|

1,2,3,=««,n = No, of documents
per cell,

[N
H
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This error effect is expressed in the simulation model by
the appropriate categories and numhbers of terms in each
category. The errars of output, which in the real system
consist of omissions of citations to relevant documents and
inclusions of citations to nonrelevant documents, are de-
termined by comparing the document numbers retrieved for
sach desired combination of inputs with those document nume
bers retrieved with an ideal set of inputs. The total num-
ber of documents of each category that corresponds to each
combination of inputs can then be expressed numerically.

The simulation model describes the inputs to the model
and their errors followed by a description of the initial

operational stages of the simulation model and the output

preparation,

Input Description
The inputs to the model are shown on Table 4.2, which

includes data, parameters, and variables for directing the

simulation model. Numerical va

[l

oo
o

[

o)
re sy

e like] - &
[ RO

m in ths rele-
vant locations that will be utilized to describe the opera-
tion of the simulation model.

The errors in the inpﬁts which are carried through the
simulation process and used to depict the output are shown
in Fiéura 4,1, These errors are the same as those depicted

in Figure 3.1 but are extended further to facilitate comput-

er calculations, including expressing the various categories



Table 4.2, Perfcrmance lodel

Summary of Input

TOTAL NUMEEZR OF INDEZXED DOCUMENTS IN SYSTEM _15.
NUMBER OF TIMES TO RUN THE SIKULATION «4ITH THE SARE
NUMEER CF TIMES TO RUN THE

TInz IS _1 .

NURZER OF
NUWBER OF
NUMBER OF

WUmMBER OF

PRO3ABILITY DISTRIBUTION OF INDEX TERMS, (XP(I), I)

PRCBABILITY DISTRIBUTION OF SEARCH TERMS (YP(I),

CONSTANT

CONSTANT

THIS QUTRPUT ASSURMES THAT A SLAB OF 15

fOR THE FRCEABILITY DISTRIBUTION

FOR THE PROSBABILITY DISTRIBUTICN OF

IS5

1.

INDEX TERMS

SEARCH TERMS IS5 Ki.

FRUSABILITY CUTCOME

TERMS ACTUALLY USED TO INDEX A DOCUMENT I35 10, MAXIWUWM 15.

TERMS ACTUALLY USED TO FORMULATZ A SEARCH I3 5, WMAXInUR 9.

n

1)

i

GF SEARCH

I3 RE

.23,
.70,
.10,

« 35,
.05,
'05’

.95,
.20,

.85,
nlO,

.50,
.50,
01

.55,
.03,

VOCABULARY TERMS

INDEX TERMS USEDS IS BIU,

SIHULATICON, CHANGING THE (PRCBASILITY) OUTCGME EACH

.85,
35,

.50,

UseED

PRESENTATIVE OF THE TOTAL PUFULATION.

IS 1 .

.8a,
;25,

.75,
.15

5 BEU.

——

-

86
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[
‘ N < XiAX
f N
NU = 11
N = 9 — —
v NUR = 5 NUT = 6
:\f
Pg NOR = 3
Vi - —
} — Ny = 7 NU = O
o U
NUS = 4
'

Fige 4.1,--~Input/Cutput Classification Scheme
Input term nonmenclature would be expressed as follows:

NU = Number of terms nceded and used,

NUu

Number of terms not needed but used,

NUR = Number of terms not needed but used,
where the total number of terms is
less than N,

=l
=
—.‘
n

Number of terms not needed but used
in excess of the needed terms, N,

NU = Number of terms needed, not used

=
(o
=
i

Number of terms needed, not used that
would replace the NUR terms erroneously
used,

NUS = Number of terms needed, not used, that are
in excess of the NUR terms and equals the
remaining NU terms,

Note: RUT -
or N

ci
Wy
[
o
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in a numerical form,

Determination of the subcategories can be facilitated

using equation (3.3),

Since,

MAX = WU + NU + NU + WU,

=
Alv
[ et

where, from equation (3.1),

N = NU + NU

and from equation (3,2) if

sp is

Let

and

and let

Therefore,

and

if

U = NU + NU

NTIR = TuR
if

ND > WU

NUR = WU

NU > NU

(4.2)

~
.

L ]
[#3]

-

(4.8)
(4,5)

(4.6)
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NUOR = NU
and from equation (4.2)

NUT = NU - NUR.

Therefore, a means of determining the actual values of
the various subcategories has been developed for use in op-

erational stages.

Initial QOperational Stages
The initial operational stages simulate the indaxing of

documents with their inh=2rent errors and placing them in a
file which is represented by an array. This operation of
indexing is divided into three phases: error determination
of the index and search terms, search term designation and
formulation of array of indexed documents of interest, and
the category designation of the document index terms.

frror Determination., The categories of error and/or

non-error in beoih searching and indexing are determined,
based on their probability distribution in conjunction with

their position in the sequence of terms used to formulate

a

3]

zarch or to index 2 document. This effort will be de-
ponstrated for both the search and the index terms, There-
fore, the probability distribution of search terms will be
converted to a frequency distribution for the search terms
for the categories of interest.,

The number of search terms of each category, YNU, YNU

and YNU and YNU, are determined by using the values of YMAX
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and the number of actval terms, YU, along with parameters
of the binomial distribution of each of the cells of the
YMAX terms. The equation (3.3) translated into search terms
shows that

YHAX = YNU + YNU + YNU + YNU,
A numerical example will be used to demonstrate ths proce-
dure for determining the number of search terms of each
category.

Given the following vealues
YU = 5

YIMAX

]

9, I =1,2,ee=,YNAX,

YP(1) is the probability that a particular search term
would be needed., YP(I) values are shown on Table 4.3. U=
sing values from the random number generator and comparing
this with the value of P for each of the cells from cell num-
bers 1 to 9, the determination is made for each of these 9
cells as to whether or not the terms actually would have
been needed in formulating a search., The hits are depicted
as having a value of 1 and are equivalent to being needed,
and those not ﬁeeded are depicted with 0's, Ffor exampls,
in cell number 1 the probability of a hit or of the term be-
ing needed is 0.95.. In this example 2 random number is gen-
erated; if it is less than 0,95 the model assumes or depicts
that this particular term would have been hit. Reference to
Table 4.4 shows that this term was needed as shown in column

s since the outcome cateqory is designated by the presence of
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Table 4.3, Search Term Input Values

Cell No, =1 P o= vpP(I)
1 .95
2 .85
3 65
4 .50
5 .40
6 .30
7 .20
8 .10
9 = YMAX .05
4,00 = E(YN)

a 1. This procedure followed through with the other cells
in this particular example. Cell no. 2 has a probability
0.85 of being nesded. In this particular example it was
shown that the term was not needed and is designated 0.
Similarly, with cell no. 3 and cell no. 4, and they are
shown as hits. Cell no. 5 was not a hit, Cells 6, 7, and

8 wers hits, and 9 was not a hit, Summation of all the hits
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Table 4.4, Search Term Output

Cell No. Outcome Total No., of Search Term Cateqory

=1 Category Terms Needed _ and Designation for

YN = YNU + YRU Simulation Purpases
1 1 1 YNU = 9
2 o 1 YNUR = 5
3 1 2 YNU = 9
4 1 3 YNU = 9
5=YU 0 3=YNU YNUR = §
6 1 4 YNUR = 3
7 1 5 YNUR = 3
8 1 6 YNUS = 4
9=YMAX 0 6=YN YNU = 0
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shown in column 3 produces a total of 6 hits, which equals
the number of search terms needed, YN, Therefore, the num-
ber of terms not needed is 3, which is the remainder.

The second stage consists of relating the number of
terms used to the total, YMAX. As noted, column 3 is en-
titled

YN = YNU + YNU,.

Reference to equation (3.1) and (3.2) shows that YNU is a
subset of both the needed and the used set. Therefore, of
the terms used, those that were hits are in the YNU cate-
gory and obtain a 9 designation., The terms that were used
and not needed are in the YNU category, have a 0 designation,
and are located in cells 2 and 5., It will be subseguently
determined for these terms whether they are in categories 5
or 6, Going on to the terms that were not used, that is,
cells 6, 7, 8, and 9, one notes that cells 6, 7, and 8 have
hits or a 1 designation, which implies they are needed.
Cell 9 has a 0 designation which indicates it was not needed
nor used., It is noted that the number of needed terms ex-
ceeded the number of used terms in this example.
Based on previous work, equation (4,4) is applicable,

Since,

YN > YU

(6 >5),

and from equation (23.1)
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YNU = YN - YNU
YNU = 6 - 3
YNTJ- = 3

and from equation (3.2)

YNU = YU - YNU
YNU = 5 - 3
YNU = 2.

Therefore, from equation (4,5)

YNUR YNU

YNUR 2

and from equation (4,3)

YNUR = YNUR = 2

and from equation (4.4) and (4.6)

YNUS = YNU - YNUR

YNUS = 3 -2

YNOS = 1,
Therefore, there are three terms in the NU category, two
terms in the NUR category (3), two terms in the NUR category
(5), one term in the NUS category (4), and one term in the
NU category. These results are shown in column 4, “Search
Term Category and Designation for Simulation Purposes," and

is depicted by array SEARCH in the program,
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and frequency Distribution

Frequency
L e S T LR P e e SIS S IIER and
X f
ﬁ Cumulative
) Frequency
XXX I Distribu-
i
X
i { tion of
e e e R RRRHSIRIER RS
X \ { Terms Used
i [
gy\x%i : ! in Formu-
f {
5 ; lating a
‘C—J?ﬁmy X—X.X-X.Z‘S.Q.Q_Q.Q_G.O_QQ_.Q.E \.0.0 0-0-0-00-0-000-0 o0
g % q { Search
{ i
Q0000 00 Q00Q0 cocm..é.s':
0 1 2 3 4 5 6 8
Yu Y MAX
Position (cell) of Each Term Used in
Formulating a Search
9% = hits _
xx = YNU + YNU
Fig., 4.,2,~~-Search Term Cateqory

s

Therefore, a perfect search is designated

YN & (1.3.4.6.7.8). and

an actual sesrch is

The above data and the data from Table 4.4 are

YU ~ (1'2.3'A,S)l

in Figure 4,2,

plotted
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The mechanics of indexing for simulation purposes have
two aspects: (1) formulation of the array of index terms
of interest along with the appropriate document number i-
dentification for each term and (2) determination of the
number of terms in each category and in which cells they
are located, This determination must be made for each for-
mulated search,

The steps involved in the latter of ascertaining the
categories of index terms and the number of terms in each
category are shown below. The former aspect will be cov-

ered in a later section.
Given:

XMAX

15

Xu 10

and the remainder of the data are given in the following

Tables 4.5 and 4.6,

Natoarminatimnmn AfF Fha miimba
taetaorminaticn o The nunm

wr

in the simulation is the same process as shown under search-

ing.
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Table 4,5, Index Term Input and Output Values

Cell No. Qutcome Total No. of | Index Term Cate-
= 1 P=xP(1) Category| Terms Neecded | gory and Designa-

XN = XNU+XNU | tion for Simula-

tion Purposes

1 .99 1 1 XNU = 9
2 .95 1 2 XNU = 9
3 .90 0 2 XNUR = 5
4 .85 1 3 XNU = 9
5 .80 1 4 XNU = 9
6 .75 1 5 XNU = 9
7 .70 0 5 XBUR = 5
8 .65 1 6 XNU = 9
9 50 0 6 XNUT = 6
10=XU W35 1 7 XNU = 9
11 .25 0 XNUT = O
12 .15 1 8 XNUR = 3
13 .10 0 8 XNU = 0
14 .05 1 9 XNU = 3
15=XMAX] .01 0 9=XN XNU = 0

8,00=E(XN)
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The cells of the terms for each category and subcate-

gory of index terms are as follouws:

Perfect indexing, XN ~ (1,2,4,5,6,8,10,12,15) and

Actual indexing, XU =~ (1,2,3,4,5,6,7,8,9,10).

Table 4.6. Index Term Categories and Cells

Name of Index Index Term Category Cell No, of
Term Category for Simulation Index Terms
Purposes
XNU 9 = 1,2,4,5,6,8,10
XNUR 3 = 12,15
XNUS 4 = nonexistent
XNUR 5 = 3,7
XNUT 6 = 9
XNU 0 = 11,13,14

.~. Note cells 11, 13, and 14, which are in category G,
have no further use.
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A 15-position array with a numerical value depicting
each of the index terms has now been prepared. This array
is the population which will be randomly sampled to ascer-
tain the category of the terms used in indexing and is de-
picted as the array INDEX in the program,

Designation of Search Term Ranmk, The file of indexed

documents in the model is limited to those documents that
will be investigated in a given search, Therefore, ths
search nust be formulated into the appropriate terms, which
are then mapped into the index terms aof interest,

The rank of each search term is determined by using a
random number generator, where the probability distribution

of the terms is geometric as shown in equation (2.1).

9, (k) = (1-p£)sck=1,

(1-BEUKE)
Since the frequency of error terms is a ratio of the
terms actually used, the probability of obtaining the maxi-
mum number of terms, YMAX, can be shown as having the same

orobability.

k-1
gz(k) = (1-BEU)BEU = gl(k).
(1-BEUKE)

This function is transposed and solved for k and expressed
in the proqram and g2(k) is replaced by XY,
In the format of program terminoloqy, this function is

expressed

NRANK(I) = k = ln((l-BEUKE) XY)
{1-8E0) + 1
In BEU
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I = 1.2.---.YmAX,
NRANK (1)

rank of a search term,

where XY

random number from a
linear random number
generator.
Alsa, the ranks must be determined so that

ky # ky FommemiKps
The ranks of the search terms are now generated for the
same relative ratio for any particular search term, There-

fore, it can be readily shown that this function can be ex-

pressed for use in the model, using equation (3.6),

gz(j) = (1-810)e10%" ! xmax

(1-81071)

for all terms used in indexing = XMNAX,

Let this be expressed in the program as

ANK =
STRIKE = (1.BIU)(BIUNR NK-1 JXNMAX |

(1-81u”l)
Since the rank of the terms of interest has been generated

in the search, the documents that are indexed by thsse terms

A -8
are now determincd unif

incd, N uniformly distributed random number
generator is then used on a 0,1 basis to determine if the
particular document was indexed with terms in question. Be-
cause the number of documents in the entire file is large,
it is desirable to sample this population. The sample size
desired is desiqgnated in the input to the program. Storage

and computation limitations of the computer dictate that in

turn this sample size bs processed in a series of segments
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of 100 documents. The data are aggreqated by sample size
before being compiled for intermediate output detsrmination.
This action results in a file where the documents indexed by
the terms of interest are depicted by 1l's and the non-indexed
documents are shown as 0's, as shown in Table 4.7, which is
represented by the array "BLOCK" in the program,

Since the location of the strikes is random and the
volume of material being generated is large, @ reduction of
the real data to the useful set is desirable, Output speci-~
fications indicate that all the output has a common search
inppt subset of the needed used (9) category, Since search-
ing is the first step to investigate, it is apparent there
must be incdex term strikes for each of the search terms of
category 5. These search terms are located in the first
three columns of Table 4,7. For example, deocuments 6, 8,
and 11 would not be investigated and would be removed from
the array as shown in Table 4.8.

Category Decionation of Document Index Terms, The deter-

mination of which term has been used teo index each document
has been made for the search terms of interest and is shown
in Table 4.8, The procedure for designating categories of
search terms will be described. Document 1 in Table 4.8 is
shown to have been indexed with six terms out of a possible
geight search terms of interest and are shown in columns 1,
2, 3, 5, 6, and 7, Randomly picking one of the fifteen terms

from the index terms category array shows that the first term



Table 4.7. Document Identification Number Versus Search Terms

—

Search Term Categories
ID = Document - s -4
Identification YNU = O yng = 7 i YRU = 11
Number Search Tuorm Rank YMUR = 3 YNUS = 4 YNUR = 5
1075 | 935 | 452 8517 | 600 540 1340 | 470 Search lerm Renk
15 1] ] 1 ] T (1l 1 1
14 1 e | L IS C10 Pri i1
13 1 RN 1§ ¢ 1] 1! Pl
12 BRI 1 1 | L0, 1 BN
11 (g DT D b pa o tL 1 i1l oo |
10 1 BN 1 0 0 1] 3]
9 1 1o ;’\ R L1 1 ) i1
8 el i Ty 0!l B i1 ot |
7 IR 1ty L] - 1o s i1y o -
6 CA T o oD 1] [ g 1] (i 1
5 1 1 11 1 1 0 i1 L1 i
4 1 ] 1 1 1. 1 RN
3 1 B 1 SRR 1 Pl T |
2 1 i 1 17 b BR 1 T 1
1 1 1 1 0 J A i 1 ELD
Documents identified ( i:)

are not printed out or
includad in array, "BLOCK".




Table 4,8, Document Indax Term Categories
ID = Document Search Terms af Interest
Identification -
Number ' Cell
1 2 3 4 5 6 7 7 Nombers
15 9 9 9 9 9 g 9 g
14 9 9 3 9 3 9 9 3 !
13 9 6 9 9 9 6 9 ] 5
12 3 9 r 9 9 5 3 :
10 5 5 ! 9 3 6 9 |
9 9 5 5 S 6 g 9
i 5
7 9 3 | 9 9 9 3 9 3
5 9 9 | 9 9 9 P9 3
4 9 5 6 6 9 9 ; 6
3 9 9 9 9 3 9 ; 9 5
2 9 9 5 9 .5 g | 3 9
1 9 5 0 9 9 9
i
9,9,9 9,9,9 9, 3, 3, 5,5,6 Q, 8,0

Index Term Category

S11
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is in category 9, the second term is in category 5, the third
term is in categqory 0, and on across the columns. Columns 4
and 8 would not be assigned any cateqories of index terms
since they start with a designation of 0, indicating nonindex-
ing of this document by the terms represented by those columns.

The results of these operations of identifying the cate-
gories of index terms of interest are shown in Table 4.9,

which is a representation of array "BLOCK"™ in the program.

Qutput Preparation
The preparapion of the output consists of the index-
search term interaction, the formulation of intermediate out-
put, and the preparation of the final output into its pre-
scribed format.

Interaction. The interaction consists af expressing

the internal operation of matching formulated searches ver-
sus the file of indexed documents. A graphical representa-

tion of a file of indexed documents is shown in Table 4.9.

~ - ol

Given the clasen oau index and ssarch

Ak Aramhinaddiam
______ prpoul coenbinas

binaticn of
terms, it is now nscessary to form a new serises of arrays,
one for each combination of index and séarch terms., Only
those output that correspond to the search terms of the pre-
scribed combinations are to be included in an array of in-
dexed documents for sach run of the simulation., 1In addition,
only the document identification numbar need be presented

under each sgarch.

For example, if the documents listed under the desired



TABLE 4.9,

Documents Indexed Undar Search Terms

Document

Search Term Cateqories

Identification YNy = 9 ! YU = 7 Yol = 11
Number ' YLTR = 3 |¥YnUs_=4 YRUR = 5
1] 7 3 A 5 5 7 3 Cell No.
15 g 3 9 9 G 9 g g
14 g 9 3 9 9 9 3
13 9 6 g g 9 & 3 5
v
12 3 g g 9 5 3 @
[
10 5 5 g 3 & 9 o
a
9 q 5 5 5 6 g 3 v
(G
7 9 3 g 9 9 3 9 3 5
o
5 g9 g g 9 9 g 3 -
x
4 g 5 6 6 g g 6 -%
3 g 9 9 9 3 9 9 5 a
2 g g 5 9 5 9 3 g
1 Q 5 9 9 9

LTT
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index and search catsegories are to be recalled by using the
following input categories,
Index cateqgories XN = 9,3,4, and

Search cateqories YN 9,3,4.

"

Referring to Table 4.9 it is shown that references to doc=
uments listed under search terms in cells 1, 2, 3, 4, 5, of
search term categories 8, 3, and 4, would be used with the
index cateqgories 9, 3, and 4., The rest of the terms and
documentis would be omitted. References to documenté 3, 7,
14, and 15 would be included,

Lach search term must be searched to verify the pre-
sence of the document identification number listed under it.
Inspecting the file will ascertain which documents are in-
dexed with all the prescribed terms and only those dacuments
that are indexed under all terms are retrieved. The re-
sults of the operation are expressed in the simulation by a
listing of the document numbers as shown in Table 4.10,
which is a partial representation of array, REF,

A review of the actual situation of indexing and search=-
ing is depicted by comparing the ocutput in REF(4,4) with that
in REF(1,1). 7The ideal situvation, REF(1,1), shows that, under
perfect indexing and searching, document no.'s 3, 7, 14, and
15 would be retrieved, ZNU = 4, as shown in Table 4,11, ZNU
(1,1,1) = 4, Since there is no error in the output,

INU(1,1,2)

3]

0 and

ZNu(1,1,3) 0.



Table 4,10,

Document Identification No's Recovered Vs, Input Categories

Needed Terms | Needad Terms, { Used Terms, Used Terms >
Search | Correct Number | Inadequate in | < Number of Number of
Number Needed Terns Neecdaed Terms
YN = : _ _ YU = _
YNU + YNU ! YNU + YNUR YNU + YNUR YNU + YNU
Indsx 9 + 4 + 3 | 9 + 3 3 + 5 9 +5 + 6
Needad XN = |15 1,115 1,2 | 15 1,31 15 1,4
Terms _ 14 : 14 14 14
Correct XNU+XNU 7 ; g 7 7
Number 9+4,3 3 2 5 1 5
: -
Needed _ |18 2,11 15 2,2 15 | 2,315 2,4 o
Terms XNU+XNUR | 14 — 14 14 D 14
Inadequatse 7 ; g LT .7
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Intermadiate Qutput. Following completion of the con-

struction of the arrays of document numbers, the presence or
absaence of specific document numbers that correspond to var-
ious categories of index and search terms must be tested.
This testing would then provide the document numbers that

are the intermediate output for each type of input. The out-
put corresponding to each of the specified combinations of
inputs is determined by recording the document identifica-
tion numbers for each combinzation of inputs. The effect-
iveness of esach of these combinations of inputs in retriev-
ing the desired references to documents is achieved by come
paring the list of document identification numbers of each
combination of inputs against those in the ideal combinae-
tion, REF(1,1,1). Therefore, REZF(1,1,1) is the desired state
of perfect indexing and searching (no omission or commission
error). This phase also includes comparison with the actual
combination of terms used, REF(4,4,1), Table 4.11.

Comparing the documents listed in REF(4,4,1) with those
in REF(1,1,1) shows that of the documents that should be re-
covered, 3, 7, 14, and 15, documents 3 and 15 are recovered.
Therefore, ZNU(4,4,1) = 2, . Since these are two needed docu-
ments not recovered,

INU = RCF(4,4,2) = 2,
O0f the five documents recovered, two were needed, three were
not needed, and

ZNU = REF(4,4,3) = 3,
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Final Output Preparation. The preparation of the final

output consists of a physical and a mathematical phase, The
physical phase relates to the operations of collecting, ag-
gregating, calculating various categories of data, retriev~
ing this phase and printing it in the desired form. The
mathematical phase necessitates defining the types of out-
put desired, then formulating means for its determination,

The desired output consists of the three categories of
the end product of the simulation model, that is the ZNU,
ZNU, and ZNU., In addition, because this is a simulation pro-
cedure, the model is interacted a number of times. Also
some measures of statistical variation are desired, and the
standard deviation of category of output is determined.
Therefore, the intermediate output, as illustrated in Table
4,11, shows three categories of output for sixteen combina-
tions of index and search terms. To facilitate calculations,
accumulators for the linear and square values are set up on
arrays OUTSMF and OUTSQF in a manner that can be depicted
similar to that in Table 4,11,

At the termination of the simulation, the appropriate

values of the mean and standard deviation are calculated,

where,
Mean = OUTEMF
No. of runs of simulation
f
Std Dev. = (0UTSQF) - (DUTsmr)2

16RT

i

Y ISRT -1
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whaere, ISRT = No. of times simulation
has been run.

QUTSMF Three-dimensional array with accumu-
lators for the limear values of the
number of references to documents for
each of the three catenories of out-
put obtained for each of the sixtezn
combinations of index and search terms
defined.

QUTSQF Thres~dimenziognal array with accumu-
lators for the corresponding squared
values of OQUTSNKF,

Therefore, the comparison of the list of document numbers
determines a8 lack of existence of these numbers, which is
the same as the presence of the cateqories of output, re-
called-relevant, nonrecalled-relevant, and recalled-nonrele-
vant, Having these categories of output for the various
combinations in inp:ts provides a means of relating errors
in output to errors in input. These data are placed in the

array similar to Table 4.11 for the types of inputs expressed

containing both the mean and standard deviation, Therefore,

€.

there is 3 means of identifying ths Y

he cutpub, Goth that de=-
sired and undesired, with the inputs of indexing and search-
ing., Although output is a function of both indexing and
searching, the model is developed so that the effect of er-
rors in both inputs can be distinguished as to whether they
are independently identifiable with each input or there is an

interaction effect of both inputs that produces the errors.

The total population of documents was sampled to
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determine the relative number of references to documents of
each category. Calculation of the final output necessi-
tates relating these sample values to the population val-
ues, The totzl number of documents in the file of index
documents TOTDOC, when a sample size, DOCMAY, is taken.
Therefore, the calculated values of output which is the
number of references to documents must be increased by the

ratio of the size of the population to size of the sample.



CHAPRTER Vv
REFERENCE RETRIEVAL SYSTEM AFPLICATION

A three-stage procedure for simulating and evaluating
the level of operation of a reference retrieval system, giv-
en certein fixed factors and relevant decision variables,
has been developed. This cection will demonstrate the fea-

sibility of application of the model and its evaluation,

Objective

The objective of this section is to relate the quanti-
ty of output of citations to documents to the level of in-
put of index and search terms., Inferences atout the func-
tional form of the relationship can then be made. The re-
sults of this stage will subsequently be used to optimize
the entire retrieval system based on cost of operating and
value of benefits obtained. The following four conditions
must be met when one is hypothesizing the form of the sur-

face to be agenerated,

1., The feasible region must be defined,

2. The regression model generated must be statisti-
cally significant,

3, The model must be economically feasible, i.e.,
all positive output,

4, Conditiors for economic optimization must be con-
sidered, i.e., second derivatives.

However, prior to formulating an experimental design to
test the hypothesis that the performance surface has a

125
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particular form, some preliminary analysis of the basic in-
put data and the stability of the performance model seems in
order, Alsc the effect on output of the indexing and search-

ing terms independently is investigated,

Model Stability

Stability of the performance model will be investigated
by allowing two factors of the system to vary indepencdently
over a range of values and measuring the variation of the in-
dicated level of output. The variables investigated are the
number of times the data are iterated or looped through the
model and variation of the sample size of the number of doc-
uments queried out of the total population of indexed docu-

ments in the collection,

Input Errors

The evaluation of errors in input data (that of the
inability of index and search terms, as they are used, to
represent concepts) is explored. Previous work has shown
decreasing returns to scale which approach zero and become
asymptotic at the value of XMAX, YMAX for the index and
search terms respectively., The general form of relating
the number of needed, used index terms, XNU, varsus the
total number of index terms used, XU, will be expanded, as

will the relationship of YNU to YU.
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Qutput Dependence on Inputs
Investigation of the effect of the level of indexing
and searching is performed to aid in formulating the per-
formance output surface as a functior of the number of in-
dex and search terms and their associated errors. Experi=-
ments are conducted a2t various levels of XU and YU, and the
results are evaluated., Specifically the form investigated
is taken from eguation (3,5),
Zu = f(Xu, Yu).
The particular form of the output to be investigated is the
desired output, ZNU, where
ZnU = FL (XU, YU,
Fixing each of the variables yields the following functions

ZNU fz(xu/vu),

and

INU

Fa(Yu/xu).

An attempt to evaluate the level of the desired output
on level of indexing, XU, with a measure of the error in
indexing, XNU, will be investigated., It is recognizecd that
a dependency exists between XNU and XU, The form postulated
is

ZNU = F(XU,XNU/YU,YNU). (5.1)

Similarly, for searching

ZNU = F(YU,YNU/XU,XNU), (5.2)
The values investigated are shown on Figure S,1. A

small-scale version of the reference retrieval system being



128

YU
v
9 o 0
e //
7 ,/”B 0 0
0 <
=
ft
25 .0 o o o
-C e
o .
g 3 T o o 0 0
S P
0 feasible Region
1 0 o 0 o) o
0
8] 2 5 8 11 14
Index Terms Xu

Figs 5.1,-==Feasible Region

sinmulated will be used in the interest of economy of oper-
ation,

Since interseéticn searches only are being investigated,
the feasible region includes the boundaries of XU and YU,
alang with the area included with the limits of

XU > Yu,
and
1 < XU <15
1 <Yu< 9,
Although the detail of boundary conditions will not be

investigated in this project, they will be examined so that
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the influence on future work is foreseen.

In an attempt to quantify the effect of error in input
on output, other forms of expressing error in the inputs
were investigated., A specific form reviewed was

Pn =k - n(8)

where P
n

probability of being needed,
k = constant

8 = variable

n = number of terms used,

1 < n < XHARX,

Let
n = XMAX
and
P =0
SO,
0 = k - XMAX(8)
or
8 = k ,
XMAX
let
=1
'Q=l .
XMAX
Xu
Since XNU = Z P . 1
n
n=1

XU
XNU = £ (k-n(8B))
n=1

XNU = XU - n{n+1)(1) .
2 XA X

This straight-line approach for showing the variatien in the
amount of error in the basic inputs will be used in addition

to the OC curve type of error previously discussed.
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The relationship between output from ths hodel to the
level of index and search terms discussed above is needed to
investigate the interactive effects of both indexing and
searching for total system optimization. Optimizing output
necessitates defining the quantified relationship between
the inputs with their associated error and the quantity of
output over the feasible operation range., The exploratory
work previously discussed will irndicate specific directions

for the specific form of the relationship to be generated.

Experimental Design for Performance Surface

Exploratory work to determine the operating character-
istics of the performance model are followed by a designed
experiment to ascertain the feasibility of using the per-
foermance model within the general goal of the objectives of
ths systgm application.

Application of the performance model has two objectives:
that of relating the output te the input and its errors and
that of measurina the output for the nurpnee of relating val.
ue to the cost of the system. Therefore, the experiment must
be conducted to achieve these ends. Generation of a surface
representing output as a fuﬁction of the levels of inputs XU
and YU and their associated errors is structured in terms of
the objective and the specific hypothesis to be tested.

Obiéctive. The specific objectives of the experiment

are (1) to relate the output of the number of desired
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citations to documents in the inputs and (2) to determine
the error categories of output as a function of the number
of index and search terms. Specifically it is desired to
défine the output as
ZNU = f(1n XU, 1n YU). (5.3)

In general ZNU will be corraolated positively with XU
and inversely proportional to YU,

In addition there will be a deacreasing marginal effect
as XU or YU independently increase. Also the ZNU output
must be defined as a function of the same variables.

Regression models for performance-model coperation are
developed from available data,

Hypothesis. The hypothesis to be tested is whethzr out-
put is a function of the inputs as represent=2d., Therefore
the coefficient of the multiple determination will be tested,
This procedure will test whether the partial regression co-
efficients are equal to zero. This test is accomplished by
making an F test, following use of the regression effort to
determine the coefficients of the proposed model,

Work on a sample size determination is not readily ap-
plicable to this type of expression. Previous experimental
work indicates that an orderly and evenly spaced series of
points to be svaluated is desirablzs., Therefore, it is pro-
posed to evaluate index terms, XU, at intervals of three and
the search terms, YU, at intervals of three terms. In addi-

tion, the feasible region of the system exists at values
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where

XU > Yu,

The desirable number of replications at each level of
term usage is indicated to be at least 5, Although a larger
number of replications may be desirable, costs of running
the simulation provide a realistic constraint for using a
higher number.,

The specific form hypothesized is from equation (5.3).

ZNU = f(1lnxXl, 1nYU),.

In addition, the quantity relstionships for the undesired
gutput is desired. The-proposed function for relating the

ZNU citations will be formulated as
ZWU = £(Xy, 1nXU, YU, 1lnYu), (5.4)
Data for this experiment will be the same as that gen=-

erated for the previous experiment,

Data Sources

The generz2l scops of the system belng analyzed is based

d

on data available from several sources. The interest of time
and resource limitation necessitate using assumptions for the
determination of several of the constants and variables neces-

sary for implementation of ths model.

Error Determination

The lack of any significant usable data in the literature
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precludes any attempt at implementation of the errors in in-
dex and search terms, Therefore, ocutput data For'the Brror-
determination stage of the model are assumed and are formu-
lated so that they are consistent with their intended use in
the perfermance model.

These data are qenerated, and the form of the discrete
values is similar to an operating characteristic curve, S
shaped, where the ideal situation would be represented by a

rectangular distribution,

Performance Model
The performance model uses saeveral paramsters that were
obtained from MEDLAR3; a2nd other sources, which again in
the interest of limited resources, caused several parameters
to be estimated.
Table 5,1 shows the values used and their source. In
addition some considerations inherent in the model preclude

direct comparison of the level of output of the performance

model with the level of outrput with MEDLARS ) The

- - -

applica-
tion test of the performance model uses‘independent deter-
minations of index and search terms, whereas MEDLARS have a
series of categories of terms., All terms in MEDLARS cannst
be used independently because there is a series of mutually
exclusive~situations in the abplication of these terms. In

addition the searches formulated in the application test are

intersection searches. MEDLARS searches can be formulated
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and Factors of the Systaem

Numarical Values for Paremeters

Sources
Exogenecys Used for
Constants Definition Value Derivation
D Number of indoxed docu- 700,000 MEDLARS |
ments in the reference {
{ file
% 5 Number of usser quaries 10,000 Estimate
} to be formulated !
| annually :
{
§ I Number of terms in the 7,000 MEDLARS |
§ indexing voucabulary !
%
E £ Number of terms in the |
: searching vocabulary 7,000  MEDLARS ?
i
i T Number of searching 1 Estimete
installations
R Number of new documents 175,000 Costello
indexed anrnually MEDLARS ;
(replacements) |
' A Number of search files 2 Estirats

reproduced annually
per installaticn as
related to the number
of ncw documents in-
dexed annually.




Endoneneous

Constants

XMAX

YMAX

XN

YN

XP(1)

Total number of terms
needed to be used in
indexing 2 document to
avoid any omission
error

Total number of terms
neeced to be used in
formuloting 2 scearch
to 2void any omission
error

Numbar of terms needed
to index a documsnt,
error-free

Number of terms needed
te formuiate a search,
grror-firos

«15,.10,.05, .01,

YR(I)

I = 1,2.“"‘.150

I = 1'2'---.90

15

8.0

4,75

099'0909080' .70' 060’ odD, 0259 .10..01.

Ravisu of

literaturs |

Review of

literature !

Estimate

Estimate

«99,.95,.90,.85,.80,.75,.70, .65,.50,.35,.25,

1
]
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by using either intersection or unicn of terms, along with
various combinations of both the above, In addition, the

searches can include negations.

Results_of Experiments
The results of the experiments conducted relate to per-
formance model stsbility, rslationships of system variables,
and finally the functional form of outputs as thay are de-

pendent on the independent variables,

Model Stability
The evaluation of the stability of the performance mod-
el can be based on the number of times the file of documents
is searched or the number of simulation runs and the effect
cf the size of sample of indexed documents analyzed.

Number of Sinmulation Runs. The number of times to run

the simuvlation are evaluated by running the system utilizing
a small-scale version of inputs to minimize run time, at a
given level of indexing and searching. The values of the
parameters and variables at which the simulation was conduc-
ted are as shown in Table 5.2,

The number of references to be recovered under perfsct
searching and indexing is a constant for each search, how-
ever, there is a variation between searches., Therefore, the
objective was to determine if changes in the number of times
the file was searched caused any variation in the number of

references recoversd,
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Table 5.2. Experimental Data

No. of indexed documents T0TDOC 700
Sample size of documents DOCMAX 100
No. of times to search
the file of documants ISRT = 20,40,60,80,100
(iterate the model)

No. of index, search

vocabulary terms JI = KE 70
No. of search terms used YMAX 9
YU 4

No. of index terms used XMAX 15
Xy 8

No. of independent repli-
cations 5

The simulation was run using eight terms in indexing
and four terms in searching. Then a sample was created
which consisted of 100 in total population of 700 documents.
A total of 20 searches was conducted and the output obtained:
ZINU, ZNU, and ZN. The number of references to citations,
ZNU, ZNﬁ, and ZN, were determined and expressed in averages
based on the individual runs which were then exgrapolated to
the total population of 700 documents,

A case consisting of 5 separate determinations of ap-
plication, using a sample size of 100 documents, and con=-
sisting of 20 separate searches of the file of documents
(iterating the model) was mada. The composite means for

these 5 separate replications, which ranged from 9.8 to
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28.35, was calculated to be 17.36 and is plotted, along with
values obtained using an increasing number of searchss, in
Fioure S5.22., Subsequently, four additicnal cases each con-
sisting of @ series of 5 replications having a sample size
of 100 documents were made with an increasimg number of
seayches; 40, 60, B0, and 100. The values of the composite
means, which is an estimator of the parameter ZN, was cal-
culated for sach of the remzining 4 cases of runs and plot-
ted in Figure 5.2a. As shown, ZH for egach of the 5 cases
ranges from a value of 17,36 references to 26.74, which
yield an aggregate msan of 21,28, The number of searches
did not significantly change this value., Statistical analy-
sis showed that the null hypothesis for equality of means
could not be rejected at a S percent significance level.
The standard deviation for each of the 5 cases, yielding
values of 4,69 to 13.36, was determined and is also plotted
in Figure 5.2a,

Sample Size. Using the same data discussed above, a

greup of runs were made at various sample sizes of the popu-
lation of indexed documents to ascertain the effect of sample
sizg., Each document was indexed with 8 terms and each ssarch
formulated with 4 terms, The number of searches of the file
of indexed documents (itecrations of the model) was held con-
stant at 40, As with the previous analysis 2 group censist-
ing of a series of S replications for each level of input

w8s8 mada.
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For the first group investigated, the entire population
of 700 documents was searched 40 times and this action was
replicated 5 times. The value of IZIN obtained for each of
thase 5 rerlications, which ranged from 17,10 to 34.22,
yielded a composite mean of 26,12 with the standard davia-
tion of 6.74 and is plotted in Figure 5.2b, along with the
rasults obtained by changing the sample size of the docu-
ments investigated, Subsequently 2 additional groups, sach
consisting of 5 replications, searching the file of. indexed
documents 40 timss were made., The file of indexed docunents
was reduced to sample sizes of 400 and 100 documents, re-
spectively. This means that document pepulation to sample
size was on a 7 to 4 basis when the cample size was 400 and
ona 7 to 1 basis whan tho sample size was 100, The numer-
ical results cobtained using these groups of searches were
extrapolated to the pcpulation of 700 documents. The aver-
age number of references to citations, ZN, at the various
sample sizes cf 100, 400, and 700 documents, ranged from
16.77 to 26.172 with an aggregate mean value of 22,01 as
shown in Figure 5.2b. The valus of the standard deviation
for each of the 3 series of runs ranged from 6.62 to 10.52,
Statistical analysis showed thét the null nypothesis for
equality of means could not be rejected at a 5 percent sige
nificance level., Therefore, the variation in the sampls
size of the numbar of documents does not saem to affect the

value of IN,
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Relationship of Variables
The relationship of variables is defined in the func-
tional relationship of inputs to the amount of error and
the relationship of output to inputs and their errors.

Input Errors, The relationship of the number of index

terms to their neceded aspect was plotted in Figure 5.3a,

The curve became asympototic at

XNU = 8,00 = Xii,
ks can be ssen this is a gensrally increasing function
consisting of two aregas. The first part has a constant
slope which decreases to a second range of shape, and tha

curve became asympotic at

XU = XMAX,
A similar situation with respect to the search terms is shouwn
in Figurae 5.3b.

OQutput Dependenca. Ths level of and the variation of

the number of desired references retrieved as it is depsn-
dent on the number of index and search terms was investi-
gated as previously described, The most ideal situetions
were based on the maximum number of data points. The gener-
al data are showun in Table 5.3, where three replications
were run with 40 iterations of the data, using a sample size
of 200 documents,

The general form of the equation, from equation (5.1)
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Table 5.3, Test Data For Output Dependence

No. of Indexed Documents, TOTDOC 7000
Sample size of documents, DOCMAX 200
No. of times to run
iterate modetl, I3RT 40
No. of index, search
vocabulary terms, JI = KE 70
No., of search terms, YA X 9 ;
Yy 1,3,5,7,9 ?
No. of index terms |
used, XMAX 15 [
Xy 2,5,8,11,14
No. of independent
runs, repiications 3
was

ZNU = F{XU,%XNU/YU,YNU).
Using data from Table 5.3,

YU = 9,
and the equation generated wag

ZNU

L]

21,3768 + 2,283 XU + 4,0112 XNU,

and
R2

0.7084,

As the number of index terms decreases (considering the
feasible region), the validity of the functions defining
the relationships deteriorate. The first problem concerns
the reduction in data-points and consequently less statis-

tically significant results, The second factor is the
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physical relaticnship in that the upper portion of the curve
gets successively truncated as the numbzr of terms is re-
duced. This is a complex curve and the combined effects of
these actions are that, as the number of index terms is re-
duced the successive result¢s are (1) nsgative constants,
(2) negative coefficients, and, Finaily. (3) both,

The spacific function generated using the maximum num-

ber of searches from the general equation, (5.2), is as fol=

lows:
ZNU = f(YU,YNU/XU,XNU)
YU = 1,3,5,7,9
XU = 14,

These cata generate the epocific squation:
INU = 94,0971 - 10.5702 YU + 1.0457 YNU,

R? = 0.6612.

It appears that the physical condition that caused the
deterioration of the indexing does not hold for the searche
ing terms., Since the results for a similar situation where

Xy =1

XU = 11,
are
ZNU = 93,4609 - 9,9704 YU - 2,3140 YNU
R% = 0.8487,
It is to be noted that the cocefficient of the second
variable, that of the number of needed and used search terms,

YNU, has changed signh. Howaver, the mdltiple correlation
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coefficient has increased from 0,6612 to 0.8487,.

Statistical tests of the coefficients in both equations
show that the coefficient of YU is significant, while that
of YNU is not significant. However the general form of the
relationship does not deteriorate until the statistical con-
straints of too small a sample size of the number of search
terms affect the results, The results of the straight-line
error approach versus those of the previously discussed OC
curve concept are illustrated in Figure 5,4, where the ratio
of error of ZNU of SL to OC is plotted versus the number of
index and search terms.

As indicated the SL curve approach shows a higher level

of retrieved ZNU output than does the OC form.

Performance Surface

The performance surface for the two categories of out-
put beingquantified were gensrated by using the performance
model to generate the prescribed values at the chosen levels
of indexing and searching, then testing the hypothesized re-
lationchip of the output to independent variables. The data
used are shown in Table 5,1, The levels of indexing chosen
were 2, 5, 8, 11, and 1l4; and the levels of searching were
1, 4, and 7. 1In addition the effects of boundary conditions
was considered by obtaining values at XU = YU: 1, 2, S, 8,
and 9, Thus a total 17 points were determined with 5 repli-~

cations of 40 jterations at each point. Thus, a total of 85
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values of output consisting of 40 queries to the model wers
utilized. The sample size of tha document was 1000, and the
results were then expanded to the population value of 700,000
documents in the system, After ths reGuisite number of runs
from tﬁe perfermance model were obtained, the assembled data
were used in regression models cof tha form previously speci-
fied. Investigation of the feasible region as defined above
spacifies an inclosed area as shown in Fiqure 5.5.

Reference to the ZNU cutput from the simulation model
indicates that some of the points within tha theoretically
feasible region show that two or more values obtained are
equal to zero, These are also shown in the Figure 5.5b.

The results of the eguation are also shown were the calcu-
lated value of other output, ZNU > 0. The illustration does
indicate that the results of the simulation produce a limit-
ing condition that is 5 close approximation to the boundary
conditions imposed by the mathematical feasibility and the
data from the regression model,

The desired output expressed from the general form (5.3)

yields an equation of the form

ZNU = 673.4 + 1268.0 lnXU - 1675.4 1lnYU (5.5)
t = . 8.7554 13.2539

R? = 0.6961
F = 93,9269,

Analysis of the results shows that the null hypothesis,

the value of the individual coefficients is zero, is rejected
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by t tests, In.addition the null hypothesis, the coef-
ficient of multiple determination being equal to zero, is
evaluated., The tabulated value of F.OS,(Z,BZ) is 4,88, which
is less than the calculated value of F = 93,9269, Therefors
the null hypaothesis is rejected. The multiple correlation
coefficient shows that 70 pesrcent of the variation in the
data has been handled in the derived equation.

An investigation ¢f equation (5.5) for the indexing in-
put above shows that the marqginal contribution of indexing
is 1268.0 XU-l. Therefore within the area defined, output
will increase with the number of indexing terms,

The limits imposed by the searching are an inverse re-
letionsnip and indicate the effect of decreasing the level
of desired output as the number of search terms increases.

The undesired output, from the general form of equation

(5.4), is expressed in the function

ZNU = 8922,4 + 473.0 XU + 103,437.3 1nXU
+ 31,862.,5 YU - 240,755.3 1nYU (5.6)
t = 0,1100 4,1858 31,9484 9,2356
R? = 0.8332
F = 99,8897,

The t tests to determine if the individual coefficiants will
have a value of zero shows that the null hypothesis would be
rejected at the 0,05 level, except the XU value. Howaver in
the application, all of the coefficients will be utilized.

The test of the null hypothesis, the coefficient of multiple
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determination being squal to zero, is rejected, since the
calculated value, F = 99,8897, is greater than the tabulated
valus F.OS.(?,B?)' The coefficient of multiple determination
indicates that 83,3 percent of the variation of the data
about the reqgression phase has baesn expressed in the equa-

tion depicted.

Conclusions

Conclusiocns based on usage of the reference retrieval
model relate to model stability, numerical results, and er-

ror source ldentificatiocon,

Performance Model Stability

Analysis of the data indicate that the performnance mod-
el is stable even though some of the probabilistic models
used in calculation of output have a wide range of values.
The rasults of the preliminary runs showed limited change in
the output as the sample size to population of documants var-
ied over 2 ratio of 1:7, to 7:7, and the number of iterations
was modified over a range of 20 to 100, as shown in Figure
5.2,

The range of values of output ranged considerably from
search to search at a given lsvel of indexing. This action
simulates a real reference retrieval system very well be-
cause ths number of references to decuments retrisved in
actual systems will vary significantly. Howsever, the levels

of output do follow realistic trends.
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Error Sources

Results indicate that the amount of the undesired out-
put increases by the positive value of search terms and by
negative logarithm of the number of search terms. However,
the magnitude of the coefficients is such that the logarith-
miec value overrides the linear values for the interval of
interest,

Since the desired output increases with the logarith-
mic value of index terms, the values of the coefficients in-
dicate that the total ratics of undesired output to desired
increases with the number of index terms, Reference to the
search terms used shows that each additional term reduces
the desired output, ZNU, approximately onz and ons third
times as much as the index terms increase output.

The results of the performance model subsequently uti-
lized in the regression mndal generate numerical results de-
picting a real-life reference retriesval model. The results
of the reqression model suggest that, because of the limited
range of the independent variables, XU, YU, their relation=-
ship to the dependent variables ZNU can be expressed by more
than ons relationship, which is approximated by a logarithmic
function.,

Analysis of the results obtained indecates three major
conclusions.,

l. The model is stable,

2. Economic feasibility and conditions for optimization
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are present,

a.

b.

Ce

d.

the numerical values obtained fit the
feasible region,

positive output was obtained for the
feasible region,

the output of the ZNU model is positively
correlated with the number of index terms
using a logarithmic function. The ocutput
is inversely related to the level of
searching as shoun by the negative coef-
ficient of the logarithmic expression for
the number of search terms,

the output of the ZNU model shows a simi-
lar relationship except that linear terms
have becn introduced and the coefficients
for both the indexing and searching are
positive. However the coefficients of the
logarithmic elemants are positive and
negative for the indexing and searching
terms raspectivsly and their magnitude is
such that they override the linear rcla-
tionship except at ths (1,1) pasition,

Errcr sources can be identified and quantified in
the inputs and their effect on output determined.
The cobserved errors in indexing and searching stem
from imperfections in lanquaqe and inconsistenciss
in usage. The results of this model do not, how=
ever, provide a basis for discriminating between
these two error sources,



CHAPTER VI

TOTAL COST OF FACILITY-TOTAL VALUE

OF OUTPUT BENEFITS MODEL

The total cost of facility-total value of output bene-
fits model is a structure for computing system costs, user
costs, and the value of the output to the user. These costs
are expressed so that they can be related to the decision
variables (the number of index and search terms, X and Y);
and the optimum or most profitable level of operation for
the entire system will be determined. |

The model will be structured by identifying all aspects
of the systems independently, then relating them to the ap-
propriate outputs by use of production functions. The de-
cision variables in this model are the number of index and
search terms, Therefore, all of the "intermediate outputs"
from the various preduction functions will be related to X
or Y, or both variables,

The production Tunctions are aggregated for the inter-
mediate phases, and a composite production function for the
entire reference retrieval system is included. Production
functions for both the cost and value phases are prepared.
Cost and value will be expressed by applying the appropriate
price per unit of input for each unit of each type of input
used and are generalized as follows, from equation (3.,7).

Profit = Tv0B - TCF,

153
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The total cost of facilities includes all expenditures
and costs of installing and operating the reference retriev=-
al system up to the level of producing output, The total
valus of output benefits includes the benefits (retrieved
references to citations) and the associated costs of re-
trieving and evaluating the output of references. The ra-
tionale of allocating costs into these groups rests on two
points, The first point of consideration is that this ap-
proach categorizes cost by source of data, a deterministic
determination of the TCF and use of simulation to generate
the magnitude of TV08, The second point is that in deriv-
ing the net benefits, the loss associated with the unre-
called desired references (which have a negative value) are
mathematically added to the value of the desired output of
the system, tne desired references. Thus it seems rational
to add the other determination of TV0B, the cost of retriev-
ing all output from the computer, along with the cost to the
user of evaluating the output to the value of output pro-

som S e - —— et~ —
ducing @ package ©

costs derived by simulation,

The entire reference retrieval system will bs modeled
by using a number of independent production functions. The
aggregation of these functions will include all phases of
the operations in the system. The output of each.production
function can be considered as a step toward the preparation

of the final output which is retrieved references to indexed

documents, The production functions will all be formulated
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by using the basic inputs related to the index terms, X, and
search terms, Y, or final output, Z, to provide consistent
variables for interrelating the various phases of the sys-
tems Each successive step in the operation can bs consid=-
ered as making a marginal contribution toward the final out-
put, Z, starting with X and/or Y. The output quantity of
the intermediate production functions will not be recorded
as such, The entire operation must be concluded before any
quantity of output, Z, is measured.
The basic production function is of the form

Zij = hij(X,Y) = gij(rlj'slj'tlj
The basic total cost function is of the form

Cij(Z) = pij[Fij(rlj'Slj’tlj'aij/o’s'I'E'T'R'A)]'
where r, ., s. ., 3nd t are the independent variables of the

1j lj 1j
various production functions, and the aij's are the coeffi-

oaij/DvS'I'EvToR1A)~

cients of the functions.

Xi"Y" = intermediate outputs of the
31 system indexed formulated
searches

Z,. = Tinal output = number of

ij documents

retrieved

€., = total cost phases of the

1] system

The independent variables are as follows:

D = Number of indexed documents in the reference file,
S = Number of user queries to be formulated annually,
I = Number of terms in the indexing vocabulary,
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E = Number of terms in the searching vocabulary,

T = Number of searching installations,

R = Number of new documents indexed annually (replace-
ments),

A = Number of search files replaced annually per in-

stallation as related to the number of nsw
documents indexed annually,

and where,

H = Number of times a search file is replaced annually,
G = The ratio of the number of new documents indexed
annually to the nuwber of indexed documents inclu-
ded in a replacement reference file,
R R -1
p S0 =3
JHR O HR
A = T "R ° HD
D
or A = ﬂﬂ = HR.

1

The detailed development of the production functions and
costs are demonstrated for the cost aspect of the system,
then followed by the value functions. The basis of the math-

ematical form of the functions is determined from (1) known

derived relationshing, and

Fdmn

2) revin 51 citod ro1a+1nnch{nc.
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Previous work in indexing has shown a curvilinear re-
lationship between the independent variable of the time need-
ed to index a document and the number of terms used to index
a document, Previous work has shown that computer usage is
distributed on a linear time basis, Also many clerical func-
tions are treated similarly. Therefore, unless specific data

are available to suggest other forms of the relationships
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between output and input for any phase of the systenm,

straight-line relationships are presented.

Total System Production Functions

Three major phasss of the operatibn of a reference re-
trieval system can be readily identified: capital equipment
and development, operations, and measure of output.

The first two phases constitute the total facilities,
and the last is the total output benefits, The discussion
presented under the succeeding three subheadings is identi-
cal to the format presented in Chapter III. It is also con-

sistent with the data presented in Table 6.1,

Total Facilities
This phase dexcribes the physical equipment and facil-
ities needed to implement a reference retrieval system,

Capital Equipment and Development. This subheading is

equivalent to phase level I of Table 6.1 and would include
all of the necessary installations, equipment, material, and
indexing effort to establish the reference retrisval system
as a full-capacity operating entity., The development will
be the establishment of production functions, followed by
the construction of cost functions. The production func-
tions for initial investment énd document acquisition have

the general form

Xj = gj(rlj’alj'blj/o'l'T'R'A)
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where rl. = the independent variable
J under consideration,
2y and b1 = coefficient showing the
J J dependency relationship
of the function,
and Xj = intermediate level of output.

Two phases of capital are considered; (a) the davelopment
which is indexing and document acquisition and services
needed to transform raw documents into retrievable indexed
referencss to documents, and (b) the capital equipment and
facilities acquisition,

A. The producticn functioms for the development phase
includes the initial indexing and the document ace
Quisition which can be grouped as follows:

1, Initial Indexing ceonsists of indexing and data
input preparztion.

a, Indexing--Thae relationship between tims ex-
pended in indexing a decumsnt and the output
of index terms per document is shown., This
relationship is based on ths work of Clever-
don (page 26) and Costello (92), who pre-
cented results showing decreasing returns
which are approximated by a linear relation-
ship. See Figure 6.1.

X
1 ,/////
Fige 6.1,== e
Indexing TN
Vs, Time 7
0 -~
o0 1.0
e
ql (rll) (hrs.)
x1 = bll +a, (rn) ' (6.1)

where X1 stage of output in number of
index terms,

11 time in hours,

a and b11

11 constants for the function,
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Subsequently, in the total cost function,
the inverse relationship is desired and
will be developed at that tima,

b. Data-Input Preparation--Data~Input Prepara=-
tion can be expressed as a linear function,
related to the number of terms per document,
given the number of indexed documents and
the number of index terms,

Xg = a1,(r5),

Ty2 the time in hours,

1]

842 the coefficient,
2. Index Input consists of two parts, data inser-
tion anc file preparation of indexed documents.

a, Data Insertion consists of the operations
necessary to update files and is, therefore,
a function of the time involved related to
the number of index tcorms, X, and the number
of documents, D.

Xz = ay4(r5), |
where rl, = the time neaded to in-
2 sert data into the ap-
propriate records.

b. File Preperation is the formulation of index
citations records for the distribution to
the appropriates search centers. These rec-
ords may be replaced throughout the year in
opepations, but only one record per instale
lation, 7, 15 required initislly, 7The vol-
ume of throughput is a function of the nume
ber of documents, D, and the number of index
terms, X,

= the time needed
to reproduce
records,

Xd = ala(;la), whers Tya

3. Document Acquisition Expense includes the ex-
penditures for document acquisition and time
involved in their processing.

a., Document Acquisition

Xg = alS(D) for D, documents.,
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b. Document Processing Operations
Xg = ala(D) for D, documents,

B. The category of Equipment and Facilities ircludes
the items which have some salvage value.

1, Equipment includes all computer and necessary
attached hardware.

Z) = a1'7(1‘17)

where r17 = measure of computer
capability.,

2., Facilities include space for operation,
auxiliary equipment, and related items.
Zp = 215(rq)

where ryg = measure of computer
associated facilities.

Operating Functions, This subheading is equivalent to

phasa level I1 of Table 6.1. C(perating functicns can be
subdivided into sgveral phases after the independent as-
pects of indexing and searching are considered, The index=
ing functions that have been proviously developsd under the
initial investment phase are shown on phase levél C of
Table 6.1, far this phase the appropriate variables ussd
are the same as under level I, but the valuss of the con-
stants may be changed. The annual replacement of references
to documents and the frequency of replacing of retrieval
files per year is T x A, Thers is no acquisition of fixed
factors,

The searching production functions include 211 phases
of activity from preparation of a request by a user to

interrogating a retrieval file including request formulation,
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Tahle 6.1. Total System Production functions
Part o, Total Facilities
roduntion independant
Phaae Funct ion iariotla of Number of
Leval Phasa Yafinition Japnndant Produztion Productinn Function Productinn Functions
Yariahle Function in Syatam
Phaasg
Vnlue
TOFAL FACILTILS
T. Capitzal Ecuyiomant &
Devalapment
1, Initial Irdecing
a. Indaexing Xl rl1 X1 = bll + all (rll) D
b. [0ata-lInput frepara=- X r X, =a, (r,,) D
tion 2 12 2 124712
2. Index Input
a. [pata Insertisn Xq T3 Xy = a13(r13) D
b. {File Preparztion X, Tya X4 = ald(rld) DT
3. Document Acz -isition
Expens2
. D hcee =
a ocumant Accuisition XS ] xs alS(D) 1
b. [|[pocument Srczessing X5 D x6 = alE(D) 1
A, Indexing % Jacuzant Ko = DX, + &, + X + T(X, )] + X + X
Acquisition B 1 2 3 4 5 6
Xo = 0[by) v 2y (ry) v apylegn) » 2yl ) » Tla) (r),)) + 2,5 ¢ a) ]
1. Equipment zZ, 17 Zl = 317(r17) 1
. faci =
2 acilities z, Tis z, ala(rm) 1
B, Capital Ezuioment “;- Zo=12; +1,
and Facilities
Acquisiticn J Z, i

= a17("'17) + ale(rls)
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Teble 6.1, Part s, (Continuad) Total Facilitiaes

11. Uparating Functions
1. Primary Indexing
. Y X
a, |Indexing 1 T n ot 2, (rll) R
PR -Inc p - X X
b. [pata lZng repara 12 L) 12 ° 312(r12) R
2, Jata Input
a, |oata 1 ti X X a R
L] naartion 13 r13 13 3 13(r13)
. F Fre = .
b {le Preparation XlA Tia de ala(rld) TR
3. Jacument Acquisition ’
t«pense
a, [Pacument Acquisition X15 R X15 = als(R) 1
b. [Jocument Processing X15 R Xlﬁ = alS(R) 1
c. (omrating Incaxing % = X = R(X e X o v Xoa] + ToA(4, ) » X o+ X
Uocumert Acquisition 20 1 1z 13 14 15 16
Xoq = RlB, + a5, (rll) + 312(r12) - 313(r13) va 316] N T-A[:ld(rldﬂ
1. izarch -“reparation
o e Re P - Y Y =
a ssrara:‘jﬁ:t rep 21 $11 2 an(su) s
b. {izarch formulation Y22 %12 Y22 =z b12 *a,, (312) S
' g4 P - =
c. [data X;izﬁ repara Y23 $1a st 323(313) S
2. fatriev2]l Installa.
tion Coeration
a. [c2sic Czaration Y24 S$1a Y24 = 324(514) T
« |Tile-Searchi =
b le-Searcring VZ5 Sie v25 azs(sls) S
PR zarching = Yg. = 5[721 APPRLIAPEE stj + T£Y24]

Vag = 8l2py(sy)) v b vz (55) w20 (s5) »2,0(s) )] + T, (s )]

e i et e —

——

TOTAL FACILITIES = TF 2 Xo +# 2, + Xy ¢ Voo
T2 [0+ R](byy » o (ry) o a,(r0) emyg(rg) o8, 0 10 Sla, (s)))

$ by ¢ 8y(8)5) s ayg(a,5) ¢ ay(s, )] ¢ TL(A + 0)(ay,(r),))

*
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Table 6,1, Part b. Total Cutput Benaffts

Production [Independent

Phase Functton |Varisbls of Numbar of
Lavel Phase Definition Dapandant {Producticn Product {on Function Productjon Functions
Variablae Funct fon in System
Fhase
Value
TOTAL OUTPUT BEINEFITS
o 4 F 2 =
1 Output Fraparation a u 241 561(ZU) 5
v -
2. Dutput :?g: Evalua Z,, 2u ZAz = °A2(ZU) S
AL Qutput Freparation = = 5,2 + 2 ]
and Evzluation 43 ! 42
29 7 Slley, » aaz)(ZU)J
= &1 { N
2, " sia,, + a,, )Ny ZNu)]
1. Value Neaded Used 2 ZhU a__(2nu) S
Output 43 43
Z. Cost of “erded Not 2 28T a, (2n0) s
Jsed Cutout 44 44
8. Value of Output =

Zyc 3 s[z63 . sz]
2, = 5[343(2Nu) . ada(ZNU)]
zd

g = S[(a,s + a“)(zr.'_) + (aM)(ZN)]

TCTAL G.7TAUT EINEFITS = T08 = 2,4 + 2,0
TO8 = SL(aél + aaz)\zmu + 2ZNU) + (a43 . 844)(2””) + add(ZN)]
= S[(a41 tag, va,e aAA)(ZNJ) + (aAl + 342)(zﬁu). (344)(ZN)]
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All functions are either related to the number of search
terms, Y, or are constant. These are shown in phase level
D of Table 6.,1. These functions are subdivided into those
attributable to a search formulation and those related to
the retrieval installation operation. Searching functions

can, in general, be expressed as

= £
Yzj gzj(slj'a?j/D’S'.—'T)'

where s, .

the dependent
1]

variable under
consideration,
and

a, . = the dependent

2J  relationship
coefficient,
Y. . = intermediate
2J  processing out-
put.

1., Search Preparation. This includes all functions
from user~-time cost to search-data preparation
attributed to the numbher of search terms used.

a. User Request Preparation includes the user's
time in preparing a reguest.

Yo = 8p1(sy))

where a

coefficient
21

] user-time to prepare
11 a request in hours

b Search Formulation is the use of the search
intermediary's effort to translate a user's
request into terms compatible with the search
vocabulary of the system so as to interdict
with the reference retrieval file., Since
this has many attributes of indexing, the
same type of function is used.

Y =

22 = Py * 2y, (sg5)

where 517 = time in hours
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a constant

22
b12 constant

1t

c. Data Input Preparation, which is a linear funce
tion of the number of terms vused, .is

Yoz = 2p3(sy4),

whersg Syg = time in hours.

2., Retrieval Installation Operation. These are the
functions involved in interrogating the reference
retrisval file for the documants of interest at
gach installaticn, A,

a, Besic Operation, materials, utilities per
installztion, T, are

Yza = a?é(sla)’

where sM = a measure of materials
quantity.

b. File~Searching costs associated with accessing
the files at each of the T installations, which
is proportional to the number of terms per each
formulated search of S5 searches, are

Yo5 = 2p5(sy5)s

where S1g = time in hours to
search.,
Total Output Benefits Functions

Output fumctions relate the preparation of the number
of refserences to decuments and their evaluation along with
their value or benefits which are related to output gquantity,
Z, The relation of Z to the number of index terms, X,.and
search terms, Y, is obtained by use of the performance model
which is actually a point profuction function, Therefore,
for a given level of output, Z, its relationship to the inde=-

pendent variables X and Y in known, Thus, the number of
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raferences obtained is related to X and Y. The general
form is

4 (tlj/o.s.I.E.T.R.A).

45 = %43

A. Output Preparation and Evaluation include two
phases.,

1, Output Preparation equals basic output prepara-
tion and is proporticnal to the number of
references to be cited.

241 = adl(ZU)

where ZU = number of references to
be cited.

2, Output Data Evaluation function, which is the
effort (or time used) by the user evaluating

the output to ascertain if the references
obtained are consistient with his request, is

2,9 = aaz(Z”)"

Bs Value of Output includes the positive value of
retriaved output and a penalty for unretrieved
needed citations,

1, Value of Needed Used Output
243 = aa3(ZNU>
2, Cost of Needed Not Used Output

At this point some combination of these functions using
known relationships can be accomplished., Equation (3.2) can
be converted to output and the result is

ZU = INU + ZNU,
Therefore, a new expression can be derived, where

240

L]

S(a41 + 842)(ZU)'

2 S(ayy + a4,)(ZNU + ZNU) .,

40
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A similar relationship for equation (3.1) is available,
IN = ZNU + ZINU.
Transposing,
ZNU = ZN - ZNU,
This can be written as shown in Table 6.1.
45 = S[aas(zwu) + aaa(ZNU)J
= S[a,4(ZNU) + a,,(2ZN) - a,,(ZNU) ]
Z,c = S[(aa3-a44)(ZNU) + (ada)(ZN)].

Therefore, the combined equation for TOR can be written,

~N
i

~N
n
!

wheare

TOB

7
240 * Zus
SL(aAl+aa2)(2NU + INU) ]

S[(a43-aaa)(ZNU + aaa(ZN)].

TOB

+

Rearranging,
= i v - \" ]
TO8B SL(+341 3,42% n aaa)(2|u)
(a,,*a,, ) (ZT) + (a,,)(Zn)].

It is to be noted that 2all of these values are derived as

+

part of the output from the performance model. In addition

ZN is a constant; tnerefore, surfaces for only two functions

need be generated, those for ZNU and for ZNU,

Total System Cost Functinns

Since total costs are a function of the number of units
of input used, they are a product of the price per unit of in-
put and the number of units used, It is desired to relate these
costs to the level of uvsage of the index and/or search terms

and the number of units of output.



168

The inverse function between inputs and outputs is
desired as shouwn,
Ciij'Y-Z) = Pij[Fij(rlj.slj,tlj,aij/D,S.I,E,T,R.A)]
Total costs are generated by applying the price per unit
of each input in conjunction with the production functions,
A total cost function is shown for a given case and the gen-
eral situation. Since benefits, costs, and expenditures
are matchad timeﬁisa in the operating and output phase, they
can be related directly by using production functions to
formulate ths cost functions, However, the inverse rela-

tionship of variables is desired because costs are related

to the indepaendent variable of the production function.,.

Total Cost of Facilities
Refersince to the production functions under initial
indexing showed the equation (6,1)

Xp =y rapleh
where X1 is the output or depen-
dent varizble and while
total cost is related to
the output level, Lt has
a2 fixed relationship to

the level of input, Tyye
X_+b
= (<11l since b,, has a negative value.,

r =
11 a4 11

Since there are D documents the total cost equals

X, +b
- 111
cl(x) =D pll( )

1
P11 = cost of indexing, $/hr.,

and is shown graphically in Figure 6.2.
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c,(x) ~

0 Xl output level
Fig. 6.24-=-~Cost of Indexing
For data input preparation, D docum2nts must be insert-
ed; therefore, their number must be included; and the speci-
fic form is
cz(x) =D X, =D plz(xz/alz)‘

The spzcific form of the production function for data in-

sertion is
Xy = a13(r13)’

In the above case the total cost function for this step is
cz(x) =D p13(x3/a13).

In the initial phase, however, cost adjustments must be
made, the production functions are constant for the system;
however, since the benefits of the initial phase are obtained
over 2 period of time, the costs will be allocated so that
they match the time period of benefits., However, the invest-
ment expenditures are made initiaily; to obtain consistent

comparisons the concept of time value of money will be used

to put cost on an annual basis,
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Therefore, ths monetary expsnditure cost function is related
to the equivalent annual cost function., These Functions are
presented separately for ths fixed and variable components
of the initial phase, Tha.initiai invastment and indexing
facilities contain factors that are fixed for the given in-
stallation and those that vary with the number of index
terms, X. This procedure provides a natural division of
factors, and thsrefore the production and cost functions ares
similarly grouped. Thorefore, there will be an equivalent
annual cost for each of ths two phases.

Total cost and equivalent annual cost are obtained from

the format of Barish (93).

eAC = [ m(1em)° ]
L(l+m)0-1J
EAC = the equivalent annual cost,
Given:

0 = the life of the capital equipment
and facilities,

L = the ratio of salvage value to
initial investment (straight-
line depreciation).
m = the annual interest rate,
CR = the capital recovery factor.
Therefore, the expenditure cost function for the development
phase is X+b

P P 11

P
12 13 14 : —a,.
C(X):DX[ + + :l+D[_P 11 + P__+P__T.
o 352 a4 214 11 15 16

The The equivalent annual cost function for the development

or indexing and document acquisition is
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crR]
cso(x)-co(x) (™M1

o]

This equation does not provide for any salvage because there
are no assets that can be considered as having tangible
resale valus.,

The cost function for the capital equipment and facili-
ties acquisition phase is

The equivalent annual cost function for the equipment and
facilities phase is
~ CR
cﬁo(z) = ClO(Z)L(l-L) (2) + L m].
The equivalent annual cost functions for the initial phases

of the model ars

P p P
, o 12 + 13 + 14
Cop(¥) + Cog(2) = 0 xlayg "y " apy) + 0
X+b
(__;Ai) _lcr )
(pll T PlG)J (g) * Py plBJ
1) (my +t =l

0
Similar utilization of the previously developed production
functions to produce the appropriate total cost functions
for the various phases of the inputs are developed and are
shown on Table 6.2.

The final agaregate cost of facilities can be expressed

as depicted and is
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Total Cost of Factlitins

TOTAL SYSTEM COST FUNCTION AND DATA FOR MODEL APPLICATION

brice per Unit

pucific Toutal Cost

Phasn Tatal Coat Function of Indaurndentyvay Function Used to
Lavnl Phaan Definition Gonurnl Exprassion and Fuoctinn Jemonstrata the (fndal
TOTAL LOST UuF
FACILITIES
1. fLapital Equipmant %
Devanlopnant
A, indexing and Oocumant | C.(x)
Acquisition
1. Initial Indaxinq Xl—bll)
= D» 8 = . . " . (Xs 4.00
a, |Indexing cl(x) DRy 11 Py, = 810 00/hr C,(x)=729,000{10.00+ ( )
b. [oata éngt Prepara~ c,(x) = D’plz(xz/alz) Pp =8 7.00/hr C,(x)=7c,000{0.133 x]
2, Index Input
a, {Data Insertion C (x) =D*p__(x,/a_)
. 3 137377187 [ (x) +c ,(x) 81300 {?S(x) v €,(x) = 1800
b. |[File Preparation ca(x) = D'T-P“(Xa/a14
3. Document Acnuisition
Expense
a. (Document Acquisition CS(X) = D-Dls/als plS = $.28/documeny C_(X) = 700,000(,28)
b. [Jocument Processing CG(X) = D-Pm/a15 Pig = 5.25/documeny C_(x) = 700,000(.25)
Indexing % Document = C (X} = Cl(x) + cz(x) + Cs(xff+ C(x) » Es(x) - C_(4)
Acquisition 4 6
+
P P 11y P P
£.x) =D{x 12,03, 0 [p AL
%12 213 214 11 215 %16
Co(x) = 700,000{10.00. (X+_4.00y + 0.133x]+372,800
53,33
Equivalent Annual C_(x)=¢ CR
nua = 2
Cost - = gyl o) J(m)
. €. (X) {700 000{10,00 (X+ 4,00 i )[CP' ]
= ’ .00 + 4, + C.,133X 1-372,630H,m=.10
50 (=gr33) ocs )
Cen(Xx) = {700 000[10,00+ (X+ 4,00y + 0.133x7.372,800}[.18744
50 ' (X2x2-00) J 0} ( ]
3. Ecuipment and Facili-|C,,(2)
tiess Acauisition !
1. Ecuipment C(2) =P (2,/a ) C,(2)=$35,000/total | C_(2) = 35,000
1 17'717%17 1 1
aquipment
2. Facilities €.(2) =p, (2./a,,) C.(2)=520,000/totat | c_(z) = 20,000
e < facility -

tcaipment and facili-
ties Acquisition Cast

Equivalent Annual c_.(2)
Cost 60 )
CGD(Z) =
Cenl?) =

tlo(z)‘= cl(z) - cz(z)
Clgl?) = Po(2 fayg) +

CIU(Z) = 55,000

CGD(Z) = 8706

ple(z /a1a)

CR
C,o(B1-1) ™ (Lea)]
[s5,000][(1-L) (METIO) + (L) ]
o=8

[55,000] (1-.33333)(.18784) + (,33333)(.10)]
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Table 6.2. Part a. (Continued) Tatel Cost of Facilities
11, Uparatiny Functions
c. Oparating Indeving &
Yocument Acquisition
1. Frimory Indexing X11¢b11}
, o
a. Indexing Documants Cll\x) R pll 11 pll = $10.00/hr. Cll(x)=175,000[10.00- ((o a:noﬂ
. Pat t Pre; - (X}=R+P__{(Xx . . £ .
b ata :?2: resara clzxx) 12( 12/812) P, = 8 7.00/hr cxz(‘) 175,000[0,133x )
2. Nata Input
s, [dota Insertjon C._(x)aRP (X _/a__)
A 13 13TLTRT 0046, (0 =53500 e (k) v € (X) = 3600
b. |[File Preparation Cld(‘)=T-A Pld(\ld/ald)
3, Document
8. Jocument Acquisition Cls(\)=R-F15/a15 plS = $,28/document cls(x) = 175,000(,2¢8)
b. [|Document Processing Clﬁ(‘)zﬂ'pls/alﬁ 916 = 8.25/docurant cls(x) = 175,000(.2%)
] ati Indexi = C Ay = C X) « C 3 C X C X C X C. (X
per ;:g ndeving 20( 1) 12¢ )+ 13( )+ 14( + 15( ) ¢ 160 )
Document Acquisition . X+b .
TPl Pst (—1ly ¢, : P
c, (x) = Rx ’%‘*F a1 28 . 16 |4e Teaux| 10
20 Pz Pass 1 %15 216]) 214
czo(x) = 175,000{10.000- (x.qg.sg) + £.133x] + 95,350
D. Searching
1, Search Farmulation
a. |User Reauest Frepar- [C,.(¥)=5+F .(Y,,/a_ ) [P,, = 810.050/user t,.(v¥) = spo[10.000=5,000
ation 21 217 217 "2 21 requesy 21 !
Y
(‘_"12)
3 i =S a = = »
b. [search Formulation C,p(Y)=sFy, 22 Py, = $10.00/hr. C.,(Y): 500 [10.00 (v¢5§.gg)3
c. [ata 1?g:t Presara- C23(7)=5'r23(V23/323) Pyy = 8 7.C0/nr. C.4(Y) = 500 [0.133+Y]
2. Retrieval Instz21lla-
tion Cperation
Y
a., [Basic Operatjon c,,(v) = Tep_ (v, /2, )|r,  _24=86,000/se2rcrC. (Y) = 1(6,000) = 6,000
) 24 24" 247 724 26324 facility, eaq 4
b, ile Sesrching czs(v)=s-F25(v25/a25) Pog = 8159.,33/hs, CES(Y) = 500 (2.81Y)
- - - AY
Searching Cost = Cy (Y) = c“(v) + c22(v) + c23(v) + c“(V) + 'zs(v’
Y¢b
12y~
C (1) = 3('1' {p?! vb + EE-I + r; ( aEZ) i, + T.\a(n?i)
30 VP "% "] 22 _ 35,
Cypl?) = €00 [10.00+ (¥+ 4.30y + 2,54%:¥] + 11,000

53.13

TIES = = - X
TOTAL COST OF FACILITIES TCF CSO(X) + CEO(Z) Czu( ) o+ C3U(Y)

{ [ (X+b11) -
b P P F. B te) (rop CR
12, 11, 18 14 a 15 1%] (. Pia 8 {
ICF = DX + 4 e 4 Tememm ) & P 11 ¢ —= ¢ L S ¢ A 22 1-L),m, + (Lem)
CPiz 213 %14 314] [11 215 alék}&o’} HET! ®18] . (o)
X4b
P P (—11) » P ‘P p p " (—12) p p. 7
.a{x',ﬂ.__ll..rnn "1 —15'."‘-‘ covl2l, 23, 25 L "12).%:\(—’—")”—?—")?
f12 %13 L 15 °16] P21 %23 %s 22 J 214 %24’ |
A X+ 4,00 X+ 4,00
IF « {700.000[10.00. 53.337, p.133x]s (372,103} {18744} + {}75,000[10,00 53.33

Y+ 4,00

———t)
« {500 [10.07 = 5333

T1CF = 415,590 « 98,140 x + SO0

+ 2.523v]) + {11¢,050)

(0.75 » 2,7305 ¥ ),

+ 0.133x]
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Tabla £,2, TOTAL SYSTEM COST FUNCTION ANO DATA FODEL APPLICATION

part b, Totzl Yalues of Output Banafits

Phaaa fn}#l-Cnﬁtv!bnutinn b}icq bFar Lett Sperific Intal Cost
Lavel Phagae Dalfinitisn Ganernl Expraasion of lpdapanaznt Vs d function Uand to
isble & Funstion Dgmonatrata the Mndel
TUTAL VALUS OF C.risuT
BENEFITS
1, [Cutput Praparatizn Cdl(Z) = S(-pdl)(gu—) pdl = 8,01/zitatjnd CAI(Z) a 500 (~.01) Zu
41
2. [cutput Evaluation Cap(2) = 5(=P,p)(2U) | Pyp = 820.07 bry f€,.(2) = 500 (-0.10) 2u
a2
A, Litput Preparatian & = C,4(2) =C, (Z) +» C, (2) € . (2) = spof(-0.11) 2V’
Evaluation Cost 40 41 42 40 « J
C4o(2) = S(AL - 242)(zy) Cho?) = (-0.11)
a0(?) = S50 - 5 s0f?) = sool{-0.11
-p P _ (zvu » ZWu)]
= 5(—=2L - Z22y(znu + ZRU)
241 242
)
" b |
1. |value 53:093 5 Lsed | C,a(2) = s(pda)(znu) Pas C4af2) = so0 ((10.00) ZNU]
put ; EPE
!
i . _ _ -
2, {value Weeded Not Used | cdd(z) = s(-pdd)(zwu) Pa C4(2) = so0 [(~1.00) ZnU)
Cutput ' 3,4
8. vz2lue of Output = CAS(Z) = 043(2) + CAA(Z)
Pa3 Paa
€,.(2) = s 22(znu) - 22(znD) €,e(2) = soo [(10.00)(2ne)
45 3,43 Y 4S5 -
- (1.00) (2nU)]
p p p
43 44 44
C,ef2) =5 &——— + —=2)(znU) - -—-(zx)]
45 253 344 2as

T3TAL VALUE = TvlB

Cap(2) + Cagl2)

SF ouTeuT
IENEFITS -p P Pas  Paa Poy  Pam, Paa
Tvis = s (2L - A2, 23, Bl - (52 s )R - (a—xzr.-)]
351 242 %43 a4 a1 42 44 )

Tvd8 = 500[+10.89 (2Nu) - 0.11(ZNU) - 1,0%(ZIN)]
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TCF = 415,590 + 98,140 XU
+ 500(0.75 + 2.7305 YU). (6.2)
The cost is expressed in linear functions of the number of

index terms and search terms.

Total Value Output Benefits

Value measures or expresses the cost of preparing and
evaluating the final output and tha bsnefits derived from
having the output. The output is expressed in quantitative
unips as the number of needed references to documents ob«
tained., Also, there is a penalty for not obtaining all de-
sired output which is the unrecalled nseded references. The
TVOB can be expressed related to three subphases of outbut:
preparction and evaluation, valus of needed ussd ocutput, and
a penalty for needed but not used (unretrieved) output. In
addition there are, S, searches applicable to these individe
ual query costs, output preparation and evaluation cost,

The value of the output is defined in relation to it-
self; converting tha production functions to total cost
functions is readily accomplished,

The relationship for TO0B can bs explicitly defined as
taken from Table 6.1. |

TOB = S[(a41 tay, A, ada)(ZNU) + (a41 + 842)
(Zw) + (a,,)(2N)]
In general,

TvOB = PaJ[TGEJ.
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So from Table 6.2

P p P p
TVOS = s;_(-a“ - 42, 43, a‘”‘)(zwu) |

a a
p p p
- GHE o aEm) - GEHEn]. (6.3)
41 42 44
Where Pa

- 41 - cost per retrieved cita-
a tion of output prepara-
41 .
tion,

0

- 22 . cgst per retrisved cita-

42 tion to the user for out-
put evaluation,

3]

p
43 - value of each retrieved

843 needed citation,

péd
T — loss in value of each
aaa unretrieved citation.

Three of the unit value parameters (P41, Paz, and Paa) have

negative signs since they are a cost or penalty factor.



CHAPTER VII
RPPLICATION OF TOTAL COST~VALUE MODEL

Applicaéion of the total cost-value model depicted in
the previous section necessitates use of the specific total
cost of the facilities model developed for the deterministic
phase and use of the total value model., Thsg value in turn
incorporates the probabilistically derived performance sur=-
faces for the ZNU and ZFNU output discussed in Chapter V.
Additional cost or value data to generate the total value and
total cost surfaces and to complete the model are nseded,
Optimization of the model can then be achieved by determining
the point of maximum profit in terms of the variables of the

system,

Data Sources

The data available for use in the total cost-valus mod-
el are subject to the limitations discussed in Chapter 11,
Review of the literature, discussion with knowledoable indi-
viduals, and correspondence with various organizations have
yielded reasonable data for utilization of the varicus rsla-
tionships expressed in the entire model, All avaijlablas per-
tinent data werse used, and where possible the relevant rela-
tionships were established, followed by the application of
cost data. Absence of data to implement the production func-
tions necessitated the use of cost data directly related to

177
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the decision variables of the number of index and/or search

terms. Aggregation of these data allows for the determina-
tion of the most profitable level of operation of the deci-
sion variablas X, Y of the system. Thess data aré presented

in Table 7.1, along with their sources,

Profit Maximization

Profit is the measure of optimization and is the differ-
ence betwean total value and total cost, where both factors
are expressed in terms of output, which is represented by a
surface in XU and YU, The maximum profit or optimum level
of operation will, therefore, be where the two surfaces have
the greatest difference. Normally; this relationship can be
solved by taking the derivative of each equation, setting
them equal to zero, and solving for the appropriate level of
operation., However, this model has used two independent var-
iables from equation (3.7).

Profit = TVOB - TCF,
Let profit be expressed as ZP,
From equations (6.3) and (6.2) the values of TVOB and

TCF can bes substituted into (3,7). This equatiorn can now be

expressed
p p P P P P
2P = SL(- 341 - QAZ . 843 . aéd) ZNU - (33—1 + E—A—z.)
41 42 43 44 41 42

p
4

INU - (;ﬂ') ZN] - 415,590 - 98,140 XV
44

- 5(0.75 + (2.7305 Yu)]. (7.1)
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Cost or Value of Various Items

Needed for Application of TV0B-TCF System

Designation Cost or
of Cost=-Value Value of Data
Item Definition Sources
P11 Indexing Cost MOntagua*
912 Input Prepar- Kuney
ation Cost
CS(X)+Cé(X) Index Input Kuney
Cost
P15 Document Ac- Library
guisition Cost Journal
P16 Document Pro- Mueller
cessing Cost ‘
Cl(Z) + Equipment Cost Personal es-
' timate in |
Cz(Z) Facilities Cost con junction
with compu-
ter staff
P User Request Musller
21 Dreparation Cost
P22 Search Fornulation Use same asg |
Cost indexing;
Montaque™
923 Data Input Prepar- Use samg as

ation Cost

in indexing;.

Kuney




p25

P

F-3
[V

* Also reported in Penner
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Basic Operation
Cost

File Searching

Crnat per retriev-
ad citation of
ocutput prepara-
tion

Cost per retriev-
ed citation to the
usar for output
evaluation

Value of each re-
trieved needed ci-
tation

Loss in value of
each unretrievaed
citation

Interest rate on 10%
initial investment

Expected 1ife of 8 yrs.
system
Ratio of salvage «33333

value to initijal
investment expen-
ditures

Personal es-
timate in
con junction
with compu-
ter staff

Rogers, U of]
Colo. Mad.
Canter

Personal es-
timate in ;
conjunction
with compu-
ter staff

Muellar

Musller

Estimate

Estimate

Review of
iterature

Personal aes-
timate in
conjunction
with compu-
tey staff
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Substituting the functional forms of ZNU and ZNU from equa-
tions (5.5) and (5.6) into (7.1), along with the value data,
produce

Zp

s00[(10.89)(673.4 + 1,268,0 lnXU - 1,675.4 1nYU)

(0.11)(8,992,4 + 473.0 XU + 103,437,3 1nXU

+

31,8625 YU - 240,755.3 lnYU)

(1.00)(6,279.2)] - 415,590

98,140 XU - S00(0,75 + 2.7305 YU). (7.2)
The conditions for optimization were reviewed previous-

ly by Allen, page 49, The condition of the first partial de-

rivations needed from equation (2.5) stated in the current

variables, is

4zp _ 4ZP _ g,
AXU - AYU

and will be expressed independently for ths XU and YU vari-

bles. Therefore, from equation (7.2),

AZP _ 500(2,430.43 xu~t

- - 248,31) (7.3)

et

has the value of zero when XU = 9,788.

Similarly,

-1
i%% = 500(8237.98 YU - 3507.61) (7.4)

has the value of zero when YU = 2,349,

The values of XU = 9,788 and YU = 2,349 were rounded to
the closest integer point, XU = 10, YU = 2. The validity of
this point to give maximum profit was verified by direct enu-
meration of the 135 feasible solution points. This solution

is in the feasible range
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1 < XU < 15, XU

10
1 <Yu< 9, YU

]
N

XU > Yu, 10 > 2,

Analysis of Results

The objective of this phase of the work is to deter-
mine the optimum level of usage of the decision variables
which are the number of index and search terms, The bene-
fits are the the number of needed citations to documents re-
triaved. Therefore, the analysis is devoted to relating
the output level and cost to the number of index and search
terms. The total number of citations retrieved annually is
a function of the number of searches conducted, which is
held constant, and the number of citations retrieved per
search. This analysis will present value, cost, and profit
on a (1) total basis and (2) on 2 per needed retrieved ci-
tation., The second approach is generated by dividing the
applicable numbers from the first approach by the number of
needed retrieved citations obtained.

INU - S,

Analysis of the results of model application is related
to three facets: (1) an overall review of the points wherse
various functions such as output values, cost, and profit
are maximized or minimized, (2) the impact of the number of
index and search terms, and (3) a detailed analysis of the

region surrounding the most profitable level of operation.
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Overall Review

An overall review of optimum positions of maximum value,
minimum cost, and maximum profit are dependent on (1) the
number of refarences to citations (ZNU and ZNU) recovered,
and (2) the per-unit value, cost, and profit which are re-
lated to the number of references to desired citations, ZNU,
These factors in turn produce the total value of output
benafits, total cost of facilities, and profits. Therefors
an examination of the physical output will be followed by a
review of the optimum points.

A review of physical output shows that ZNU is maximizgd
at XU = 15, YU = 1 for a total of 4,107 needed references
retrieved per search., Similarly the maximum value of ZNU is
at the same point, and a value of 327,993 undesired refer-
ences is provided per search., These data suqgest that ZNU
increases directly with XU and inversely with YU. Obviously
this is not a desirable level of operation because of the
high level of unneeded retrieved references. In addition,
tne impact of Lt shows that this position has a negative
profit., The total value of wvutput benefits (TVOB) is mexi-
mized at XU = 15, YU = 2 for &« ‘~tal velue of $2,287,142,
and profit is positive at this point. However, maximum
TVOB per needed retrieved citation is at the level of XU =
5, YU = 3, which provides a value of §2,586 per retrieved
needed citation, The profit per needed retrisved citation

at this level is $0.52, which is close to the maximum profit
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per citation of $0.58 per unit. The cost of preparing in-
puts increases with the number of index and search terms
used, as shown in equation (6.2) and are, therefore, 2 min-
fmum at XU = 1, YU = 1, The totsl cost, TCF, at this level
is $515,470, However, minimum cost per nesded retrieved
citation is at XU = 4, YU = 1, where the cost is $0.66 psr
citation.
The feasible region is shown in Figure 7.1, where
1 <XU<1S
1<Y < 9.
The profitable region is shown to lie in a limited
part of the feasible region where
4 < XU <15
2 <Y< 3,

Impact of Indexing and Search Terms
The results of the calculated output are provided in

Figure 7.2 and 7,3. Thess Pigures present a section which

runs throuah the noints whaore the valuas af XIl and VI

v N et d d 4 . . -

(&m
integer values) show maximum profit, In Figure 7.2 the num-
ber of index terms varies, holding the number o index terms
constant at YU = 2, and Part 2 shows the general incrsase in
total value, cost, and profit with the number of index terms,
The TVOB increases with the number of index terms as doas
TCF, Total profit is shown to be at a maximum at XU = 10,

Part b is a graphicel representetion of the average value,
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XU=15
/XU=YU
/
Ve {
’. /. -' .- e ._‘_,._‘..‘_i - YU =9
8 Infeasible :ﬂ
! Reqion : |
Y 6 ’ g t;] Feasible %
o Regien L
)
4 2
Max imum
2 _‘___+.V.. B Y, Py . .9
(10,2)
0 I B
0 2 4 6 8 10 12 14

Fig. 7.1,-==Plan View of Solution Profiles

Note: (+) Points of Positive Profit,

Maximum at (10,2)

cost._and prorit per needed éitation that is retrieved.
These averags results are plotted versus the number of index.
terms as in part a. As indicated, TCF/(ZNU.S) is a minimum
at XU = 7 while TVOB/(TCF.S) is a maximum at XU = 8 and the
average profit is maximum at XU = 8,

Refesrence to Figuro'7.3 shows the relationships of val-
uve, costs, and profit to the number of search terms, holding

the number of index terms fixed at XU = 2, Part a shows that
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TVOB changes significantly with the numbar of search terms
and is a maximum at YU = 2, TCF shows very little increase
with the number of search terms. Total profit, therefore,
is 8 maximum at the same value as TV0B8, which is YU = 2,

Part b shows the relationship of average value, cost,
and profit per needed retrieved citation, where these re-
sults are plotted versus the number of search terms., As
indicated TVOB/(INU+S) is a maximum at YU = 3, Total cost
per citation, TCF/(ZNU+S), generally increases with YU since
the number of citacions, ZNU, decreases with YU, Averags
profit is, therefore, a maximum at YU = 3, showing the inter-
active effect of value and cost. As noted there is a dif-
ferenct relationship of values versus level of indexing as

compered to that of searching.

Profit Maximizing Values
The values of profit maximization in finteger values
and in more precise real numbera are shown in Table 7.2, A

series of points in the vicinity of the ootimum value of XU

o

t ]

and YU were svaluated, The paramsters determined were cost,
value, and profit hoth on 8 total and on a needed retrieved
citation basis. Using . system of decreasing intervals of

investigation, the calculated optimum value was found with-
in the accuracy of the four-digit data used, The values of
the various parameters are shown in Table 7.2. Tha maximum

total profit is found to be $575,108 at XU = 9,79, YU = 2,35,



Table 7.2. Solution Cost-Value-Profit Summary
No. of Terms No., of Parameters of Value - Cost
References_ .. _TVOB __TCF i __Profit Cost
Index Search ! Per Searcﬁiﬂ_ otal _ _ Total _ _ ' _ lotal _ _ _ Per
Xy Yy ZNU Citation ~ "Citation Citation __"] _Search
9 2 2,298 81,822,472 $1,301,955 $520,517 $2,602
1.584 1.132 0.452
9 3 1,619 81,740,141 $1,303,321 $436,820 $2,606
2,150 1,610 0.540
10 2 2,431 $1,924,492 $1,400,095 $524,397 $2,800
1,580 1,152 0.432
10 3 1,752 $1,842,161 $1,401,461 $440,700 $2,803
2.102 1.600 0.502
9.79 2,35 2,136 $1,956,053 $1,380,945 $575,108 82,762
1,832 1.294 0.538
I

'500 searches

681
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The maximum total profit with the decision variables ex-
pressed in integers was $524,397 at XU = 10, YU = 2, In
addition to the valuss reviewed hers, this levsl of opera-
tion achieved the highest number of needed references re-
trieved per search, ZNU = 2431, The point of maximum profit
per citation is located at XU = 9, YU = 3, however, this
level of inputs provides the lowest level of total profit of
any of the four levels depicted.

As shown in Table 7.2, the cost per search near the op-
timum level of indexing ranges from $2,602 to $2,803 per
search. This cost is considerably higher than that charged
to most ussers even though it is their implied cost. This
aspect supports Penner’'s comment, discussed on page 43, that
society is not paying the costs of library information ser-
vices., The numerical results obtained have been rounded off
to the nearest inteqger valqe since index and search terms
are also inteqgers.

The results of this approach is that the point at which
profit is maximized has bsen quantitatively defined based on
the number of index and search terms,

Experience has shown that this procedure, discussed in
this section, is valid. However, this is not to be con-
strued as a ganeral procedure. Other types of problems can
show that rounding to the nearest integer solution might not
be feasible; or if it is feasible, it may be suboptimal., If

the entire population space is small enough, exhaustive
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enumeration of all integer feasible solutions should be used.
In this particular problem, rounding of the solution XU =
9.79 and YU = 2,35 to 10 and 2 respectively did define the

maximum integer solution.



CHAPTER VIILI

CONCLUSIONS AND RECOMMENDATIONS
FOR FURTHER WORK

The intent of the model developed has been to devise
a series of submodels that can be used to simulate the range
of activities of a reference retrisval system and provide a
means of optimizing this system, including the direct mone-
tary costs and the value of the output along with the user's
costs of preparing requests and determining the applicabil-
ity of output.

This model is designed to simulate a system which would
have its main facilities at a2 central location and would
have a series of satellite retrieval centers. Each of these
satellitg centars would handle requests for retrospective
searches.,

The fundamental problem posed is determination of the
optimum level of usage of two variables, each of which inde-
pendently has the probability of omission and commission of
error. A three-phase model for ascertaining the optimum
level of usage of two daclsion variables of a reference mod-
el has been developed. The procedure for obtaining the op-
timum level of usage of the decision variables has been a-
chiéved. AR numerical example is included to demonstrate the
model’'s feasibility by use of data from a heuristically de-
rived situation designed to reflect a real reference ratrieval

192
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system. The profit maximization concept is used to deter-
mine the best leval at which to operate the system and to
reflect all factors measured by costs: direct expenditures,
operating costs, and user costs. Use of the pure competi-
tion model for profit determination precludes any variation
in the value per unit of the final product, which is the
number of retrieved needed raferences to documents., Given
the physical parameters of the system in question, running
the necessary experiments, ascertaining the market price of
the inputs and outputs (on a unit basis), and assuming the
existence of a market provide the basic conditions for ap-

plication of the model.

Conclusions
The conclusions drawn from this study relate to the
three phases of the model: the error detection technique,
the performance model, and the optimization procedure., Thesse

conclusions are as followst

l. A means of expressing physical quantities and
costs of inputs to 2 reference retrieval systaem
which correlates with the quantity and value of
output has been derived by use of simulation and
mathematical models.,

2, Numerical values of the parameters of such a
system have been derived, the model has been
tested, and numerical output was achieved,

3. A means of optimizing the system, having pure
competition on the purchase of factors (inputs)
and sale of product (outputs), have been devised.
Application of a reference raetrieval system has
been simulated, and numerical values that des-
cribe the level of operation of the model were
calculated.
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4, Numerical values of the parameters of the value
of the system, cost, and profit, along with
physical parameters expressed by the optimum
level, have baeen calculated,

S. The calculations show that the maximum profit,
(at an integer value, are at XU = 10, YU = 2,
total profit is $524,397, with a total value of
$1,924,492 and total cost of $1,400,095, How-
ever, the direct users are probably not being
charged the appropriate level of costs.

6. Total output is proportional to the number of
index terms and inversely proportional to the

number of search terms., Final solution is
XY = 10, YU = 2,

Recommendations for further work must stem from a2 re-
view of the limitations of the current model, then putting
these limitations into a constructive framswork for analysis
and possible implementation,

A review of the limitations of the present total cost-
value system and discussion of 2 means of coping with them
can be presanted by technical sﬁacialty or by inspection of
the sequential phases of the model. This sequenti2l review
of the phases starts with the error detection techniqus,

followed by the performance model and ths optimization pro-

cedure.,

Error Detection Technique Limitations
The errors of indexing and retrieval stem from errors
in lanquage itself and the inconsistencies in the applica-
tion of particular terms to describe specific facet(s) of a
document. 0One significant limitation is the difficulty to

distinguish betwesn the errors of language and the errors
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generated by indexers. Efforts to improve the effic;ency of
the systems rest on the ability to improve the quality of
indexing and searching, especially the first few terms. 1In
turn this action necessitates improving the index-search
term vocabulary., A major benefit derived from the more ef-
ficient usage of terms would be 2 reduction in the number of
terms used. This model has assumed that the individuals re-
viewing the indexing and searching do not commit errors.
Also the error for each sequential term used has been ex-
pressad deterministically. These data were generated by a
series of repeated experiments. These sample data were then
converted to the best estimator of the parameter, P. An-
other limitation is that the number of index and search terms
is fixed.

These limitations could be removed by modification of
the performance model so that much of the data would be sto-
chastic, such as the value of the probability distribution
of each of the index terms and also the number of terms used.
The search terms can be handled similarly. Another possible
varjation includeéfremoving the assumption that the indexing
evaluator be considered as a final authority. Instead this
determination of the applicability of terms would be treated
stochastically as to their certainty.‘ The number of terms
needed to express fully all aspects of the concept, assuming
that a level of no error of commission has been committed,

could be treated as a varjable rather than as a constant,
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A formulated schedule of variations that can be considered

in the error detection procedure follows.

Indexing and Searching,

applicable to indexing are developsd.

1,

2.

The. number of concepts to be recognized are

a, the number of concepts to recognize is
spacified by management,

b, the number of terms nesded to present
all aspects of thess concepts is a funce
tion of the indexing vocabulary, (Alsa
the length of document, coverags, type
of report (analytic descriptive, deriva-
tive application)],

c. the procedure for implementing this aspect
could be derived in the error determination
technique.,

Under the conditions of a and b above, the num-
ber of terms actually used can then be limited,
prescribed by management. This application
could be expressed by using a probabilistic ap-
proach with the following procedure.

a, There would bes no overlap of information, and
each term would contribute the same amount of
information, which would be unique,

b. Assume mutually exclusive but varying amounts
of information for sach term but ths informa-
tion carried would be unique,

c. Assume independent, but not mutuazlly exclu-
sive, content for each term. Each term would

contain a finite amount of information. After

application of the first term, the marginal
contribution of each term would decrease.

d. Assume that each term is independent, not mu-
tually exclusive. Each term would be carrye
ing varying amounts of information. However,
application of a term to indexing, the proba-
bility of marginal contribution of each addi-
tional term would decrease.

The various concepts that are

in
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e. Assume that each term is independent, not mu-
tually exclusive. Application of some one
term would imply the application of other as-
socjated terms, each one contributing some
unique portion of information, These terms
could havs

1; equal contribution or
2) unequal contribution.

f. Assume that each term is indapendent, not mu-
tually exclusive. Application of some one
term would imply the application of these
associated terms. The probabjility of mar-
ginal contribution of each term would decrease
with the number of terms added,

Error Detection., Error determination can be developed

further as discussed below.

l. Presently, assuming perfect evaluation, relaxing
of this assumption is a realistic consideration,
Significant work concerning this relaxation has
been done, but it is not presented in a manner
that allows direct application to the error de-
tection model.

2, Presantly, the system is presumed to operate
error free in this area. All of these errors
have some finite probability of occurrance.
Other errors can be grouped as follows:
a. no clerical error,
b. no falss drops, output is adequate,
c. no mechanical errors, output available,
ocutput readable.
Performance Model
Limitations of the performance model relate to the lack
of means of formulation of searches in an algebraic manner
and with dendritic terminology controls.
Formulation of searches in an algebraic manner has been

restricted to intersection of terms as shown in equation
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(3.5). The means of expressing a union search or negations
have not been developed in this model although it exists in
real reference retriasval systems. Therefore, searches based
on any combinations of intersection, union, and negations
can not be handled presently. Procedures for handling mu-
tuelly exclusive terms, in adogition to the prescribed inde-
pendently distributed terms, arz desired. Also a procedure
for formulating searches using a combination of interssc-
tion and union of search terms would be useful. In addi-
tion formulation of searches using the negation of terms,
(AeB - A+B+C) is recognition of the real state of the art.

A more systematic procedure for handling the variations
in ranking, usage, and misuage of index versus search terms,
by relaxing the concepts discussed in Chapter IIl under vo-
cabulary usage errors, has application.

The use of a dendritic terminology control with the
application of levels of authority of terms is currently
not feasible. Lack of this feature restricts the applica-
biiity of the model to the "real world.”

Optimization Procedure
Saveral factors limit the optimization stage of the
system, including some features with overall limitations;
time dependent factors and valus-cost considerations.

Time Dependent Factors. Time impinges on information

systems in the form of growth of the document collection
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size, which is caused by an increass in the rate of pub-
lishing. In addition, if growth in the basic file of ref-
erences is considered, the level of the number of concents
that are recognized could increase, This increase in the
number of file items would necessitate an increase in the
number af terms used in indexing, with or without an in-
crease in recognition of the number of concepts in ths docu-
ment. An increase in the numbof of terms in the vocabulary
would be a prerequisite for increased file volume of refer-
ences to documents,

Another aspect of time is the time lag between receipt
of a search request from a user and the return of the file
of citations of references obtained. Reducing this time lag
will reduce the loss in value of the information to the user,

but it will normally increass the cost of operating ths sys-

tem.

Value-Cost Considerations. The effect of time on value

of information has been discussed, however; the means of de-
termining value 1tsalf‘oxpec1a11y*as it relates to the number
of references retrisved in & single search have not., The
basis for and the extent of decreasing marginal returns of
value would be desirable. Also much work has been dis-
cussed by various authors concerning the need for cost data,
but Helmkamp (see page 42) and Pennar (see page 43) indicate
limited awareness of the need for appropriate costs data, and

there are few procedures for obtaining such data,
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The expression of the concept of value has been based
on a pure compstition model which produces a constant price
per unit of output of per reference to a document. Other
approaches would be to considér other scdnomic models having
a deterministic solution. Also models having a:stochastic
price determination would be evolved. Application of utile
ity concepts to depict measure value is another approach for
measuring the value of output.

The negative value assigned to nonrecalled desired ref-

erences could be similarly handled.

Specific Suqgestions For Further Work

This ssquential review of the total system has described

several features that could be implemented so that the model
can be used to represent more readily "real life” reference
retrieval systems, The features that present the most favor-

able areas of research are listed below in preferential or-

der.

l. A procedure for formulation of searches in manners
other than intersection is needed. This formula-
tion could include a combination of intersection
and union, negations, and the usage of dendritic
terminology control with the application of levels
of authority of terms.

2, The inclusion of growth factors in the file of
indexed documents and vocabulary size is needed,
and would include the number of index and search
terms,

3. Significantly more work is needed in the cost-
value ares to identify the relsvant items based
on the physical basis and cost factors. The
first consideration is with physical units which
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can be determined as follows:

a. Ascertain the underlying factors that control
the physical costs of the system,

b. Obtain measures of quantification of these
factors,

C. Present these quantified values so that they
can be used as predictors for the system and
thus provide a2 more comprehensive seriss of
production functions,

A means of vocabulary control and upgrading is
nesded.



APPENDIX

The details of the computer program used in Chapter IV,
including the program and the description and procedureé for
its use, have been documented.

These documented proceedings, which are not included in
this report, have been deposited in report form with the li-
brary of the School of Industrial Engineering of the Univer-
sity of Oklahoma, title "Refersnce Retrieval Simulation Mod-
el,” TR 73.1
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