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CHAPTER I
INTRODUCTION

As the areas of application for electronic computers continue
to expand, the need for larger computers increases. Since most of
the digital computers‘now in operation employ vacuum=tube circuitry,
they cannot be made larger without increasing the physical size, the
power consumption, and the number of components, unlesg further
advances in computer circuit technology is forthcoming. Since an
enormous number of vacuum-tubes are used in a modern computer, the
filament power requirement is very large--much larger, in fact, than
the power required for the d-c plate supply. Because of this, external
air conditioning is necessary to cool the vacuum-tubes. H

With the invention and continued development of the transistor
comes hope for resolving these problems of power and size. Transis-
tors require neither filament power nor external cooling under normal
operation. Computer circuits, using transistors for the active ele-
ments, can be made much smaller than corresponding computer circuits
using vacuum=-tubes. Furthermore, transistors afford new and more
versatile computef circuits using complementary symmetry,l for which
there is no vacuum-tube coun‘terpart° However, transistors are not

without limitations--the principal one being the maximum operating

lLog Endres, Zawels, Waldhauer & Cheng, Transistor Electronics,
Prentice-Hall, New Jersey, 1955, pp. 182-185, 217-221,




frequency commonly called the alpha cutoff frequency, f, . The maximum
switching speed is dependent upon fo¢ » decreasing as f,, decreases.
This was a serious problem when transistors were first placed on the
market, because fo; was much less than the maximum operating frequency
of vacuum~-tubes. At present, however, the art of manufacturing tran-
sistors‘has been improved to the extent that transistors are available
in production quantities with f,, of 30 mec, and transistors with f,. of
over 100 mc are in the development stage. Transistors with these and
other present day qualities seem to be adequate for modern computer
circuitry.

With transistors as a possible means to an end in solving the
modern computer problems of size, power required, and heat dissipation,
the purpose of this thesis is to develop some of the basic computer
circuits using transistors instead of vacuum-tubes. Since the proper
development of suéh computer circuits requires a method for testing
these circults as a system as well as individuallyg&é§§>adder was also
chosen for development. Because an adder is merely a logical assembly
of the basic computer circuits, these basic circuits can readily be
integrated into an adder to determine their capabilities for operating

as a part of a larger system.



CHAPTER II

LOGICAL DEVELOPMENT OF THE ADDER

Since there are many possible methods for performing the operation
of addition, the first step in the development of an adder is to inves- -
tigate these possible methods intelligently to arrive at a satisfactory
and workable method for performing addition. Since there must be num-
bers before there can be addition, the first consideration is the
choice of a radix for the number sysfem° The radix of a_pumber system
is the numerical quantity of different digit symbols used in the num-
ber system. For example, the digits 0123456789 compose our\most used
number system of radix ten; whereas; the digits 0 and 1 compose the
number system of radix twe, which is referred to as the binary number
system. It is‘possible to design a digital computer using any radix;
but the quantity of equipment required, the resulting computer speed,
and the required accuracy makes the choice of many radices impracti-
cable, Richards states,2 "So far as is knoWn, radices two, three,
eight, ten,.twelve, and sixteen are the only ones which have ever
received serious consideration for use in computing machinery."

Since a computer is unique in that it is able to store information,
the electrical and mechanical eguipment required for storage is a de-~

termining factor in the selection of the radix for the number system

2R K. Richards, Arithmetic Operationg in Dlgltal Gomputgr s Van
Nostrand, New Jersey, 1955, p. . 5.



to be used. In general, it is true that the amount of equipment

required to store a digit is proportional to the radix of the number
gsystem from which that digit was taken. For example, two stable states
are required to store a digit of radix two; whereas, ten stable states
are required to store a digit of radix ten, Four independent circuits,
each with two stable states can exist in any one of 24 = 16 stable
states. Hence, less equipment is required to store a number in a num=~
ber system of radix two than is required to store the same number in

a system of radix ten. In general, the more equipment used in a com=-
puter system, the slower the system and the greater the probability

of error., Each piece of equipment requires a certain fixed amount of
time to operate; therefore, the more equipment used, the greater the
required total operation time. Furthermore, since the accuracy of a
computer system is determined by its simplicity and quantity of equip-
ment, the least amount of equipment would again favor the binary number
system for greatest accuracy in operation.,

More materials and devices are capable of existing in two stable
states than in any other number of stable states. This physical lim-
itation is probably the greatest influence in favor of the choice of
radix two for a number system in digital computers. For example,
magnetic materials have two remnant flux states, making them capable
of storing a binary digit. Simple mechanical contacts have two stable
states, either open or closed. Furthermore, two triodes or transis-
tors and a few passive components can be connected to form a circuit
having two stable states, which is therefore capable of storing a
binary digit. Many more than two, however, would be required to store
any digit of a number system whose radix is greater than two. These

are a portion of the facts which show why the binary number system



(radix two) has shown prominence over number systems of other radices
for use in modern digital computers,

The next consideration is the method for pérforming addition,
The discussion of addition will be more enlightening if it is intro-
duced with the following definition and explanation. The order of a
digit in a multi-digit number is a number n giving the digit a value
equal to the radix R raised to the power n, Rng where n is equal to
the number of that digit counting from right to left beginning with
n = 0. For example, in the number 10100 of radix two, the digit 1
to the right is of order 2 snd, by itself, is equal to 1 % 2° = 4qo.
Hence 1002 = 4109 where numerical subscripts denote the radix of the
number. Likewise, the digit 1 on the left of 10100, is.of order 4
and has the value 1 x 2% = 1610 = 100005, Of course the zero, first,

and third order digits are zero because 0 x 2% = 0, Hence 10100, =

3
10°

The average person will perform the addition of several multi-

1x 2% +1x 2% ¢ 20

digit decimal numbers by adding one column at a time beginning with
the units digit column (order 0) on the right and progressing column
by column toward the higher order digits to the left. Each time a
column is added, that sum will indicate whether or not a carry must
be added to the next higher order digit column. If the sum consists
of two or more digits, the lowest order digit must be recorded and
the remaining digits added to the next higher order column of digits

according to their powers of the radix, If the sum for one column

3Montgomery Phister, Jr., Logical Design of Digital Computers,
Wiley, New York, 1958, Chapter 2.



consists of only one digit, that digit must be recorded and nothing
added to the ﬁext higher order columnvof digits., This simple process
is continued until each column has been added and its sum investigated
for the presence of a carry and there is no higher order digit column.
If a carry then exists, it is written with the sum of the higher order
colum of digits. For example, if the multi-digit numbers of radix
ten to be added are

385

792

lgg

then for addition they bresk down into

5
2
8
i carry a® sum of units digit column
g -(order 0)
9
0
carry —> @B <——sum of tens digit column
3 (order 1)
7
1
carry——> 2 <———sum of hundreds digit column
(order 2)

where the last carry becomes part of the sum, or
é——sum of hundreds digit column
Therefore, the total sum is equal to the sum of the partial sums of
each order digit column, which is equal to 1285 of radix ten.
The preceding method of addition is obviously a satisfactory one;
but it is not feasible to build a computer which adds by this method,
because the quantity of equipment required would be greater thén that

required to perform addition by another method, .Hence, for.the

problem at'hand, another method of addition that requires a minimum



of equirment was chosen., It is developed in the discussion which
follows.,

4 digital computer is unique in that it is able to store informa-
tion. Since it must also be able to perform arithmetic‘operations, it
must then have an arithmetic unit as well as a storage unit often
called a memory unit. Since a computer must also be capable of trans-
ferring information back and forth between the arithmetic unit and the
memory wnit, the most feasible method of addition is to add multi-
digit numbers one at a time as they are transferred from the memory
unit to the arithmetic unit. Since present day electronic switching
curcuits can have operation times in the order of tenths of a micro-
second, addition by the one-at-a-time method is very rapid. For
example, a computer adding the three multi-digit numbers previously
shown would add the first twe numbers by the method previously de-
scribed and then add the third number to the sum of the first two
by that same method. In short, this method of addition was selected
because it is compatible with the requirements and inherent charac-
teristics of present day electronic circuitry.

There are two basic methods by which two multi-digit numbers can
be added. They are called serial and parallel addition, - In serial
addition, the two zero order digits are added fifst and recorded,

Then the two first order digits plus the carry from the zero order
digits are added and recorded. Then the second order digits plus the
carry from the first order digits are added and recorded and so on
until the highest order digits and carrys have been added and recorded,
Since only one addition takes place at a time, only one adder circuit

is needed to add all the digits in summing two multi-digit numbers.



In parallel addition, the two digits of every order are added simul-
taneously; then the carrys are added as they occur. Suppose the multi-
digit numbers being added consisted of four digits each. Then four iden-
tical adder circuits would be required for parallel additien, one for each
order of digits plus the circuitry necessary for the propagation of the
carry digits. Therefore, parallel addition is much faster than serial
addition, but less equipment is required for serial addition. The evalu-
ation of these advantages is quite arbitrary, depending mostly upon the
particular requirements of speed and equipment. The fact that speed is a
problem with transistor circultry motivated the writer to choose parallel

addition for study.

To minimize the gquantity of electronic equipment regquired,; and to
maximize the speed, accuracy, and transferability of the arithmetic oper-
ation, the arithmetic unit must be of the accumulator type. The name ac-

Vs

cumulator is given to a register™ which accumulates and temporarily stores
the sum of its contents plus the contents of another register. This sim-
ply means that the sum of two numbers placed in two different registers

must acecumulate in one of these two registers replacing the original num-
ber of that register, If this were not done, a ﬁhird register would have

to be added to the arithmetic unit to contain the sum. More registers

would have to be uged if more than two numbers were to be added at a time.

Since no more than two registers are actually needed, only two will be used.
There are, however, additional requirements which influence the

choice of circuitry for the adder. In short,; these requirements are:

AThe term register is used to designate a group of identical
electronic circuits, each of which is capable of temporarily storing
a binary digit. They are arranged from right to left in ascending
order of digits so as to be capable of displaying a multi=-digit binary
number.



1) The adder must be capable of storing the augend and the addend
temporarily. 2) Addition must be controlled té begin at a predeter-
mined instant of time. 3) The adder must be capable of storing the
total sum. The first and third requirements are necessary to accom-
modate the transfer of information from the storage unit to the
arithmetic unit and back, and to accomplish addition by adding one
number at a time as previously described. The second requirément is
necessary when addition is only one of a number of computer operations
to be performed in sequence.

One of the most s&itable electronic devices now available for
generating and temporarily storing a binary digit at a predetermined
 time is the Eccles-Jordan bistable multivibrator commonly called the
"flip-flop". Temporary storage is possible by virtue of the fact
that the flip=-flop has two stable states. It is capable of gener=-
ating the binary digit, which it is to store, because of its tran-
sient response to an input trigger pulse. This trigger pulse is
actually a timing signal from a pre-timed pulse generator. It allows
the flip-flop to operate as a part of a larger sequence of operations,.

Conventional representation of the flip-flop is shown in Figure 1,

L]
| [

Figure 1. Standard Symbol for the Flip=Flop.



where a and b are the d-c output levels called "1%" and "O" respec-
tively, ¢ and e are input pulses which set "O" and nw output levels
respectively, and d is an input pulse which complements5 the d=-c out=-
put level.

The discussion to this point has been spent in establishing the
necesgsary requirements for a binary adder. An adder which will sat-

isfy these requirements is shown in the block diagram of Figure 2,

Augend Register

X¥+Y¥Y-C
n+] X
y
. <———Cp
Binary Adder .
Cn+1 - < Add pulse

Addend Register

Figure 2., HRequired Binary Adder .

Referfing to Figure 2, let X and ¥ be two binary digits of the same
order to be added. By convention, X +Y means that ¥ is to be added
to X, Thus, X is called the augend and Y the addend. Aside from
adding X and ¥, the binary adder must add in the carry digit from

the next lower order, C,, and generate a carry for the next higher

oA mulbi-digit binary number is complemented by changing its
"1 digits to "O" and its "O" digits to "1V,
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order, Cn + 12 when they occur. To avoid using a third register fsr
storing the partial sum, X+ Y - G, 18 the partial sum is fed back
to the augend register replacing the X that was there before addition
occurred. This allows the augend register to be called an accumulator.
The addition of ¥ to X has allowed the partial sum to accumulate in
the same register that originally contained X. Furthermore, if the
sun of X+ Y+ Z were required, 2 would merely have to be placed into
the addend register and added to the augend register which now contains
the partial sum of X+ Y. The carrys would alsc be taken care of by
the binary adder as mentioned previocusly.

In order to arrive at a suitable electronic system which will
best perform binary addition, it is necessary to consider the rules

of binary addition., They are best expressed by the following truth

tables _ .
Augend Digit 1o 1 o {111
Addend Digit o101
Sum Digit o | 1] 1 | 0
Carry Digit olo|o]1

As explained previously, the augend digit is the digit to which the
addend digit must be added. The sum digit is that part of the total
sum which is of the same order as the corresponding augend and addend -
digits. The carry dlgit is that part of the total sum not included
in the sum digit, which must be added to the next higher order digit.
From the truth table, the following Boolean algebra expressions

can Be deduced:ekjg

6Richards, op. cit., pp. 85-87,
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Sum = XY+ XY

Carry = XY
wheres

X = Augend Digit

Y = Addend Digit

>l
]

Complemented Augend Digit

r4h
]

Complemented Addend Digit

Now, all that is required is an electronic circuit which will satisfy
the above two equations. This could be any one of a number of possible
circuits, To arrive at a specific circuit fqr binary addition, con-
sider-the preceding requirements along with the rules for binary addi-
tion., Such a circuit, which is capable of adding two 4-digit numbers,

is shown in Figure 3. The notation used in Figure 3 is as follows:

A = Yand" circuit
0 = "or" circuit
D = pulse delay circuit
FFn 2 flip-flop of order n in augend register
FFL £ flop=-flop o% order n in addend register-
~—p = denotes d-c level
—=> = denotes pulse

The add operation is begun with an add pulse applied to each
order of digits, For every "1" digit in the addend register, the
add pulse appears at the output of the corresponding "and" circuit.
For every "O" digit in the addend register; the corresponding "and"
circuit has no output. Furthermore, this output pulse from the "and"
eircuit will pass on through the "or" circuit to complement the c¢orre-

sponding flip=flop in the augend register., Hence a "1" has actually



Carry .

Pulse

/1

A

Augend Register for X

Carry
ulse

0 1 0
FF, FFy
o — —
D 0 D 0-
A A
s 0
FF, FFy

Addend Re

gister for Y

Add

Figure 3. Four-Digit Binary Adder.

Pulse

€T
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been added to each'digit in the augend asrdeeignafed Byvedcofrespohding
win digit‘in the addend register. Complementing the augend flip«flops
according to the contents of the addend flip-flops indeedrsatisfies

the rules of binary addition. Since each augend flip-flop must switch
-to "0" and generate a carry for each addition of "l?5+,"l“9 thevcarry
is taken as the positive pulse obtained from the differenfiated output
of the "O" gide of each augend flip-flop, The carry pulse is then -
delayed to allow the addition to be completed before the carry is added
into the partial sum by’complementing the next higher order augend
flip-flop. Again this is in‘accofdénce with the rules of binary addi-
tion. To accommodate the positive add,andecarrympulsesgi%he‘accomw

- panying circuitry 1s designed to operate on positive pulses ohly;

The remainder of this the51s consists of the analy81s and syn-
 thesis of the fllpmf’lop9 the "and“ and the "or" circuits as they v
were developed for general use in modern coﬁputer applicetionso'

Aside from affording the writer a study of computer logic design,

the adder shown in Figure 3 was developed to obtain a System in ﬁhich

to employ and test these basic computer circuits,
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CHAPTER III
THE BISTABLE MULTIVIBRATOR
Theory of Operation of the Bistable Multivibrator

The bistable mult1V1brator9 commonly called the "fllpwflop" 1s

S P — st A 3 AL

a regenerative c1rcu1t composed of two tran51stors (or vacuum tubes)

e

O i B N

which can ex1st 1ndef1n1tely in elther ~one of two stable states ‘and

gt i e e e e,

can be made to change abruptly from one stable state to the other W1th

T

an 1nput trlgger pulse° Its greatest attrlbute as a c1rcu1t dev1ce is

1ts capability to be regenerative over the frequency range of approx-
1mately 0 to lO6 C.P.S. It can be used as a binary storage unit, a

blnary sw1tch1ng circuit, or a combination of both. It is most com-

monly used as a switching circuit and a temporary storage unit. Since

; a shut-off in power will destroy the binary information stored in the

; flip=flop, it is seldom used for permanent storage. As a switching

L .
i circuit, it has a square-wave output which is produced as a result of

%input trigger pulses.

The electrical circuit of the transistor flip-flop 1s normally
gymmetrical is shown in Figure 4., It is similar to the Eccles-Jordan
vacuum=tube ci;cui-t° When referring to the flip-fiop eircuit the two
transistors ars called Tl and T2° When one of the transistors is cut
off, it is said to be in the stable "off" state; iikewise, when one
of the transistors is conducting heavilyg elther into or near satu-

ration, it is said to be in the stable "on" state.

15



Ry, Ry,
Typo
S AVAVAVAY
Ir1
/\/A\/\v/\J* (| —
cl ® [ 02
b
1 Ty T b2
el €2
Rp, Re T Ce Ry,
Figure 4. Basic Transistor Flip-Flop.
Two stable states exist such that one transistor is "off" when

the other transistor is "on®,

This causes the collector voltage of

16

the transistor which is "off", say T15 to be higher than the collector

voltage of T, which is "on"., This is one stable state. The other

stable state exists when Tl is "on" andT2 is %"offn,

flip-flop circuit is symmetrical the following correspondences exist.

Because the

When Tl is "on" and T2 1s "off", the corresponding values of Vo1s
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Vip1e Ve1s Ipps and Irl for T, are the same for T2 when T, is "on" and

i 2
T, is "off", For symmetrical operation T1 and T, must have approx-

2
imately the same value of ﬁ
The nature of the two stable states is best presented by consid-
ering what happens when the flip-flop changes from one stable state
to the other. Begin with Tl "of f" and T2 "on", In this stable state,
T, will have a higher collector potential than T,; and because of
circuit symmetry, the base of T, will be at a higher potential than

the base of Tla R, and Ry are chosen such that the potential at the

e
base of T2 will cause T2 to conduct heavily. This in turn causes

the collector potential of T2 to be low. Because the base of Tl is
electrically connected to the collector of T2 by the resistor divider
Rc and Rb’ its potential is always lower than the collector potential
of T2. The base potential of T1
to be cut off when T, is conducting heavily. This is one stable state.

is low enough, in fact, to cause T1

A transition into the other stable state is achieved by letting
a change in collector current, say I,,, occur such as would be caused
by an input trigger pulse. Since T, is off, Icl is negligibly small
and cannot respond to further decrease. I,; must therefore be in-
creased to accomplish the transition, As Icl increases so does the

voltage drop across R, lowering the collector potential of T1° This

L
in turn lowers the base potential of T2 allowing less collector cur-
rent to flow in T2° The decrease in collector current, Ic2’ decreases
the voltage drop across RL allowing the collector potential of T2 to
rise, This in turn raises the base potential of T1 which continues

to increase Ic1° Thus a regenerative effect exists which continues

until T, is cut off and T, is conducting heavily. Similarly, with
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T1 initialiy "on" ‘and T2 offt, a frigger pulse could be applied which
would decrease'icl causing T2 to turn "on" through the same regener-
ative action,

Since_the collector potential of either transistor is quite sen=bi
sitive to changes.in base voltage, the tolerance in cmmponentsimust
be‘small to insure proper operation. In_oraer'to_accommodate‘séme
variation in component values along with changes in transistor char-
acteristics caused by deterioration, the flip-flop is adjusted sb |
that one transistor is conducting heavilyg almost into saturation,

- while the other is well below cutoff in one stable state, OSatura-
ﬁion is avoided because of the longer fransition time required to
bring the transistbr out of saturation and into the othér stable sﬁaﬁeo

The speed with which this regenerative change in state takes
place is limited by the junction capacitances of the transistor,
which in turn determine thertransistof'cutoff‘frequencyg'ﬁx o The
transition time from one state to another can be greatly improved by
placing capacitors C, and C, in parallel with resistors R, and R,
respectivelj for compensation°7 For a preséntvday transisﬁora the

expected transition time is of the order of a microsecond,

7Jacob Millman & Herbert Taub, Pulse and Digital Circuits,
MeGraw-Hill, New York, 1957, pp. 140-159, -
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Algebraic Analysis of the Bistable Operation

Before a more complete understanding of a bistable transistor
multivibrator is possible, an algebraic analysis must be presented
to better describe the bistable operation of the multivibrator. It
was shown in the preceding section that two stable states exist--one
when T1 is "on" and T2 is "off"; the other when T2 is "on" and T1 is
"of f", Because of this dual stability and the fact that the flip-
flop circuit is symmetrical, it is acceptable to begin with T2 Uon®
and T4 "offﬁ and write the circuit equations, knowing they will hold

for T2 Noff and T1 Yont,

I‘Ecc
Ry, Ry,
ANAA =
Ir2 Ro
' ™ AVAVAVAY,
2
d Gl O(Ié
by Ty Tp by
e
I : !,92
Ry By R

Pigure 5. Low Frequency Flip=Flop Equivalent Circuit .
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The equivalent circuit for Figure 4 with T, "off™ and T, on" is
shown in Figure 5., By connecting the emitters together and using a
single emitter resistor, Ry, an operating condition is established
which permits one of the transistors to be cut off when the other is
conducting. This would not be possible when using separate emitter
resistors without additional d-c bilas. Since this iz a steady-
state circuit analysis, the pulse-shaping capacitors C, and C, are
considered non-applicable and are omitted from the equivalent circuit
of Figure 5,

For Tl to be "off" and T2 to be "on", when using pnp transistors,
the base voltage of Ty, Vb19 must be less negative than the emitter

voltage; Vg3 and for T, to be "on", its base voltage; Vy,, must be

e
more negative than Ve° This means that the requirements for the exist-
ence of one stable state are Vi, <V, and Vbl:> Voo Note that V, is
the same for both transistors,

The use of Kirchhoff's voltage law to obtain the effect of the

supply voltage, ~E,., on Vyo and Kirchhoff's current law to determine

the effect of the base current, Ib29 on Vb2 givess

Eee By I, By (Rg+ Rp)
VbQ = +
Rbf+ Rc‘+ RL Rbf+ Rc-+ RL
Substituting I, = Ie(l - &) and rewriting
B, By T -0 BB By
Vo ® +

Rbf Ret RL Ry* R,* RL
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Obtaining V,, in the same way,

“Ecc Ry, Ie Bp Ry,

0t
+
-

bl
Rp +Re * Ry, Rp+ Re* Ry

substituting Ic s (I, and rewriting

Eee Bp X I Ry RL
Vbl = + ° (2)
Rb+ Rc"' RL Rb"' Rcﬂ- RL

Combining equations (1) and (2) to obtain Vo < Vips

B, By, I(1 =) Rb(Rc* RL)
+
Ry+ Ro* Ry Rpy* Rg* Ry,
Eoe Fo Iy Ry By
< _ * ’
Ry + R, + Ry Ry +R, + Ry

subtracting equals from each side of the inequality sign leaves,

I’e(l - ) Ry(R, * Rp) < I, Ry Ry,
Rp* Ro+ Ry Ry* Ro* Ry
I, By
Dividing by results in (1= &)(R,+ Ry) < &XRr.
Rp+ Re+ Ry
Rearranging Re(l =) < &Ry =Rp(l=-o) = Rp(2e6=1)
Rc 20(‘: 1 . . (3)

RL 1‘”’0(
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Thus the relationship between R, and Ry has been established for a
givene(, where { = I,/I, for each transistor.

‘To aggure that the flip=flop does not operate into the saturation
region, it is required that Viyn > V o Since V, > Vyo, it follows
that Vg, > V.5 or

EoelRp+ Re) XIg Ry (Rp* Re)

I Ry > + : (4)
Rp+ Ry + Ry Rp+ Re# Ry,

Changing signs in the above expression, it becomes

Eoo(Ry + Re) X1, RL(Rb-‘f Re)
I, R < _

Rb+ Rcv+ RL Rb:r RC.+ RL

collecting terms and solving for Ie

ECC(Rb + RC>

Ry + Ry + Ry

xR (Ry * Rl

Re+

Ry + Rc + RL

To assure that Ie is less than that indicated in equation (5), set

. Vp2 . Ve
°Ie = =
Re Re
Eee Rp Io(1 = )Ry (R, # Rp)
then GIe Re = vbQ = e

R+ R.#+ R ' R.4 R.4+ R
b ¢ L b c L
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collecting terms and solving for I,

E R

ce b
Rp* R+ Ry
I, = . (6)
(1~ Ry (R, + R)
R+
e
R+ R+ Ry

The output voltage for the "on" transistor, T29 is

I, R (Ry +R)
Vep = - B
R, + RC+ R

b L

The output voltage for the "off" transistor, Tl’ is

Iy Ry Ry

o
i
=t
]

The output voltage swing, AV, is then

I, Ry(Ry * Ry)

AVy 2 Vop = Vyp = = Ege
[ I, Ry Ry J
- = Ege
Ry + Reg + Ry,
oRy(Ry + Rgp) (L =R, R
AV, = Ie[ L : - R (7)
Rb + Rc+ RL R'b-+ RC + RL



Since Ie has been sset

Re =
Let: O = RC/RL s A
then, R =

Substituting equation

R4

at = Vbz/Re_g
o2 Bee Ry ]
R, I, Ry+ Re+ Ry
= E’cc/Ie
ARy

° (8)
Ry +  + 1)Ry,

(8) into (5)

Ecc(.Rb + Rc)

Rp + R + Ry
I, <
A Ry, R (Rp * Rg)
Rb+Rc+RL R-b+RC-+RL
I Ry + R
then, o< c
Eoe & Ry+ Ry (Ry + R_)
Eee A Rp* op(Rp + Re) A By,
inverting, - > = + ARy o
I R'b + RC R'b + RC

Solving for Ry (Ry, + Rc)<

ECC

Ig

cc

E
—O(Ra > ARy
Ie

Ege Ry

R, = xR, Ry > A Ryp* oRp By -

Te
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Substituting A& = E,o/Ig and I = Ro/Ry

Ry, (A + XRp = 4) < R4 =o®Ry)

ARC O(Rc RL Ay
Rb < - me—— D —’;}“ - ()\RL °
D(RL O(RL

Since <1 is always true for junction transistors, then Ry < N X‘:RL
will hold as X = 1 is set. Thus

Ry, = Af - JRy = B(a -Rp) . (9)
Substituting into equation (7) the followings A = E,./I,; R, = ORp,

Ry, 2 8(A -Rp), and @ = E,p/AV,;

xRy (Rp * Rg) = (1 - )Ry, R
AVC s I, ;
Rb + Rc + RL
E.. [oRp [0(a =Ry) +0Rp] - (1 - =Ry §(a - Ry)
AV = .
A OK(A':RL)-*D‘RL-G-RL
JAVR 1 1 [qRLq(A-RL+ RL+1§~RL)=RL5A(A.=RL)i}
ECC e A ZS‘A = DRL "3' J\RL + RL

2
A® O + ARp

“—
Py

4 Rp(2 = 1) + R{Z 01 =)

Rearranging as a gquadratic equation in Ry,

O\Q(lDQ)RLQ + [60A(2‘7ﬂ=1) “'AJRL“ 502 = 0
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Solving for RL

- -.A[o‘e(zo( - 1) - 1] A {@‘e(zq <1) - 1]2 + 48%(1 - q)} £

‘ (10)
2850(1 - o) -
These equations compose a set which eipresses the unknowr circuit com=-
ponent, Ry, Rc, Rgs and Ry, in terms of parameters which appear as
specifications for the design of the flip-flop circuit,,8 The egquations
used are almost exact equations; i. e., few approximations have been
made, the main one being that the circuit is linear., At the same time
they are very lengthy and difficult to smlve;’ While these eguations
provide a good mathematical presentation of bistable operation, their
accuracy 1s, in fact, greater than the consistency of the parameters
(namely ) for various transistors. Because of the amount by which &
differs for each transistor, the accuracy of these equations is not
necessary for circuit design. Hence, another method of analysis

follows which is more general and more approximate.

8Robert E. McMahon, "Designing Transistor Flip=Flops¥,

Electronic Design, October 1955, pp. 24=27.
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Algebraic Analysis of the Flip-Flop

While the preceding method of analysis provided a rather thorough
mathematical representation of the bistable operation, it did not pro-
vide a simple and general method for flip-flop design. By taking a
different appreoach to the analysis and making some intelligent agsump=

tions, a more general and more applicable method of analysis results

which will now be presentequgﬂeferring to the schematic diagram of

S . ot i mrcst o s 8

Figure 4 and the corresponding equivalent circuit of Figﬁré 53w5¢nsider
the general analysis of the flip-flop.

There are certain operating conditions of the flip-flop, such as
the two operating points; that must be selected with respect to the
I

transistor characteristics used. They are; E os LV and B 2

cc?
It is the purpose of this part of the thesis to derive equations for
the unknowns Ryy Roy Re, and Ry in terms of Egpy Igy AVes and B,

the latter group of which is either selected or otherwise specified
for optimum operation. Since a negative power supply voltage is
required for pnp transistors, it is designated éﬂccy where Ecc is
positive.

| To obtain maximum switching speed upon receiving an input trigger
pulse, the bistable multivibrator must operate without saturating
either transistor. Thus, with Tq "off" and Tz‘"on“ in one of two

atable gtateg, the requirements are that Vbl:> Vo and Vg = Vo > 0.2

voltslO respectively.

9 Bz —

1 -

10566 Appendix A.



Consider the regenerative feedback circuitry consisting of Ry, R,
and the input impedances of Ty and Ty, With Tq "off" and T, "on"; the
loading effect of the regenerative circuitry of Ty on T, is an impedance
Z, = R, + 8By, Ry/(Ry+BR,), where @R, is the input impedancell of T,.
Since T is biased "off", the regenerative circuitry is actually not
loading Ty, but merely drawing current from <E,,, the effect of which
is to make Vcl less negative, Thus the loading effect of 22 on T, is

negligible. Since Ty is "off", I . = O. Thus, the loading effect of

bl
the regenerative circuitry for Tl on T2 is an impedance Zl g Ry + Ryyo
If R, and Ry, are made large enough, their loading effect will be neg-
ligible compared to Ry. For example, for f = 32.3 and I, = 3 ma (mini-
mum @ and allowable emitter current of the transistors available) the
current required to turn T, "on" is 3% of I or 0.09 ma. [ib e (1 = O()Ie
z (1 - O°97)Ie = 0.03I, = 0.09 ma]° Even with a slightly greater cur-
rent required for regenerative feedback, this current, required for the
feedback network of Ry in parallel with the input impedance of T,y is
negligible compared with Ig = 3 ma. As @ increases, this feedback
current decreages.

Neglecting the loading effect of the regenerative feedback cir-
cuitry, and keeping in mind that Ry and R, are to be made as large

as possible.

Io(Rg + Ry) = 0.2

B 8
“Eoe
I, = — 0

llSee Appendix B.
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Let AVy = Vo1 = Voo, which is the voltage swing of the collector of
éach transistor as operation changes from one stable s’t;ate to the other.
It is logical that AVC must swing over the mid-range of the =E;,-to-
ground potential such that

Fee + AVc

ch =
2

“Eeoe = AV,
Vcl = VCQ nAVc = 5 °

For T, "on" to operate without satursting, V, = V 5 > 0.2 volts

e
is required. To obtain maximum voltage swing, operation must be as
near saturation as possible, which is V, = V.5 % 0.2 volts. Enough

information is now available to begin solving for the unknown curcuit

components:

Ve Voo + 0.2 1 [ Boe* AVq
Re =] = = + 0,2
I, I I 2
B+ AV, + 0.4
ce ¢
Rg = o (11)
QIe
To find RLs
=-Ecc +AVC
Ig Ry = Bpe = Vep & Bge - N
“‘Ecc “AVC
RL s o (12)

_I



With T, "on",

N =£cc+£w
Vo & Vo =

From the equivalent circuit of Figure 5,

Rb E’ Re
Eee

Rp+ QRg
V‘b2 =

Rb@Re
RL + Ry *

Ry + QRe

R'b@ Re
‘Vcl

i

Rb+ 6Re

5
Ry, % Rg
Ro +

Ry * %Re

where @Re is the input impedance of T

5 "Ol’l"o
Let the current through R, be I.y. Then,
V2 = Vea AV,
Ipq = =
Re Re
Ry @ Re
But Irl also flows into the impedance
R, +

such that
b % R e

R'b EB -Re AVC R'b €> Re
Vv g I . e =
b2 rl
R'b +6Re

Rc(Rb * @Re)

9Vcl =

cc

= AV

(15)

(14)

(13)

30



31

Solving equation (15) for R,

| AV Ry B R,
R, = o (16)
VbQ(Rb * @Re)

Ry 6 Re
Let B s

]

Rb * €>Re

then R —— o (17)

bl

Rewriting equation (13) in terms of B

“Boe B

V., = ’ (18)
b2 R, *+ Ry + B

C

substituting equation (17) into (18)

<

BE

L]
©

substituting for B its original value

“Eoe
Vb2 s )
AV, Ry (Ry + BRe)
+ ' + 1
Vb2 Rb 6 Re
=F
ce
Ry, RL AVC
+ R — + 1



Rearranging and solving for Ry

Vo By, . V2 Ry,

+AVC + Vb2 = QECC

ﬁRe Ry
Yot R M.
- = = gce T TT— 7 ¢} - b2
Rb %Re
Vb2 Br
Rb b4 o
Vpo R
Fee ” o AV = Vi

ORg

Substituting Ry of equation (20) into equation (16) allows R, to be

32

(20)

determined. Thus the unknown components have been determined in terms

of known parameters.
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Numerical Systhesig of the Flip-Flop

While the unknown circuit components of the flip=flop have been

Ger ;ved in terms of the parameters Eces Igs AVey and @3 these para-

meters have not yet heen given numerlcal values. It is the he purpose

of this section to show how these terms are given numerical meanlng

o

and tn dlscuss thelr llmltatlons and dependence upon the tran31stors

selected As thls 1s doneg these parameters are used accordlng to

st

- the - equatlons of the precedlng ‘section” to obtain numerlcal values

for the unknown circuit componentsq; Reference is again made to the
schematlc dlagram of Flgure 4 and the correspondlng equivalent circuit
of Flgure 5 -

The transistors available for use were IBM Type (8. These pnp
transistors had values of @ ranging from 35 to 200, with a mean value
near 100, Because of the limited quantity of transistors with nearly
the same @s the trensistors selected for use were those having %3,
near 100, Hence, @8 is fixed by the transistors available.

The power supply voltage must now be determined. Using pnp
transistors, it must be negative; so the power supply voltage will
be designated -E,,, where E,, is positive. Since the transistors
selected were rated for a minimum punch=through veltage of 15 volts,
choose Ecc z 15 volts to insure that no more than 15 volts will ever
appear from the collector to the emitter of either transistor.
Because of Ry and Ry in series with the transistor, this voltage
will always be less than 15 volts.

An operating current, I,, for the transistor that is "on", must
be chosen large enough so that a change in I, with temperature will

produce negligible change in I, but small enough so as not to exceed
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the power rating of the transistor. For the transistqrs selected, the
maximum I, = 50 microamperes and the maximum I, = 7 ma. Experimen-
tally, I, = 3 ma seemed to be the best choice.

To obtain maximumlswitching speed, the flip=flop must operate
without saturating. For nonsaturating operation Vg - Ve > Veb’E
0.2 volt. 12 But in order to gain maximum voltage swing, AV,, oper-
ation must be as near saturation as possible. Hence, assume Ve = ch
¥ 0.2 volt. Then for T, "on",

E,. = Ie(Rg *Ry) = 0.2,
The operating point for T, "on" is shown on the transistor character-
istics of Figure 6 as the point I, £.0.3 ma, V, = 0.2 volt. Thisis very
near the saturation region, which is to the left of the knee of the
characteristic curves. The load resistance Re + Ry, is represented
by the d-c. load line from which the value of Re + Ry is determined

to be

AV', 15 volts
e ¥ 4.8 K.

AT, 3.1 ma

For maximum stability and minimum switching time, many flip-flop

designs13

use a collector voltage swing of approximately AV, = IECC/Z],
However, in order to obtain maximum voltage swing without sacrificing
gtability or swiiching time, use AV, > IECC/ZI 3 choose AV, = 10

volts.,.

125ee Appendix A .

137, 7. Suran and R, A. Reibert;, "Two~-Terminal Analysis and
Synthesis of Junction Transistor Multivibrators", IRE Transactions;
Volo CT’BQ MaI'Ch 19562 po 3‘70‘
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Horizontal: 2 volts/division
Vertical: 0.5 ma/division
Adjacent curves: 0.005 ma/step

Load line: EL 5K

Figure 6, Transistor Characteristics for IBM Type 08,

Note that &Vc can always be decreased by increasing Rg; this in turn
increages stability due to current feedback.

At this point it is desirable and only logical that AV, must swing
over the mid-range of the -E,,-to-ground potential. This means that
for T2 "on" and T, offhs

Eoe * AV -15 + 10

= = =2.5 volts
2 2

1‘]rc:>2

Vcl ch —&Vc = =2.5-10 = =-12.5 volts
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Ve Voo * 0.2 <

R = = = 766 ohms v
e 3 ma

R, ® Rp+ Ry =R 4,800 = 766 = 4 K

i

For T, to be Moff" and Ty to be "on" without saturating, it is
required that Vbl >>Vel and Vb2>V02 respectively, But to operate
T, near saturation, set Vb2’E’Vc2 g =2.5 volts., Since R = 100 for
most of the transistors on hand and I, = 3 ma as previously chosen,

then
I, 3 ma

H
[
ik

0,03 ma,
¢ 100

Now, let Irl be sufficlently large to furnish enough bsse current,
T to turn T, "on', plus sufficient additional current for bias
stabilization through R, and Rbo In order to maks wvalid the previ-
ous assumpbion that the current drawn by the biasing resistors R,
and Rb and T2 is negligible compared with Ie 2 3 ma, Irl must be
kept small enough so as not to load the Tl side of the flip-flop

and draw excessive current. For § = 100, the base current, Ibzy
required to turn T, "on" is approximately 1% of Ig. Furthermore,
the current required to turn ¥on" and properly bias T, is taken from
. does not load T

2 1°
Also, Tl does not load T, when T, is "on" and T, is "off". For I

the T, side at a time when T1 is Woff"; hence, T

& 0,03 ma, let I.{ s 0.3 ma. = 10% of I . Then

v -12.5 R. R
cl —_——— = 416K = R_+ RLLRCE (21)

c
I.q 0.3 ma Ry *+ BR,

08
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but
ANC =10
R, = £ s 33K . (22)
=0.3 ma

Substituting equation (22) inte (21) and solving for Ry,

Ry, @R
_____EL_E_ 2 416K =R, = 416K =33K = 8.6K (23)
Rb + 6Re
but BRe = (100)(766) = 76,6 K
/
R (76,6 K) = 8.6K (Rb + 76,6 K) ~
4
Rp(76.6 K = 8.6 K) = 660 x 10°
660 x 10°
Rb a = 9a7 X
68 x 10°

The loading effect of the regenerative feedback circuitry (Re and Rc)
is on the transistor which 1s turned "on", or T2 in this case, It is
equivalent to placing R, + Ry, in parallel with Ry But Re * Ry, = 42,7 K,

or 9.35% of the 4 K load resistance, R Compared with the variation

1°
in transistor parameters, the load of the regenerative feedback cir=
cuitry on Tl and T2 is negligible for purposes of design calculation,
However, increasing RL to compensate for this loading effeect would be
quite in order to make calculations more exact.

Experiment has shown that care must be taken not to make I.q too
small by choosing values of Ry and R, which are too large., While R-b
and,Rc are biag resistors, they are also discharge paths for the junc-
tion capacitances of T; and T, and any other capacitances which might

be inserted into the circuit for pulse shaping purposes. Consequently,

Ry, and Rc should be made as small as possible, withoubt drawing excessive
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e

current, in order to obtain maximum switching speed and stability of
operating point. Therefore, optimum design ecalls for Rb and Rc to be
large enough so as not to load the flip-flop circuit, bubt small enough
to obtain maximum switching speed with minimum rise and fall tinmes,
These conclusions were verified by experiment.

It has previously been established that the f£lip-flop shall operate
non-saturating; i. e., when T2 is "on", the operating peint is not in
the saturation region of the transistor. However, with all the approx-
imations and assumptions that have been made in calculating R, RL, Rb,
and R,3 the resulting flip-flop may or may not operate without satu-
rating. This is especially true because the operating point for T2
“on" was selected in the non-saturating region but as near to satura-
tion as possible in order to gain maximum output vbltage swing, AV,
However, any adjustment of the operating point either toward satura-
tion or away from saturation can eagily be made experimentally by
glightly changing the walue of Rb until the proper operating point
is obtained. For example, the calculated value of Ry ¥ 10 X gave an
operating point that was slightly in the saturation region. By re-
dueing Rb to 8.2 K, the eperating point was brought out of the satu-
ration region for opbimum operation, This experimentel adjustment 1s
possible and also necessary becauss Ry ié dependent upon 8, as shown
in equation (23). This dependence is such that a change to tran=

sistors of higher @ requires that Ky be decreased.



CHAPTER IV
THE "ANDY AND "OR" CIRCUITS
Introduction

It is very necessary that the individual computer operations,
such as addition, subtraction, multiplication, transfer, storage,
etc., occur at the right instant of time. Otherwise; for example;,
addition might occur before the addend has been transferred to the
addend register, or a storage operation might occﬁr when the proper
informétion is not available for storage. Failure is always the
result when operations are not timed for proper sequence. In computer
operation, time is measured in microseconds, Each operation normally
requires oﬁly a few microseconds for its completion, and many oper=
ations occur simultaneously. As a result of such rapid operation,
the timing of the individual operations must usually be controlled
to within a microsecond.

At present, the most feasible means to accomplish precise timing
ig with pulses of electrical energy. Pulses with widths in the order
of a few microseconds and with rise and fall times in the millimicro-
second range are now sasily generated and are quité practical for
timing electronic circuitry. The adder circuit presently under con-
gideration must include the necessaryvcircuitry for commanding the

add" operation at the right instant of time. It is the "and"

39
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circuit which incorporates the timing pulses (called "add pulses")
into the add operation., The "and" circuit allows the add pulse to
pass through and complement the augend flip-flop when the addend
register contains a "1" as depicted in Figure 3. This is the elec-
tronic method for adding the contents of the addend register to the

augend register.
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Theory of Operation of the "And" Circuit ;C;
Boolean algebralZP lends itself to the mathematical expression of
switching circuits because the digits "0" and "1", which are basic to
the binary number system, can easily be represented by two different
values of electrical potential., Furthermore, electrical circuits used
for switching purposes readily perform the basic operations of Boolean
algebra, namely "or®", "and%, and "not". A convenient means for rep-
resenting a complex switching circuit and making obvious its operation
without drawing the eircuit is provided by Boolean algebra. It is the
purpose of this section to explain the operation 6f the ®and" circuit.
In Boolean algebra, the term "and" denotes the intersection of ——
two of more sebs or classes and normally éonforms to the commutative
and distributive laws in_the same fashion as multipliecation. In faect,
the "and" operation is usually expreésed by the multiplication symbol
" oor "x", Since "O" and "1" are the only digits used to make up
the complete binary number system to which Boolean algebra applies,
the "and" operation applied to "O" and "1" can give only the following

results:

= H=OC O
MM KM
RO C
B o0 W0,
HOOO

The digits "O% and "1" can be represented electrically by two
different values of d-c voltage or current. The wvalues of voltage
or current used depend upon the types of circuits selected to perform

the "and" operation. These circuits could be composed of relays,

lﬁMontgomery Phister, Jr.; op. cit., Chapters 3 and 4.
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vacuum=tubes, transistors, or diodes. Because of the desire for min-

iaturization, power amplification, pulse type output from input pulses,

and because of the components available, transistors were used in the
"and" circuit,

In the design of a transistor "and" circuit, it is desirable that L

‘,/’

there be no shift in the operating peoint and that there be a maximum
voltage swing at the output.

This was suitably approached by choosing

a signal voltage for "O" that cut off the transistor and a voltage for

"1Y that would drive the transistor inte or very near saturation.

Because maximum switching time was not a major consideration, the

limitation being in the flip=flop, operation into saturation was se-

lected as an easy means to achieve stability. In Figure 7, RL was

. made large enough to prevent excessive emitter current when both tran-
%

sigtors are turned "on". To satisfy the above requirements, "O" was
]

; represented by O volts and "IV by +10 volts., Experimental evidence
| showed this to be very satisfactory.

Note that AV, = 10 volts for
the flipnfiopo

The "and" circuit must operate satisfactorily with
inputs of that magnitude.

The "and" operation can best be accomplished by connécting the\\

\
transistors in series l5ﬂ?6 for operation s;mllar to the mult1=gr1d 2
gating vacuummtubegj but there are two dlfferent 01rc£1t conflguraa
T tléﬁé/Whlch can be used.

e
—

They are shown in Figures 7 and 8 where A

5Lloyd P. Hunter, Handbook of Semiconductor Electronics,
McGraw-Hill, New York, 1956, pp. 15-65 to 15-66

Richard F. Shea, Transister Circuit Engineering, Wiley,
NeW York9 19573 Ppo 317“3210
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and B are the two input voltages. This assembly of tran51stors~1n=

! e T

series may be connectedfelther in grounded emitter form, as shown in

it A T -
e T A AT DR A
e

Figure 7, for voltage ampllflcatlon, or in the emitter follower con-

nectiony#as shown in Flgure 8 for current and power amp11f¢catlon,

AR e R
s 25 Y N B

Since a loglcal 01rcu1t, such as the "and", is usually employed to
drive many following stages of 01rcu1try in modern computer usages

the emltter follower 01rcu1t of Flgure 8 was chosen for development

in order to supp]y the loaa power requlrements°

Qutput 4 x B
Input A

Input B

4
3
()

Figure 7. Grounded Emitter "And" Circuit.



+Ecc

Input A Ty
Input B >,
Qutput A x B
Rp %Rb Rr
| 1
Figure 8, Emitter Follower "And" Circuit.
+15 volts s
Input 1 Iy
Input 2 > To
Output
100 K 100 K 309 K

Figure 9.

Typical Emitter Follower "And" Circuitb.
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Now, consider the curcuit operation when imputs A and B are
applied in each of their possible combinations. First, let A = "QOU

and B = "O". This means that A = O volts and B = O volts which cause
both Ty and T, to be cut off, Hence; the output veltage is O volts

gatisfying the condition 0 x 0 = O,

"1" which means 4 = 0 volts and B = 10 volts.

88

Let 4 = "O" and B
0.2 volts; but T 1is

T2 is thus turned "on" such that VcZ = Ve2

turned "off" such that no emitter current, Ie’ flows; hence, the out-

put voltage is O volts satisfying the condition O x 1 = O,
Let A = "1" and B = "O" which means A = 10 volts and B = O volts.

This time T2 is cut off and Tl is turned "on", but no emitter current

flows; hence, the output voltage is O volts satisfying the condition

1x0 =0 as in the preceding paragraph. Note that when cne tran-

sistor is "on" and the other "off", almost the entire potential of
E.. appears from collector to emitter of the transistor turned "off",

Hence, E,, must not exceed the punch-through voltage of the transistors

used,

Finally, let A = "1" and B = "1" which means that both A& and B
equal 10 volts. Both T; and T2 are turned "on" such that meximum

emitter current flows; hence, maximum voltage appears across R, equal

to I, R, making the output voltage approximately 10 volts. This

satisfies the condition 1 x 1 = 1, Thus, all the possible combina=

tions of wO" and "1" that can be applied to two inputs have been con-

sidered. This assembly of transistors-in-series is not, however,

limited to two transistors. Three or more transistors can readily

be connected in series to perform the "and® operation, the number

required being one transistor for each input.
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The preceding description of operation is true for the transistors-
in-series connected in the gfounded emitter configuration (Figure 7),
and for small signal operation of the emitter follower connection (Fig-
ure 8). But the theory of operation fails to hold f;f largs sigﬁal
operation of the emitter follower connection of Figure 8. This was
discovered experimentally when the typical "and" circuit of Figure 9
was tested. The two possible voltage levels for input 1 were selected
as either O volts or 10 volts, making the collector voltage of T,
approximately O volts or 10 volts respectively. Input 2 consisted
of 2-volt pulses; 5 sLsec wide, occurring at a rate of 2020 pps.

The unpredicted result wasg that the pulses of input 2 appeared at
the output with approximately the same amplitude as at input 2 regard-
less of whether input 1 was O volts or 10 volts,

The cause of this apparent feed-through from input to output
illustrates the bagic difference between the transistor and the
vacuum tube. In normal Class 4 operation, the control grid of the
vacuum tube is biased negatively to the extent that this grid never
draws current even with maximum input signal. Conversely, the cor-
responding base of the npn transistor is cut off anytime the base
is negative with respect to the emitter. Hence the base must nor-
mally operate in a region which is positive with respect to the emit-
ter in which case the base draws current. As a result; when V,, = O,
as it ig when input 1 is O wvolts, the p-n junction of the base to
emitter appears as a diode which passes the input signal on to the
output as shown by the equivalent circuit of Figure 10, and tran-
sistor action does not exist. On the other hand, when the grid of a

vacuum tube is biased negatively, this diode action cannot exist.
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b e :
Input 2 » l * Output

100 K 3.9 K

1

Figure 10. Diode Equivalent Circuit for T, "On",

When the collector potential, chs of T, is approximately 10
volts; the diode action between the base and emitter of T, is mod-
ified to the extent that transistor action exists, and the input
impedance into the base of T2 is much greater than when V 5 is O
volts, This is in agreement with transistor theory in that the diode
equivalent circuit of Figure 10 is repiaced by a transistor equive-
alent circuit which has an input impedance of/SRe, where B is the
current gain for the grounded emitter configuration, and R, is the
emitter resistance external to the transistor. Since most of the
transisto£s used in the experimental circuitry had R >50, the input
impedance was greater than 50 x 3.9 K T 200 K. But as shown in Fig-
ure 9, this transistor input impedance is in parallel with a 100 K
bias reéistor making Z; = {100 K){200 K)/(300 K) = 67 K as shown in
Figure 11. Conversely, Z; for the diode equivalent circuit of Fig-
ure 10 is 23 = 30 + 3.9 K ¥ 3.95 K, where 30 ohms is the forward
resistance of the equivalent diode.

In view of the pulse fsed-through problem previously discussed,

the most logical thing to do would have been to discard the typical
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For Input 1=0 volbs For Input 1=10 volts
330(&uf 330 puf
Input 2 ), I Output Input 2 ) i Qutput
%399 K 67 X
1 _
Input 2 2 v Input 2 2
<5 msec > | <%5/Asec4>
| , -
\,
A l R
Output 178V Output 2,V L.6v
— L
* 0o 3v
71,5 msec
Pigure 11

Bquivalent Circuits and Waveforms for Capacitance Input.

circuit of Figure & and choose the grounded emitter configuration of
Figure 7 for the "and" circuit to be used, because it was known to

17,18 However, this would have left many

operate satisfactorily.
problems yet unsolved concerning the emitter follewer circuit. Fur-
thermeore, the output of the common emitter circuit is inverted with
respect to the input, and an inverter is required te regain the "and"
result, A&lso, the common emitter circuit provides voltage amplifica-

tion, but it must be followed by an emitter follower stage if suffi-

cient power is to be obtained to drive several following stages.

17Shea9 op. cit.

8Hunters op. cit.
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Hence, the idea of the emitter follower "and" circuit was not given
up.

Experimentation revealed that it was possible to use the emitter

follower "and" circuit. In fact, it was made to operate quite satis-

i factorily. Use was made of the fact that Z; of input 2 is much great-

‘er when input 1 is 10 volts than when input 1 is O volts.

By connecting a capacitor in series with input 2, the output

%becomes the derivative of the input 2, but the difference in time

-constants is such that the output is greater when input 1 is 10

volts than when it is 0 volts. Equivalent circuits and waveforms
are shown in Figure 11, It can be geen that much more pulse energy
is available at the output when input 1 is 10 volts than when it is
0 volts, With the "and" circuit connected as shovm in Figure 3 and
with input 1 equal to 10 volts, the minimum pulse signal at input 2
required to trigger the augend flip«flop is 1.5 volts peak. Like=
wise; the maximum pulse signal at input 2 above which a change in
input 1 from O volts to 10 volts has no control over triggering the
augend flip=flop is 2.2 velts; i. e., when the 5 usec pulses of in-
put 2 are greater in peak value than 2.2 volts, the feed-through
from input 2 to the output is great enocugh to trigger the augend
flip-flop regardless of whether input 1 is O volts or 10 volts,
Satisfactory operation can also be obtained by inserting a
resistor in series with inéut 2 instead of a capacitor. Pulses of
2=volt amplitudes and 5 ysec widths are again applied at input 2 as
shown in Figure 11, Equivalent circuits and waveforms similar to
Figure 11 are shown in Figure 12. As in Figure 11, it can be seen

in Figure 12 that more pulse energy is available at the output when
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For Imnput 1=0 volts For Input 1=10 volts
L7 K L7 K
Input 2 Output Input 2 Qutput
3.9 K 67 X

Qutput

Figure 12

Equivalent Circuits and Waveforms for Resistance Input .

input 1 is 10 volts than when it is O volts. With the "and" circuit
connected as shown in Figure 3 and with input 1 equal to 10 volts, the
minimum pulse signal at input 2 required to trigger the augend flip-
flop is 2,3 volts peak, Likewise, the maximum pulse gignal at input
2, above which a change in input 1 from O volts to 10 volts has no
coﬁtrol over triggering the augend flip-flop, is 5.8 volts. Note

that the use of a gseries resistor allows a greater variation in the
pulse amplitude of input 2 than a series capacitor. However, the

rise and fall time of the output pulse for the series resistor cir-
cuit (Figure 12) is quite long; so long, in fact, that a circuit

being triggered by it might receive a delay of e microsecond or two
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For Inmput 1=0 wvolts For Input 1=10 wvolts
L7 X L.7 K
Input r&\Af Output Input 2 m/\f Output
330 ppuf 3.9 K 330 67 K

L L

45fmeo>

1.8v

Outpﬁ?_—L-—___”__.__L-___—

Figure 13

Equivalent Circuits and Waveforms for R-C Input.

until the amplitude of the output pulse becomes high enough to trigger
the circuit. This would be unsatisfactory for miscrosecond timing,
Since the series capacitor of Figure 11 has a fast rise time but

fallg off rapidly as a differentiated pulse, and the series resistor
of Figure 12 hag a slow rise time but builds up to a maximum value
within 5 usecs a capacitor-resistor combination should be satisfactory.
Equivalent circuits and waveforms of such a circuit are shown in Figure
13. Pulses of R-volt amplitudes and 5 usec widths are again applied

at input 2 as shown in Figure 11. Note that the difference in pulse
energy for input 1 = O volts and input 1 = 10 volts is much greater

in Figure 13 than in either Figure 11 or Figure 12, With the “and"

circuit connected as shown in Figure 2 and with input 1 equal to
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10 volts, the minimum pulse gignal at input 2 required to trigger the
augend flip-flop is 1.5 volts peak. Likewise, the maximum pulse signal
at input 2, above whlch a change in input 1 has no control over trig-
gering the augend flip-flop, is 2.3 volts.

As a result of the above analysis and experimentation, the final &

"and" circuit that was selected is shown in Flgure 14. DNote that the

effectlve feedwthrough can be further reduced by decre351ng the emltter

o B e 2 DT RN e AT

re81stance, R 1ch 1n»turn lowers the i

b

a’

¢put 1mpedance° Thls has a

shunting effect upon the 1nput pulses Whlch reduces the output when

elther tran51stor is cut off If 1t were deemed necessary to decrease

i

T8 S 3RS 8 P

,Re, the sanme analys1s used 1n the }mecedlng pages can be used to

arrive at a new final c1rcuit For minlmum feed~ through R must be

et R i TR

as small as p0551ble, yet large encugh to prevent exce881ve emltter

current through Tl and T2 and large enough to make the 1nput 1mpedance

TS S s i e 8 ot U

suff1c1ently high so as not tn load the precedlng c1rcu1try exce851velye

T vt e

rwwwwmwwwmhwhwwnhﬂﬁﬁ;igngsigé'

Input 1 Ty
he7 K
_ - T
Input 2 = 2
l__% h____. Output
330 ek "

100 K 100 K 3.9 K

—t

Figure 14. Final Emitter Follower "and" Circuit,
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Theory of Operation of the "Or" Circuit

Whereas "and" is the Boolean algebra expression represented by
the multiplication symbol "x", ﬂor" is the boolean algebra expression
répresented by the addition symbol "+". Since "O" and 1" are the only
diéits used to make up the complete binary number system to which
Boolean algebra applies, the "or" operation applied to "O" and "1"

can give only the following results:

O+ 0=0
0+ 1 =1
1+ 0=1
1+ 1=1

In general, the same circuit requirements which exist for the
and" circuit also exist for the Yor" circuit; i. e., the requirements
for power and switching speed of both the "and" and "or" circuits are
essentlally the same. Therefore, transistors were chosen to perform
the "or" operation in order to obtain miniaturization, power ampli-
fication, pulse type output from input pulses, and because of the
components available,

To assure no shift in operating point and to provide maximum J
voltage swing at the outpubt, a voltage should be chosen for "O" that
will cut off the transistor to which it is applied. Likewise, a volt-
age should be chosen for "1" that will drive the transistor, to which
"M is applied, either into or very near saturation. RL must be made
large enougﬁ to prevent excessive emitter current when either or both
transistors are turned "on". To satisfy the above requirements, "O
was represented by O volts and "1" by 10 volts. (This was verified

by experiment to be very satisfactory).
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+E

ce
Ry,
Output & + B
Input A T2 Input B
Ry By

Figure 15. Grounded Emitter "Or" Circuit.

Whereas the "and" operation was accomplished by connecting tran=-

sistors in series;, the "or" operation is accomplished by connecting
e .
19,20 /.. . . .

Likewise, there are two different
PN |
circuit configurations which can be used., They are shown in Figures

transistors in parallel.

e e

15 and 16, where A and B are the two input voltages;! This agsembly
of transistors-in-parallel may be connected either ;;Wérounded emit-
ter (Figure 15) for voltage amplification or as emitter follower (Fig-
ure 16) for current and power amplification. Since logical circuits

such ag the "and" and %or® are usually employed to drive many following

19Hunter9 op. cit.

QOSheag op. cit,



I*Ecc
Input A Ty T | ~—TInput B
Output A + B
Ry, R,= Ry, Ry,
Figure 16. Emitter Follower "Or" Circuit.
I+l§ volts
Tnput 1 —— 101 T?\/l Tnput 2
-Qutput
100 K 3.9 K 100 K

Figure 17. Typical Emitter Follower "Or" Circuit.
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stages of circulitry in modern computer usage, the emitter follower
circuit of Figure 16 was chosen for development in order to satisfy

the load power requirements.

Now, consider the circuit operatioﬁ when inpﬁtémAraﬁd”ﬁhéfé4
applied in each of their possible combinations., First let 4 = "OU
and B = "O", This means that A =z O volts and B = 0 volts which cause
both T7 and T, to be cut off ., Hence, the output voltage is O volts
satisfying the condition 0+ 0 = O,

Let &4 = "O" and B = "1" which means A = O volts and B = 10 volts.
T, is thus turned "off", but T, is turned "on" such that Vg, = V3 -
0,2 volts, making the output approximately 10 volts and satisfying
the condition O+ 1 = 1,

Let 4 = "1" and B = "O" which means A4 = 10 volts and B = O volts,
Ty is thus turned "off", but T, is turned "on" such that the output
is Vb2 = 0.2 volts, which is approximately 10 volts, satisfying the
condition 1 + 0 = 1,

Finally, let A = "1" and B = "1%" which means that both A and B
equal 10 volts, Both T, and T, are thus turned "on" such that maximum

emitter current, I_, flows; hence, maximum voltage appears at the out-

e?
put across Re equal to I, R,. But this output veoltage can be no

greater than (Vbl = ng) = 0.2 volts, which is approximately 10 volts.
This satisfies the éondition 1+1=s1l. Of course, this assembly of
transistors-in-parallel is not limited to two transistors. Three or
more transistors can readily be connected in parallel to perform the
"or" operation, the number required being one transistor for each input.

Whereas the purpose of the "and" circuit is to keep a pogitive

input signal out of the output unless both input signals are positive,
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the purpose of the "or" circuit is to pass each positive input signal
on to the output regardless of which input has the positive signal.
The resulting difference in operation between the "and" and "or" cir-
cuits is enough to eliminate from the "or" circuit considerations one
basic problem encountered in the "and" circuit; i. e., the problem of
feed=through, which existed in the "and" circuit, does not exist in
the "or" circuit. Since feed-through is the unwanted result of a
positive signhal feeding through from the base to the emitter of a
transistor, it is no problem in the "or" circuit because each positive
signal, which appears at either or both'inputsg must also appear at
the Qutpﬁt in amplified form in order to perform the "or" operation.
The typical circuit of Figure 17 was connected into the adder
cirecuit as shown in Figure 3 for testing. Input 1 handled the carry
pulse from the next lower order digit flip-flop. The carry pulse
hag the characteristics shown in Figure 18. Input 2 carried the

modified add pulse from the "and" circuit, the modified add pulse

i TR

having the characteristics shown in Figure 19. The two input pulses,

o

gshown in Figures 18 and 19, are seen to be very different in ampli-
tude; however, the "or" circuit passed both input pulses on to the
output with power amplification and liﬁtle or no distortion or attenu-
ation. Neither of the input pulses interfered with fhe other in any
way. This "or" circuit, simple as it is, was most satisfactory for

this application.,
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Figure 18, Carry Pulse from Lower Order Digit.

Figure 19, Add Pulse Input to the "Or" Circuit.



CHAPTER V
THE PERFORMANCE OF THE ADDER

The purpose of this chapter is to consider those problems which are
peculiar to the system but were not obvious at the time the flip-flop,
"and", and "or" circuits were synthesized. The first problem involves
the synthesis of a pulse delay eircuit.

Because of the feed-through problems in the "and" circuit (Chapter
IV), the input trigger pulses must be kept small.u Thérefore, the flip-
flop following the "and" circuit must be able to change states upon
receiving this small trigger pulse. (The trigger pulse has an amplitude
of approximately OQZ‘ANC)O Small input trigger pulses along with the
desire for higher switching speed motivated the writer to develop some
pulse steering téchniqueso

Because the base is the control element of the transistor,_less in-
put pulse energy is required to trigger the flip-flop at the base than
at the emitter or collector, Since each input trigger pulse must switch
the flip=-flop to its other stable state, these pulses must be applied to
both transistors in such a way that the "off" trensistor will be turned
"on" or the "on" transistor turned "off", This;ﬁs accomplished by arrang-
ing the diodes D, and D, along with the capaci£2rs 03 and C4 as shown in
Figure 20,

It was found experimentally that the pnp transistors of the flip-

flop can be triggered faster and with less pulse energy by positive

59
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input trigger pulses, whereas npn transistors are better triggered by
negative pulses., The positive trigger pulses cause the flip-flop to
change its state by turning the "on" transistor "off". But this same
trigger pulse i1s also applied to the other transistor, which is "off".
Its effect is to turn the "off" transistor farther "off"., Hence, the
trigger pulses at the base of each transistor are essentially opposing
sach other, This makes triggering less efficient then if the input
pulses were applied to only one transistor at a time. This difficulty
is remedied, hoﬁéver, by the‘resistors Rg and R9, which serve to back
biag the diodes according to the state of the flip-flop. For example,
for Tl "of f" and T2 on'", the potential at the anode of Dl is negative
with respect to ground. Henee, a positive input trigger pulse is blocked
from entering the base of T1° Because the anode potential of D2 is near
ground, the positive input trigger pulse can enter the base of T2 to
turn it "off". Experiment has shown that the resistors R8 and R9 of
Figure 20 have actually increased the switching speed of the flip-flop
and decreased the required amplitude of the input trigger pulses.

For Figure 20 the following values are used:;

RlzRQ:RjzgRlnglsangK
Ry =Ry =FRyg=33K

R5 = R6 = RQO = R21 = 82 K

R7 = 322 = 680 ohms

R8 = R9 = 22 K .

R15 =1,8K

R16 = 407 K
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C4 =G, = 1000 yuf
Gy = G, = 390 uuf
Ce = 330 puf

Cg = 0.01 uf

G,y = 0.1 uf

D, =D, =D, = IN 48

H

Ty =T, = Ty = Ty = IBM type 08 (pnp)

IBM type 58 (npn)

i}
1]

Tg

In order to provide a delay for the carry pulse to the next order,
a monostable multivibrator was incorporated. Whereas the bistable multi-
vibrator (flip-flop) has two stable states, the monostable multivibrator
has one gtable state and one semi-stabie'stateo21 While the bistable
multivibrator can be switched from one stable state to the other by an
input trigger pulse, the monostable multivibrator can be switched only
from éts stable state to its semi-stable state by the same type of trig-
ger pulse. Switching from the semi-stable state back to the stable state
is accomplished automatically without an input trigger pulse after a
predetermined lapse of time.

The monostable multivibrator is similar in construction to the flip-
flop as shown in Figure 20, In fact, a bistable flip-flop can be made

monostable by replacing one of the resistors, R3 or RA’ by a capacitor,

21Mi11men and Taub, op. cit., pp. 174-187.
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08° While this is not a good design technique, it was done in this case
because this conversion satisfied the circuit requirements.

As shown in the adder of Figure 3, a device is needed to delay the
carry signal generated by each sugend flip-flop for the period of time
required to add the addend digits to the corresponding augend digits so
that the partial sums appear in the augend registe?, Then the carrys can
be added to the partial sums as they occur. Because of the transistors
and components available, the monostable multivibrator was chogen as the
device to delay the carry signal., All that is required of this delaying
device is that its ocutput be a pulse capable of triggering the augend
flip-flop and that this output pulse be delayed with respect to the input
pulse. This means that the waveforms of the monostable multivibrator are
of no concern as long as the desired output pulse can be obtained at the
required time.

The above requirements can be satisfied by merely replacing R3 of
the flip-flop with the capécitor Cg whose value is determined by the
approximate delaying time, pRQQ R0 CS/@RQ?_ + RQQ),, The delaying time
must be greater than the switching time of the flip-flop, To assure
ample switching time, a delay time of loo/usec was chosen, The dif-
ferentiated output of the monostable multivibrator, which is the delayed
pulse shown in Figure 25, is the carry pulse.

Now that all of the circuits for thé adder have been developed,
the next step is to assemble these individual circuits according to
the block diagram of Figure 3 to form the adder., According to Figure
3, the proper circuit assembly for adding one order of binary digits
is the one shown in Figure 20, This assembly contains the necessary

circuitry for adding in a carry from a lower order digit and generating
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a carry for a higher order digit; hence, it is capable of performing as
a part of a larger system and adding digits of any order in multi-digit
numbers,

For testing, the circuit assembly of Figure 20 was fabricated on
the circuit board as shown in Figure 21. For demonstrating the addition
of two four-digit binary numbers, four of these circuit boards were
fabricated,

Now consider the actual performance of the adder. Referring to
Figure 20, the add pulses required to properly trigger the augend flip-
flop were the 6/436@, 2.2-volt pluses shown in Figure 22. The width of
these add pulses could vary from L/Ase@ to 100 usec without affecting
the add operation, but the tolerable variation in pulse amplitude was
from 1.3 to 2.3 volts peak, Above 2.3 volts the pulses fed through the
"and" circuit and triggered the flip-flop.

For the input trigger pulses shown in Figure 22, the output wave-
form of the flip-flop output is approximately OOA/Asec while the fall
time is 4 usec. The maximum rate at which the input trigger pulses can
occur; with each pulse switching the flip-flop, is 20,000 pps.

The differentiated output of the zero gide of the augend flip-flop
is the trigger pulse for the monostable multivibrator (delay circuit).
The output of the monostable multivibrator is shown in Figure 24, Since
a pulse must be used to trigger an augend flip-flop, the carry signal
must be a pulse. Hence the output of the monostable multivibrator is
differentiated producing a carry pulse, which is delayed with respect
to the add pulses, as shown in Figure 25,

The primary limitation on the overall speed of addition is the

augend.flip-flop. The @apaeitors Gl and 02 of Figure 20 are in the



Figure 21

Fabricated Circuit Board for Adding One Binary Digit.
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circuit to aid the switching of the flip~-flop with their transient charge.
While tﬁese capacitors enable the flip-flop to switch on a lower voltage
input trigger pulse, their capacitance increases the rise and fall times
of the flip-flop decreasing the maximum switching time. Removing these
capacitors, however, requires that a larger input trigger pulse be used.
The switching speed can also be increased by adding a 0.01 Uf capacitor
in paralliel with Rvo As do Cl and Gy, this capacitor produces a tran-
sient effect which aids in the switching of the flip-flep from one stable
state to the other., Since the monéstable delay eircuit is essentially
the same circuit as the flip-flop, the above discussion applies to it as
well, As the switching speed of* the flip-flop is increased, the delay
time of the carry pulse can be decreased. This, of course, must be done
to increase the overall speed of the add operation. If the necessary
delay was small enough, it would be more economical to use a passive

delay line rather than a monostable multivibrator.
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CHAPTER VI
SUMMARY

The main problem for this thesis was the development of the basice
digital computer circuits using transistors. These basic circuits are
the flip-flop, the "and" circuit, and the "or" cireuit. To facilitate
the operation of these basic circuits together as a small system, a
simple binary adder was developed.

The thesis was begun with a verbal, logical development of the
binary adder. The result was a block diagram of a system for which the
basic computer circuits were to be developed. Next the basic circuits,
the flip—fldp, the "and" circuit, and the "or" circuit, were developed
individually and in that order.

Finally, these circuits were fabricated on circuit boards, according
to the block dlagram for the system, and tested, The system performed
in accordance with the way it was deeipned to perform, i. e., the system
will correctly add two multi-digit binary numbers. Hence, the results
were satisfactory.

While the ared of application of the completed adder was the addition
of two multi-digit ‘binary numbers, it 1s indeed not limited to this appli-
cation. For example, the contents of the addéﬁdvregister (Figure 3) is
added to the contents of the augend register each time an add pulse is

applied, Hence, the contents of the addend register could be multiplied
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by n by applying n add pulses to the adder. The resulting product would
appear in the augend register. Also, the area of application could be
extended to include subtraction by including an end-around-carry within

the adder system,22

22Riehards9 op. eit., pp. 119-126.
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APPENDIX A
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Figure 26, Characteristics of a p-n Junction.

The base-to-emitter junction23 of an npn transistor has the charac-
teriéfics shown in Figure 26. When the transistor is connected in the
grounded emitter configuration, an increase in base voltage results in an
increase in junction current. This V-I characteristic is the curve shown
in the first quadrant of Figure 26, ANote, however, that as I increases,
V increases only slightly as shown by the shape of the V-I characteristic.
This means that as I“increases to its maximum value, V increases to a
gmall value which is determined by the materials used in the transistor.
For germanium transistors, ’Vbe! ¥ 0,2 volt; for silicon transistors,

IVbel = 0.5 vol‘bzl’9 where Vi, is the base-~to-emitter junction voltage.

23Hunter, op;'citdg pP. 1=4.

2y

be W8S measured experimentally under large-signal operation.
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That Vbe is constant is expecially true in the flip-flop, because of its
large-signal operation. Sinee the oversting point of the "on" transistor
is near saturation, the corresponding operating point on the V~I charac-
teristic is at the higher extremity of the curve is the region where
LV/AI is very small., Therefore, since operating points are either near
saturation or cutoff for the flip-flop, "or", and "and" circuits, ‘Vbe'

can certainly be regarded as constant; and it can be measured.
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Figure 27. Typical Transistor with External Emitter Resistor, Re.

Consider the input impedance, Z., into the base of the transistor

i?

shown in Figure 27. By definition,

P Vb |
Zi = """I"""“" o
b
IQ ~ Ie

b §

For transistors which are conducting, Appendix A shows that

o
Vb = Ve + Oo2 = vea
But Ve = IRy ¥ @I Ry ¥ Ty,
Vb Ip Re
Therefore, Zg B e = E;—u—m-— = @Reo

Iy Iy
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