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## PREFACE

The research which has resulted in this dissertation was started in the fall of 1949 when I first enrolled at the Oklahoma Agricultural and Mechanical College. Professor Charles F. Cameron of the School of Hlectrical Engineering originally suggested this subject, and we discussed the various ideas involved at great length. The very nature of the problem intrigued me, and I undertook the task of solving it. The thesis which I submitted in 1950 in partial fulfillment of the requirements for the Master of Science degree contained the findings of the first phase of my researches.

While the use of complex numbers in the conventional analysis of aac circuits has many advantages over the trigonometric solution, there exist instances when the rules for manipulating complex numbers do not yield results that conform with the natural behavior of a-c quantities. It is quite eustomary among textbook writers to disregard these discrepancies and merely employ an artifice, where necessary, to obtain the correct results. Such an analysis leeves much to be desired.

In this dissertation, I have ignored all previous methods of network analysis that employ the complex notation. In conventional analysis currents, voltages, and impedances are all represented by exactly the same type of symbols, complex numbers. Since it is obvious that these three quantities are not alike, my first objeco tive was to find a way to determine the basic nature of these quantities. Based upon the original work of Gabriel Kron. I have
show that current is a contravariant tensor of valence $I$ (vector), voltage is a covariant tensor of valence 1 (vector), and impedance is a covariant tensor of valence 2. These findings are based upon the fundanental assumption that the nature of a quantity is determined by the manner in which it behaves when the coordinate system in which it is represented is subjected to a linear transformation.

Alternating currents and voltages of a given frequency have two degrees of freedom, amplitude and phase. It is comvenient to represent a branch or mesh current as a single vector. In order to accomodate a twomdimensional current by a onedimensional vector. I conceived the idea of representing alternating currents and vol. tages by complex vectors. The major portion of this thesis deals with the details of a-c network analysis where the complex vector voltages and currents have been expressed in equivalent matrix form.

An expression of appreciation is extended to Dr. Wayme Johnson and Dr. Alvin Pershing for the time which they so generously spent discussing details of this research with me. I am especially gratem ful to Professor Charles $F$, Cameron for his guidance and counsel during the past several years and for his willingness to serve as chaiman of my advisory comittee. Typing such a necessarity complicated notation as I have adopted in this thesis on a conveno tional typewriter is quite an accomplishment. I am deeply indebted to my wife for her patience and understarding in mastering the matrix equations on the typewriter.
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## CHAPTER I

## BASIC CONCEPTS OF A-C CIRCUIT QUANTITIES

## Incroduction

This research is a continuation of a study started by the author and Professor Charles F. Cameron in September. 1949. The earlier efforts on this study eulminated in a thesis submitted by the author to fulfill the requirements for the Master of Science Degree in August,
1950. Frequently throughout this paper references will be made to pertinent sections of the thesis submitted in 1950; this thesis will be referred to as the M. S. Thesis. Because of its pertinenee, the Introduction to the M. S. Thesis is reproduced below.

Introduction to. $M_{0}$. S. Thesis

Often in the early development of a particular branch of science, mles and regulations will be established which govern the existing knowledge of the field at that time. Later, however, invariably many new and sometimes radically different, aspects of the science are discovered. These newly discovered tiruths may necessitate modifican tions in the statement of the rules and regulations formerily estab. lished, and in some instances may even render them void and useless. For example, the development of the theory of light propagation and the flow of light energy is yet to be completely explained. At present, the use of both the Wave and the Quantum Theories are required to explain all the phenomena of light. This is the way that knowledge has progressed from the rery earliest beginnjng: first, the most elementaxy ideas and eoncepts, and then, as the known facts increase, the mone complex aspects are explained, leading to the ule timate establishment of the science on a firm and somd theoreticail basis, the theory being substantiated by observation and experiment.

The development of the field of electricity and maghetism has been no exception to this general rule. The first ideas were based almost entirely upon experimental data, but since that time more powertul mathematical tools have been discovered and developed thet have tended to clarify and explain the wonders of electrioity.

Many of the presenty existing idets in the field of alternating current electricity are even yet inconsistent. ${ }^{1}$

The student of elementery electrical technology learns Ohn's law in the symbolic form $I=E / R$, which is equivalent to the verbal statement that the current in an electric circuit is exactly proportional to the voltage applied to it. By assuming the truth of this statement of the law the student is enabled to solve a large momber of simplewcircuit problems, and it is not until he progresses a little further in his studies that he finds its applications to be limited and true only under important qualifications.

In simple metallic circuits with steady voltages, for instance. this expression of the law holds good only when the temperature of the matexial of the circuit is maintained constant. Again, with alternating voltages and with inductive circuits, it is trae onlv iff the frequency is also constant. If the magnetic flux causing the inductance flows in iron this interpretation of the law is not cormect; even with constant temperature and frequency, carrent is not exactly proportional to applied voltage. Further. Ohm's law is known not to hold in certain circuits of an electrolytic character.

The discrepancy in cases like these is sometimes axplained by using the fiction of a back EMF, but this begs the whole guestion. It is better to recognize that there are two distinct kinds of eleotwical circuits, the one in winich Ohm's law as defined above is obeyed and in which current is exactly proportional to voltage, and the other in which this proportionality does not hold. Gircuits of the finst class are generally said to have a Jinear impedance; in circuits of the other class the impedance is designated nonwinear. ${ }^{\text {b }}$

The preceding discussion quoted from $G$. W. Stubbings points out several discrepancies which are present in the thinkiag of many electrical engineers. In this treatise, the discrepancies and shoxto comings encountered in the usual application of complex scalay algebea to alternating worrent circuit quantities will be discussed. The ultinate goal of this dissertation is to devise (or adapt) a branch of mathematics to solve a-c circuit problems that will avoid the discrepancies encountered in the use of the complex scalaw algebra. Before proceeding further, it seems advisabie to review the histomical

[^0]manner in which a new scientifie field is generally developed; the development of the field of electricity will be discussed.

The beginning of electrical engineering, as it is known today, was the discovery and collection of basic experimental information. Some of the most jmportant of these experimental and fundanental data are (1) the concept of electric and magnetic lines of force pervading space by Faraday, (2) the comection between an electro current and a magnetic field, and the equivalence of permanent mage nets and eleetromagnets by Ampere, (3) the electromagnetite wave equations by Maxweil, and (4) the beginning of the photoelectric and electron theories by Hertz. These basic researches and experiments have been given here solely for the purpose of describing the nature of a science, and, in particular, the nature of the different quantities that are studied in electrical engineering.

From this eaxly beginning, as the field of electroical engineering grew in extent, more advanced mathematical techniques wexe adopted in an attempt to simplify the increasing complexty of solations required for the types of problems that were encountered. When altemating-murent electricity replaced direct-cument electricity in many commercial uses, the solutions of even elementary problems became quite cumbersome and unwieldy. These solutions were accomplished with the voltages and currents expressed in trigonometric form. Then, immediately after Argand devised the complex algebra, Steinmetz applied the complex algebra to the solution of a-o circaits.

There is a tendency among electrical engineers to forget about the nature of the quantities with which they deal and to think of aco quantities as actually being complex numbers. This kind of thinking
(or lack of it) is erroneous and misleading. The fact is that aoc quantities, correctly represented by trigonometic functions and orily partially represented by complex algebra, are real physically exist. ing entities which obey certain natural laws. These nataxal laws are completely independent of any mathematical schemes or fictitious images dreamed up by the mind of man. If, however, it so happens that all the man-made laws of a particular branch of mathematics cone form to all the netural laws of behavior of a set of physical objects, then the set of physical objects may be properly represented by sym bols in that branch of mathematics. The mathematics may then be used to predict unknown characteristics of the physicai objects. On the contrary, if it is known that at least one law of manipalation in the given branch of mathematies does not agree with the correspondu ing naturai law of manipulating the physical objects, then the mathematics is at best only a partial representation of the physical objects; in this event, the mathematics should be used to predict unknown natural behavior of the physical objects onily with great. caution and insight.

The difference between a set of physical ow abstract objects and the mathematics used to yepresent those objects should be aleariy understood and appreciated. Once objects have been represented in a particular space or reference frame, there is a tendency to contuse the mathematical representation of the objects with the objects themselves. For example, the forces acting on a body may be represented by vectors, but the forees are not vectors and the vectors are not forces; the forees are physical objects and the
vectors are mathematical entities. Physicel or abstract objects may be represented by any mathematical system that is consicered conveno ient. However, in order to have a useful representation, it is necessary to select a mathematical system for a given set of objects such that the algebraic laws of the mathematical, system when applied to the set of objects yield results which agree with the known nate ural laws that govern the set of objects. When this has been accome plished, the mathematical system is a true representation of the set of objects. However, if an occasion should arise when a particular aspect of the set of objects disagrees with the corresponding result produced by the algebra of the selected mathenatical system, then it should be recognized that the mathematical system simply does not completely represent the set of objects. In this event, either a more truly representative mathematical system should be devised, or, if such seems impossible, some artifice should be devised to correct this discrepancy. When such an artifice is used, the basic difficulty and the reason for using it should be made clear.

Trigonometric Representation of AmC Circuit Quantities
When a voltage of sinewave form is impressed across a stam tionary electric circuit containing linear impedance elements, trigm nometric functions may be used to correctly represent the various components of voltage, current, and power that exist in the circuit. Therefore, this problem will first be analyzed using trigonometry in order to detemine the characteristics that any other mathemato ical representation of aec quantities must have.

If the reference axis is so chosen that

$$
\begin{equation*}
v=V_{m} \sin w t \tag{1,I}
\end{equation*}
$$

then

$$
\begin{equation*}
I=I_{m} \sin (\operatorname{rrt}-\theta) \tag{1.2}
\end{equation*}
$$

The total instantaneous power is defined as

$$
\begin{equation*}
p=v i \tag{1.3}
\end{equation*}
$$

Substituting (1.1) and (1.2) into (1.3) gives

$$
\begin{equation*}
p=V_{m} I_{m} \sin w t \sin (w t-' \theta) \tag{1.3a}
\end{equation*}
$$

Since $\quad \sin (w t-\theta)=\sin w t \cos \theta-\cos w t \sin \theta$
equation (1.3a) becomes
or

$$
\begin{aligned}
& p=V_{m} I_{m} \sin w t(\sin w t \cos \theta-\cos w t \sin \theta)(1.3 b) \\
& p=V_{m} I_{m}\left(\sin ^{2} w t \cos \theta-\sin w t \cos w t \sin \theta\right)(1.36)
\end{aligned}
$$

Using the identities that

$$
\sin ^{2} w t=1 / 2-1 / 2 \cos 2 w t
$$

and $\quad \sin w t \cos w t=1 / 2 \sin 2 w t$
equation ( 1.30 ) becomes

$$
p=\frac{V_{m} I_{m}}{2} \cos \theta-\frac{V_{m} m}{2} \cos \theta \cos 2 w t-\frac{V_{m} I_{m}}{2} \sin \theta \sin 2 w t(1.4)
$$

It should be noted that the total instantaneous power ( 1.4 ) is
composed of three terms; the first term is a constant, and the other two terms are time functions which vary at twice the frequency of the impressed voltage. Equation (1.4) will be discussed in greater detail later in this chapter.

## Complex Representation of A-C Circuit Quantities

From physies, it is well known that if a body travels in uniform circular motion the projection of its instantaneous velocity upon a diameter of its circle of rotation will describe simple harmonic motion. Equations (1.1) and (1.2) are obviously the equations of simple harmonic variations and hence could be represented as a linearo
projection of a line segment of a given length being rotated at a constant angular velocity w. It will be assumed that the current as given in (1.2) is lagging.


Figure 1
Sinusoidal Functions as Linear Projections of Rotating Vectors

Referring to figure 1 , it is evident that equations (1.1) and (1.2) may be represented by the vertical (y) projections of the two vectors of constant length, $V_{m}$ and $I_{m}$, respectively. These two vectors musc start at $t=0$ in the position shown and then rotate in a counter. clockwise dinection at a constant angular velocity w. This signifies that, if these rotat,ing vectors were suddenly stopped for ary given value of time, such a diagram could be used to indicate the corgect phase relationship between two sine functions. This type of diagram is of great value to the electrical engineer. Since effective (romos.) values rather than maximum values are usually used, the vectors in figure 1 must be multiplied by a constant ( 0.707 ). Capital letters without subscripts will be used to represent effeco tive values.

If figure 1 were drawn for a value of time other than zero, the result would be that shown below in figure 2.


Figure 2
Rotating Vectors with General Reference Axis

For this condition, equations (1.1) and (1.2) become
and

$$
\begin{align*}
& v=V_{m} \sin \left(w t+\alpha_{2}\right)  \tag{1.10}\\
& i=I_{m} \sin \left(w t+\alpha_{1}\right) \tag{1.2a}
\end{align*}
$$

If maximum values in figure 2 are replaced by effective values (by multiplying by 0.707), the Xeaxis is the real axis and the Yaxis is the imaginary axis, then the equations for voltage and eurexent become

$$
\begin{equation*}
V=V_{1}+j \nabla_{2} \tag{1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
I=I_{1}+j I_{2} \tag{1.6}
\end{equation*}
$$

where

$$
\begin{array}{ll}
V_{1}=V \cos \alpha_{2}: \quad V_{2}=V \sin \alpha_{2} \\
I_{1}=I \cos \alpha_{1} & : \quad I_{2}=I \sin \alpha_{1} \tag{1.6a}
\end{array}
$$

Figure 3 shows equations (1.5) and (1.6) in diagranmatical foxm. This is about as much of an introduction as most elementary texts usually give to the use of complex algebra in electacal ongineorizg.

Since $I$ and $V$ as given in (1.5) and (1.6) differ in magnitude and phase only, the awe impedance is written in the same form as $V$ and $I$.


Figure 3
Effective Voltage and Current Expressed as Complex Numbers

$$
\begin{equation*}
Z=R+j X \tag{1.7}
\end{equation*}
$$

The average real power in watts is defined as

$$
\begin{equation*}
P=V I \cos \left(\alpha_{2}-\alpha_{1}\right)=V I \cos \theta \tag{1.8}
\end{equation*}
$$

and the reactive power in vars is defined as

$$
\begin{equation*}
P_{r}=V I \sin \left(\alpha_{2} \infty \alpha_{1}\right)=V I \sin \theta \tag{1.9}
\end{equation*}
$$

Equations (1.8) and (1.9) indicate that $P$ and $P_{r}$ are the two legs of a roight twiangle with VI as the hypotenuse. The product of ( 1.5 ) and (1.6) should then give the sum of (1.8) and (1.9) at right angles. Taking the product of (1.5) and (1.6) gives

$$
\begin{equation*}
V I=\left(V_{1} I_{1}-V_{2} I_{2}\right)+j\left(V_{1} I_{2}+V_{2} I_{1}\right) \tag{1.10}
\end{equation*}
$$

If this is correct, then

$$
\begin{equation*}
P=V_{1} I_{1}-V_{2} I_{2} \tag{1.11}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{r}=V_{1} I_{2}+V_{2} I_{1} \tag{1.12}
\end{equation*}
$$

Expanding (1.8) yields

$$
\begin{equation*}
P=V I\left(\cos \alpha_{2} \cos \alpha_{1}+\sin \alpha_{2} \sin \alpha_{1}\right) \tag{1.8a}
\end{equation*}
$$

Substituting from (1.5a) and (1.6a), equation (1.8a) becomes

$$
\begin{equation*}
P=V_{1} I_{1}+V_{2} I_{2} \tag{1,8b}
\end{equation*}
$$

Simpilarly, expanding (1.9)

$$
\begin{equation*}
P_{r}=V I\left(\sin \alpha_{2} \cos \alpha_{1}-\sin \alpha_{1} \cos \alpha_{2}\right) \tag{1.9a}
\end{equation*}
$$

Again substituting from (1.5a) and (1.6a) gives

$$
\begin{equation*}
P_{r}=V_{2} I_{1}-V_{1} I_{2} \tag{1.9b}
\end{equation*}
$$

Since (1.8b) and (1.9b) are known to be correct, equations (1.11) and (1.12) rnust be incorrect. The reason for this failure in the complex notation is not apparent; it is embodied within the theory of complex algebra. It should be recalled at this point (equation 1.4) that the instantaneous power is composed of a constant term and two doublece frequency terms. The failure of the complex notation in (1.11) and (1.12) demonstrates that complex numbers can not be used to represent hamonic functions of different frequencies without more undexstand ing of the theory of complex numbers than is included in most texts on anc equeuits. The definitions of average power in watts (1.8) and reactive power in vars (1.9) are quite misleading unless studied carefully. The implications of these two definitions will be analyzed in the following section.

## Real and Reactive Power

The first two terms of (1.4) are defined as the instantaneous real power: the last term is defined as the instantaneous reactive power. The instantaneous real active power will be denoted by $p_{a}$, and the
instantaneous reactive power will be denoted by $p_{x}$

$$
\begin{align*}
& p_{a}=\frac{V_{m} I_{m}}{2} \cos \theta-\frac{V_{m} I_{m}}{2} \cos \theta \cos 2 \omega t  \tag{1.13}\\
& p_{r}=\frac{-V_{m} I_{m}}{2} \sin \theta \sin 2 \omega t \tag{1.14}
\end{align*}
$$

Using effective values, (1.13) and (1.14) become

$$
\begin{align*}
& p_{a}=V I \cos \theta-V I \cos \theta \cos 2 \omega t  \tag{1.13a}\\
& p_{r}=-V I \sin \theta \sin 2 \omega t \tag{1.14a}
\end{align*}
$$

The average value of a periodic function $y=f(x)$ is defined as

$$
\begin{equation*}
Y_{\text {avg. }}=\frac{1}{T} \int_{0}^{T} f(x) d x \tag{1.15}
\end{equation*}
$$

The average value of the instantaneous real power (1.13a) is

$$
\begin{equation*}
P=\frac{I}{T} \int_{0}^{T}(V I \cos \theta-V I \cos \theta \cos 2 w t) d t \tag{1.16}
\end{equation*}
$$

where $T$ is the period of the voltage or current. The second term in ( 1.16 ) obviously vanishes, leaving

$$
\begin{equation*}
P=V I \cos \theta \tag{1,8}
\end{equation*}
$$

Thus to read the average real power an electrodynamometer type movement calibrated to read (1.8) may be used. Equation (1.8) can there fore be experimentally determined in a straightoforward manner.

There seems to be no reason why the reasoning applied to $p_{a}$ in (1.13a) through (1.16) should not also apply to $p_{x}$ (1.14a). Apply ing definition (1.15) to (1.14a) gives

$$
\begin{equation*}
P_{r}=\frac{I}{T} \int_{0}^{T}-V I \sin \theta \sin 2 \omega t d t \tag{1.17}
\end{equation*}
$$

The average value of $p_{r}$ as given by (1.17) is obvilously zero. Definition ( 1.9 ) must therefore be obtained from a different kind of reasoning than (1.8), and $P_{r}$ obviously cannot be measured with the
same type of instrument as P. It is expedient to investigate the type of reasoning required to obtain (1.9) from (1.14a) and to deterimine if (1.9) has any physical significance. One means of obtaining (1.9) from (1.14a) is to retard the voltage wave by $90^{\circ}$. This phase shift of $-90^{\circ}$ changes ( $I_{0} I$ ) to
or

$$
\begin{align*}
& v=V_{m} \sin \left(w t-90^{\circ}\right)  \tag{1.18}\\
& v=V_{m} \cos w t \tag{1.18a}
\end{align*}
$$

If (1.18a) is substituted into (1.3), then (1.3b) becomes

$$
\begin{equation*}
p=-V_{m} I_{m} \cos w t \sin w t \cos \theta+V_{m} I_{m} \cos ^{2} w t \sin \theta \tag{1.19}
\end{equation*}
$$

The average value of the first term, the instantaneous real power, in (1.19) is obviously zero. Using the identity

$$
\cos ^{2} w t=I / 2+I / 2 \cos 2 w t
$$

the instantaneous reactive power, the last term in (1.19), becomes

$$
\begin{equation*}
p_{r}=\frac{V_{m} I_{m}}{2} \sin \theta+\frac{V_{m} I_{m}}{2} \sin \theta \cos 2 w t \tag{1.20}
\end{equation*}
$$

Changing to effective values, $(1,20)$ becones

$$
\begin{equation*}
p_{r}=W I \sin \theta+V I \sin \theta \cos 2 w t \tag{1.20a}
\end{equation*}
$$

If definition (1.15) is now applied to (1.20a), the result is

$$
P_{r}=V I \sin \theta
$$

Experimentally it is quite simple to accomplish the $-90^{\circ}$ phase shift in the voitage wave; an inductance, whose reactance is large compared to the intemal resistance of the potential coil, is comected in series with the potential coil of the watmeter. Since the $p_{a}$ term vanishes, this modified wattmeter will now read (1.9).

It is now apparent that (1.8) and (1.9) embody two entirely different concepts. While ( 1,8 ) is a straightoforward definition。 the definition of $P_{r}$ implies a great deal more than the simple mathematical statement ( 1.9 ) would lead one to believe.

## Addition of Displaced Sinusoidal Functions

It has been stated eariner that altemating curcents and voltages are compectly represented by trigonometric functions. In order to investigate the manner in which two alternating currents or voltages of the same frequency combine by addition to form a single alternat. ing current or voltage, the trigonometric representation of alternat ing currents or voltages may be used. For illustrative purposes, two voltages
and

$$
\begin{align*}
& v_{1}=v_{m_{2}} \sin \left(w t+\alpha_{1}\right)  \tag{1.21}\\
& v_{2}=V_{m_{2}} \sin (w t+\alpha 2)
\end{align*}
$$

will be chosen. Forming the sum of (1.21) and (1.22) yields

$$
\begin{equation*}
v=v_{1}+v_{2}=V_{m_{1}} \sin \left(w t+\alpha_{1}\right)+V_{m_{2}} \sin \left(w t+\alpha_{2}\right) \tag{1.23}
\end{equation*}
$$

Erpanding the sine functions by the identity

$$
\sin (\alpha+\beta)=\sin \alpha \cos \beta+\cos \alpha \sin \beta
$$

gives

$$
\begin{align*}
v= & V_{m_{1}}\left(\sin w t \cos \alpha_{1}+\cos w t \sin \alpha_{1}\right)+  \tag{1.24}\\
& V_{m_{2}}\left(\sin w t \cos \alpha_{2}+\cos w t \sin \alpha_{2}\right) \\
V= & \left(V_{m_{1}} \cos \alpha_{1}+V_{m_{2}} \cos \alpha_{2}\right) \sin w t+  \tag{1.24a}\\
& \left(V_{m_{1}} \sin \alpha_{1}+V_{m_{2}} \sin \alpha_{2}\right) \cos w t
\end{align*}
$$

Equation (1.24a) may be written in the form
where

$$
\begin{align*}
& V=A \sin w t+B \cos w t  \tag{1.24b}\\
& A=V_{m_{1}} \cos \alpha_{1}+V_{m_{2}} \cos \alpha_{2}  \tag{1.25}\\
& B=V_{m_{1}} \sin \alpha_{1}+V_{m_{2}} \sin \alpha_{2} \tag{1.26}
\end{align*}
$$

Equation (1.24b) can be further simpliried to

$$
\begin{equation*}
y=c \sin (w t+\theta) \tag{1.24e}
\end{equation*}
$$

where

$$
\begin{equation*}
C^{2}=A^{2}+B^{2} \tag{1,27}
\end{equation*}
$$

and

$$
\begin{align*}
& \theta=\tan ^{-1} \frac{B}{A}  \tag{1.28}\\
& .26) \text { into }(1.27) \text { gives }
\end{align*}
$$

Substituting (1.25) and (1.26) into (1.27) gives

$$
\begin{equation*}
c^{2}=V_{m_{1}}^{2}+V_{m_{2}}^{2}+2 V_{m_{1}} V_{m_{2}} \cos \left(\alpha_{1}-\alpha_{2}\right) \tag{1.29}
\end{equation*}
$$

Equations (1.24c) and (1.29) indicate that $C$ is the diagonal of a parallelogram having legs $V_{m_{1}}$ and $V_{m_{2}}$ separated by the angle $\alpha_{1}-\alpha^{2}$.


Figure 4
Addition of Sinusoidal Functions

The addition of two sinusoidal functions has been shown to follow the parallelogram law of addition. As far as the addition of alternating currents or voltages is concerned, these quantities may be represented by any form of mathematics for which addition follows the parallel. ogram law. Now it so happens that both vectors and complex numbers add according to the parallelogram law. Hence, as far as addition is concerned, either vectors or complex numbers could be used to represent alternating currents or voltages equally well. Since the complex representation of altemating currents and voltages has been demonstrated, it would be instructive to demonstrate the manner in which these quantities may be represented by vectors.

Real Vector Representation of Alternating Currents and Voltages The following analysis follows the basic ideas contained in a paper entitled Double Frequency Quantities in Complex Notation woito ten by Alexander S. Langsdorf. This paper was never published but was graciously loaned to the author because of mutual interests.

The Ohm's Law of a-c circuits is

$$
\begin{equation*}
V=I Z \tag{1.30}
\end{equation*}
$$

It must first be recognized that (1.30) is actually a vector equation; V and I have magnitude and phase (equivalent to direction). Since Z has no phase property, it is merely a complex number. Hereafter, symbols with bars urder them will be used to represent vectors, and symbols with a dot over them will be used to represent complex numbers. In this notation, $(1.30)$ becomes

$$
\underline{V}=\underline{I} \dot{Z}
$$

Since both V and $I$ have two degrees of freedom, it will require two real vector components to describe each of them. These components will be taken along two orthogonal axes $X_{1}$ and $X_{2}$ along which two unit real vectors $e_{1}$ and $e_{2}$ are assumed to exist, respectively. The voltage will be assumed to be of the form

$$
\begin{equation*}
\nabla=V_{\mathrm{m}} \sin (\mathrm{wt}+\alpha) \tag{1.31}
\end{equation*}
$$

the current of the form

$$
\begin{equation*}
i=I_{m} \sin (w t+\beta) \tag{1.32}
\end{equation*}
$$

and the impedance of the form

$$
\begin{equation*}
\dot{Z}=R+j X=Z / \theta \tag{1.33}
\end{equation*}
$$

In vector notation, using effective values, these equation become

$$
\begin{equation*}
V=V_{1} e_{1}+V_{2 e_{2}} \tag{1.34}
\end{equation*}
$$

and

$$
\begin{equation*}
I=I_{1 \Theta_{1}}+I_{2 \Theta_{2}} \tag{1.35}
\end{equation*}
$$

If the current in ( 1.35 ) flows through a circuit having an impedance as given by (1.33), then (assuming that the ordinary laws of algebra hold without modification), the voltage drop across the circuit should be given by (1.30a).

$$
\begin{align*}
& V=\left(I_{1} \underline{e}_{1}+I_{2 \underline{e}_{2}}\right)(R+j X)  \tag{1,36}\\
& V=I_{1} \operatorname{Re}_{1}+I_{2} R_{2}+I_{1} X_{j e_{1}}+I_{2} X j \underline{e}_{2} \tag{1.36a}
\end{align*}
$$

Ascroibing to the operator $j$ its usual rotational property (see figure
5) $j \underline{e}_{1}=\underline{e}_{2}$
and

$$
\begin{equation*}
j \underline{e}_{2}=-\mathbb{e}_{1} \tag{1.37}
\end{equation*}
$$



Figure 5
Twompimensional Real Vector Representation of A-C Current

Substituting, (1.37) and (1.38) into (1.36a) gives

$$
\begin{equation*}
\nabla=\left(I_{1} R-I_{2} X\right)_{e_{1}}+\left(I_{1} X+I_{2} R\right)_{e_{2}} \tag{1.39}
\end{equation*}
$$

Equation (1.39) agrees with the results obtained by the trigonometwic and complex number methods, both of which are known to be correct. Let it now be required to find the total power input to a circuit when
the applied voltage is given by (1.34) and the resulting current by (1.35).

$$
\begin{align*}
& \underline{V I}=\left(V_{1} e_{1}+V_{2 e_{2}}\right)\left(I_{1 e_{1}}+I_{2 e_{2}}\right)  \tag{1.40}\\
& \underline{V I}=V_{1} I_{1 e_{1} e_{1}}+V_{1} I_{2 \underline{e}_{1} \underline{e}_{2}}+V_{2} I_{1 e_{2} E_{1}}+V_{2} I_{2 e_{2} \underline{e}_{2}} \tag{1.40a}
\end{align*}
$$

It: following Langsdorf, all the vector products in (1.40a) are interpreted to be the dot product of ordinary vector analysis, then

$$
\begin{array}{ll}
e_{1} e_{1}=1 & e_{2} e_{1}=0  \tag{1.41}\\
e_{1} \underline{e}_{2}=0 & \underline{e}_{2} e_{2}=1
\end{array}
$$

Substituting (1.41) into (1.40a) gives the average real power in watts

$$
\begin{equation*}
P=V_{1} I_{1}+V_{2} I_{2} \tag{1.42}
\end{equation*}
$$

It should be clearly understood that (1.42) was the result of straighto forward multiplication of $V$ and $I$ without recourse to the artifice of employing the conjugate as is required in the complex notation to get the correct answer. In cther words, equations (1.34) and (1.35) appear to be a more natural representation of voltage and emryent than (1.5) and (1.6).

Actually, going beyond Langsdorf, (1.40a) can be made even more useful by defining the vector products as given below in the multiplication table。


Table 1
Multiplication Table for Three Orthogonal Real Unit Vectors

The cross product of $e_{1}$ and ea gives a third mutually perpendicular real unit vector, $e_{3}$, the algebraic sign being determined by the order
of multiplication. If this notation is used, (1.40a) becomes

$$
V I=\left(V_{1} I_{1}+V_{2} I_{2}\right)+\left(V_{1} I_{2}-V_{2} I_{1}\right) e_{3}
$$

The scalar component of (1.43) is the average real power in watts as defined by (1.8) and (1.42), and the vector part is the reactive power in vars as defined by (1.9). Using this notation, the product of vector voltage and vector current gives both the real and reactive power, which is more in keeping with the usual notions of voltamperes. Equation (1.42) is actualiy a modified quaternion. The difference in the above procedure and true quaternion algebra is that the dot prod. ucts of the unit vectors are minus one, $\underline{i}^{\Theta_{0}}, \underline{e n}_{1} \underline{e}_{1}=-1$, in quaternion algebra. Since this notation would make the average real power negative, such a definition of the dot product could not be tolerated in amc circuit theory.

In addition to giving numerically correct results, equation (1.43) also indicates the physical properties of the real and reactive power components, a desirable feature that is lacking in the complex scalar treatment. In order to make this distinction clear, the various quans tities have been listed below in trigonometric and vector notation.

$$
\begin{aligned}
& \text { Trigonometric Notation } \\
v= & V_{m} \sin (w t+\alpha) \\
i= & I_{m} \sin (w t+\beta) \\
p_{a}= & V I \cos \theta-V I \cos \theta \cos 2 w t \\
p_{r}= & =V I \sin \theta \sin 2 w t
\end{aligned}
$$

$$
\underline{V}=V_{1 e_{1}}+V_{2 e_{2}}
$$

$$
I=I_{1 e_{1}}+I_{2 e_{2}}
$$

$$
P=V_{1} I_{1}+V_{2} I_{2} \text {, or }
$$

$$
P=V I \cos \theta
$$

$$
\underline{P}_{r}=\left(V_{1} I_{2}-V_{2} I_{1}\right) e_{3}, o r
$$

$$
\underline{P}_{r}=(V I \sin \theta) e_{3}
$$

Table 2
Comparison of Trigonometric and Real Vector Representations

The values of $v$ and $i$ as given in table 2 are both functions of their amplitudes $\left(\nabla_{m}\right.$ and $\left.I_{m}\right)$ and their phase angles $(\alpha$ and $\beta$ ). Therefore, it is logical to represent both $v$ and i as twoodimensional real yeco tors. The average values (over a complete period) of both $v$ and $i$ are zero. Since $p_{r}$ has no phase angle, it is a function of its magnitude (-VI $\sin \theta$ ) only; the the average value of $p_{r}$ (over a complete period) is also zero. The representation of $p_{r}$ similar to $v$ and $i$, as a onedimensional real vector is entirely appropriate. Futhermore, the double-frequency characteristic of $p_{p}$ (with respect to $v$ and i) is indicated by directing $\underline{P}_{p}$ normal to the plane of $V$ and $I$. Now the average value of $p_{a}$ is not zero; it is VI cos 0 . Since $P$ is defined as the constant part of $p_{a}, P$ is basically independent of time. If simusoidal time functions are represented by vectors, then obviously terms that are independent of time should be described by some other notation. Thi's is accomplished in (1.43) by representing the real number VI $\cos \theta$ as a scalar. Thus, when properly interpreted, equations (1.34), (1.35), and (1.43) give a complete description of volto age, current, real power, and reactive power.

The term voltamperes has been used in the preceding discussion to refer to the vector sum of the average real power and the reactive power as defined by ( 1.8 ) and (1.9); when hamonics are present, the term volt-amperes is often used in an entirely different sense. In the following section, the term volt-amperes will be analyzed in detain.

## VoltaAmperes in A-C Circuits

Most electrical engineers tend to think of volt-amperes as either the product of effective voltage and effective current or the square
root of the sum of the squares of the real and reactive power. If harmonics happen to be present in the voltage and current wave forms, these two concepts of volt-amperes are not equivalent. For the sake of brevity, only three different frequencies, designated by subscripts, will be assumed to be present; the general proof follows exactly analogous reasoning.

The effective values of voltage and current are
and

$$
\begin{align*}
& V=\sqrt{V_{1}^{2}+V_{2}^{2}+V_{3}^{2}}  \tag{1.44}\\
& I=\sqrt{I_{1}^{2}+I_{2}^{2}+I_{3}^{2}} \tag{1.45}
\end{align*}
$$

Voltmamperes defined as the product of (1.44) and (1.45) will be denoted by the symbol $V A_{1}$. Hence

$$
\begin{align*}
V A_{1}= & \sqrt{V_{1}^{2}+V_{2}^{2}+V_{3}^{2}} \cdot \sqrt{I_{1}^{2}+I_{2}^{2}+I_{3}^{2}}  \tag{1.46}\\
\left(V A_{1}\right)^{2}= & V_{1}^{2} I_{1}^{2}+V_{2}^{2} I_{2}^{2}+V_{3}^{2} I_{3}^{2}+V_{1}^{2} I_{2}^{2}+V_{1}^{2} I_{3}^{2}+ \\
& V_{2}^{2} I_{1}^{2}+V_{2}^{2} I_{3}^{2}+V_{3}^{2} I_{1}^{2}+V_{3}^{2} I_{2}^{2}
\end{align*}
$$

Volt-amperes defined as the square root of the sum of the squares of the real and reactive power will be denoted by the symbol $V A_{2}$. By definition

$$
\left(\mathrm{VA}_{2}\right)^{2}=\left(\sum_{i=1}^{3} V_{i} I_{i} \cos \theta_{i}\right)^{2}+\left(\sum_{i=1}^{3} V_{i} I_{i} \sin \theta_{i}\right)^{2}\left(I_{0} 48\right)
$$

If the indicated operations in (1.48) are performed, the result is

$$
\begin{align*}
\left(V A_{2}\right)^{2}= & V_{1}^{2} I_{1}^{2}+V_{2}^{2} I_{2}^{2}+V_{3}^{2} I_{3}^{2}+2 V_{1} I_{1} V_{2} I_{2} \cos \theta_{1} \cos \theta_{2}+ \\
& 2 V_{1} I_{1} V_{3} I_{3} \cos \theta_{1} \cos \theta_{3}+2 V_{2} I_{2} V_{3} I_{3} \cos \theta_{2} \cos \theta_{3}+ \\
& 2 V_{1} I_{1} V_{2} I_{2} \sin \theta_{1} \sin \theta_{2}+2 V_{1} I_{1} V_{3} I_{3} \sin \theta_{1} \sin \theta_{3}+ \\
& 2 V_{2} I_{2} V_{3} I_{3} \sin \theta_{2} \sin \theta_{3} \tag{1.49}
\end{align*}
$$

By using common trigoncmetric identities, (1.49) reduces at once to

$$
\begin{align*}
\left(\mathrm{VA}_{2}\right)^{2}= & V_{1}^{2} I_{1}^{2}+V_{2}^{2} I_{2}^{2}+V_{3}^{2} I_{3}^{2}+2 V_{1} I_{1} V_{2} I_{2} \cos \left(\theta_{1}-\theta_{2}\right)+ \\
& 2 V_{1} I_{1} V_{3} I_{3} \cos \left(\theta_{1}-\theta_{3}\right)+2 V_{2} I_{2} V_{3} I_{3} \cos \left(\theta_{2}-\theta_{3}\right) \tag{1.49a}
\end{align*}
$$

The problem is now to determine the conditions under which (1.47) is equal to (1.49a), that is

$$
\begin{equation*}
\left(V A_{1}\right)^{2}=\left(V A_{2}\right)^{2} \tag{1.50}
\end{equation*}
$$

In order for ( 1.50 ) to be true, two significant stipulations must be satisfied. The first condition is obvious: it is

$$
\begin{equation*}
\theta_{1}=\theta_{2}=\theta_{3} \tag{1.51}
\end{equation*}
$$

If condition (1.51) is required, (1.49a) simplifies to $\left(\mathrm{VA}_{2}\right)^{2}=V_{1}^{2} I_{1}^{2}+V_{2}^{2} I_{2}^{2}+V_{3}^{2} I_{3}^{2}+2 V_{1} I_{1} V_{2} I_{2}+2 V_{1} I_{1} V_{3} I_{3}+2 V_{2} I_{2} V_{3} I_{3}$

Equation (1.52) is evidently in general not equal to (1.47). In addition to (1.51) , if it is further stipulated that

$$
\begin{equation*}
\frac{V_{1}}{I_{1}}=\frac{V_{2}}{I_{2}}=\frac{V_{3}}{I_{3}} \tag{1.53}
\end{equation*}
$$

then

$$
V_{1}^{2} I_{2}^{2}=V_{2}^{2} I_{1}^{2}
$$

$$
\begin{equation*}
V_{1}^{2} I_{3}^{2}=V_{3}^{2} I_{1}^{2} \tag{1.53a}
\end{equation*}
$$

$V_{2}^{2} I_{3}^{2}=V_{3}^{2} I_{2}^{2}$
and

$$
\begin{align*}
& I_{1} V_{2}=V_{1} I_{2} \\
& I_{1} V_{3}=V_{1} I_{3}  \tag{1.53b}\\
& I_{2} V_{3}=V_{2} I_{3}
\end{align*}
$$

If (I.53a) is substituted into (1.47), (1.53b) substituted into (1.52), and each of these equations simplified by collecting like terms, the result is
$2 V^{2} I_{2}^{2}+2 V^{2} I_{3}^{2}+2 V_{2}^{2} I_{3}^{2}=2 V^{2} I_{2}^{2}+2 V_{1}^{2} I_{3}^{2}+2 V_{2}^{2} I_{3}^{2}$
The left side of (1.54) is (1.47), and the right side is (1.52).
From (1.51) and (1.53), the two conditions for the validity of (1.50) are (1) all harmonics must have equal displacement angles
(referred to a base frequency) between current and voltage, and (2) the ratio of the amplitudes of voltage and current must be equal for all harmonics. It is easily shown that (1.53) and

$$
\begin{equation*}
\theta_{1}=\theta_{2}=\theta_{3}=0 \tag{1.55}
\end{equation*}
$$

are the necessary conditions for unity power factor. ${ }^{3}$
The preceding analysis has clearly established the conditions under which $\left(V A_{1}\right)^{2}$ and $\left(V A_{2}\right)^{2}$ are equal. In general, in actual cir. cuits, (1.51) and (1.53) are not satisfied. Since in general (1.47). and (1.48) are not equal, it is desirable to obtain an equation for the difference in these two quantities. In order to avoid equations having excessive numbers of terms, the third, harmonic components in (1.47) and (1.48) will be omitted. The definitions and terminology used in the M. S. Thesis will be incorporated. 4 Equation (1.47) becomes $\quad P_{a p}^{2}=V_{1}^{2} I_{1}^{2}+V_{2}^{2} I_{2}^{2}+V_{1}^{2} I_{2}^{2}+V_{2}^{2} I_{1}^{2}$
and (1.48) becomes $\quad P_{v}^{2}=P^{2}+P_{r}^{2}$

$$
\begin{align*}
& P^{2}=\nabla_{1}^{2} I_{1}^{2} \cos ^{2} \theta_{1}+2 \nabla_{1} I_{1} V_{2} I_{2} \cos \theta_{1} \cos \theta_{2}+V_{2}^{2} I_{2}^{2} \cos ^{2} \theta_{2}  \tag{1.58}\\
& P_{r}^{2}=\nabla_{1}^{2} I_{1}^{2} \sin ^{2} \theta_{1}+2 \nabla_{1} I_{1} V_{2} I_{2} \sin \theta_{1} \sin \theta_{2}+V_{2}^{2} I_{2}^{2} \sin ^{2} \theta_{2}
\end{align*}
$$

Equation (1.56) can be written as

$$
\begin{align*}
P_{a p}^{2}= & \nabla_{1}^{2} I_{1}^{2} \cos ^{2} \theta_{1}+2 V_{1} I_{1} \nabla_{2} I_{2} \cos ^{1} \theta_{1} \cos \theta_{2}+V_{2}^{2} I_{2}^{2} \cos ^{2} \theta_{2}+ \\
& V_{1}^{2} I_{1}^{2} \sin ^{2} \theta_{1}+2 V_{1} I_{1} V_{2} I_{2} \sin \theta_{1} \sin \theta_{2}+V_{2}^{2} I_{2}^{2} \sin ^{2} \theta_{2}+ \\
& V_{1}^{2} I_{2}^{2}+V_{2}^{2} I_{1}^{2}-2 V_{1} I_{1} V_{2} I_{2} \cos \left(\theta_{1}-\theta_{2}\right) \tag{1.56a}
\end{align*}
$$

The sum of first three terms in (1.56a) is $P^{2}$ as given by (1.58); the sum of the next three terms is $P_{r}^{2}$ as given by (1.59). Since

$$
\begin{equation*}
P_{a p}^{2}=P^{2}+P_{r}^{2}+P_{d}^{2} \tag{1.60}
\end{equation*}
$$

[^1]the last three terms in (1.56a) constitute $P_{d}^{2}$, where $P_{d}$ is the distorm tion power. Thus
\[

$$
\begin{equation*}
P_{d}^{2}=V_{1}^{2} I_{2}^{2}+V_{2}^{2} I_{1}^{2}-2 V_{1} I_{1} V_{2} I_{2} \cos \left(\theta_{1}-\theta_{2}\right) \tag{1.61}
\end{equation*}
$$

\]

The different terms in (1.56) may be analyzed as follows:
$V_{1}^{2} I_{1}^{2}$ - part active and part reactive power
$V_{2}^{2} I_{2}^{2}$ - part active and part reactive power
$V_{1}^{2} I_{2}^{2}-a l l$ distortion power
and . $V_{2}^{2} I_{1}^{2}$-all distortion power.
Moreover, (1.56) does not contain all the active, reactive, or distor. tion power terms. From (1.56a), it is evident that the sum of the $2 V_{1} I_{1} V_{2} I_{2} \cos \theta_{1} \cos \theta_{2}$ term in the active power and the $2 V_{1} I_{1} V_{2} I_{2}$ $\sin \theta_{1} \sin \theta_{2}$ term in the reactive power cancels the $-2 V_{1} I_{1} V_{2} I_{2}$ $\cos \left(\theta_{1}-\theta_{2}\right)$ term in the distortion power. Therefore, even though (1.56). is the correct expression for $P_{a p}^{2}$, the djfferent voltage and current components do not combine algebraically to automatically give the three power components as given by (1.60).

Since none of the terms, or groups of terms, in (1.56) cone stitutes either the active, reactive, or distortion power components, it is indeed uriortunate that ( 1.56 ) was selected as the definition of total volt-amperes ( $\mathrm{P}_{\mathrm{ap}}$ ) . It would be difficult to devise a mathematical representation for voltage and current such that the product of voltage and current would give (1.56) in the form of (1.60) since, as discussed previously, part of the $P_{s} P_{r}$, and $F_{d}$ expressions are missing in (1.56). All of these difficulties would have been avoided had the total volt-amperes been defined to be the vector voltamperes $\left(P_{v}\right)$ as given by (1.57). If the total volt. amperes were defined by (1.57). a logical definition for power factor
would be

$$
\begin{equation*}
\text { P.F. }=\frac{P}{\sqrt{P^{2}+P_{r}^{2}}} \tag{1.62}
\end{equation*}
$$

rather than the existing definition of

$$
\begin{equation*}
\text { P.F. }=\frac{P}{P_{a p}} \tag{1.63}
\end{equation*}
$$

It was stated earlier that the voltages and currents of different frequencies would have to be in phase and have equal ratios of amplitudes in order for the P.F. as defined by (1.63) to be unity. Such a specialized definition of unity power factor would obviously be avoided if (1.62) were adopted; the power factor would be unity whenever the reactive power $\left(P_{r}\right)$ was zero. The association of unity power factor with zero reactive power is certainly more prevalent among engineers than the knowledge of the necessary conditons for unity power in (1.63). Therefore, in the remainder of this dissertation, the term voltamperes will be used with reference to (1.57) rather than (1.56).

## Summary of Chapter I

1. A group "of physical entities may be represented by any mathemat. ical system provided that there exists a oneatoone correspond. ence between the set of physical objects and the group of characters embraced by the mathematical system. In general, the representation will prove to be most useful if the laws for manipulating the mathematical characters conform with the nataral laws which govern the behavior of the physical objects.
2. Sinusoidal functions are true representations of the instantaneous values of alternating currents and voltages.
3. Complex (scalar) algebra may be used to represent the effective values of ace circuit quantities with the following showteomings:
(a) May be directly applied only to functions of a single frequency.
(b) No distinction is made between functions of time and constants.
(c) When applicd to functions of two different frequencies, the notation does not, itself, distinguish one from the other.
4. Two-dimensional real vectors may be used to represent altemating currents and voltages. This notation avoids the difficulties encountered in the use of complex scalars. All the advantages of this notation are summarized following table 2.
5. The definition of total volt-amperes (apparent power) as the product of effective voltage by effective current is unfortunate, since this definition does not lend itself easily to analytical methods. Therefore, in this dissertation, the term voltamperes will be used to refer to the square root of the sum of the squares of the active and reactive power.

## COMPLEX VECTORS

## Introduction to Complex Vectors

Alternating currents and voltages of a given frequency have two degrees of freedom, namely amplitude and phase. In Chapter I, the man. ner in which sinusoidal functions could be represented by two dimensional real vectors was demonstrated. The advantages of the use of vector notation were impressive when compared to the complex scalar notation. Even though the results obtained using real vector notation gave an excellent analytical description of the actual physical entities involved, this representation has the shortcoming that it does not lend itself easily to the simultaneous treatment of cur. rents and voltages of moltiple frequencies and about several loops. In this chapter, a new notation will be described that can be readily generalized to apply to any number of harmonies or any number of loops (or nodes).

It can not be emphasized too strongly that the term "vector" as used in this treatise is not the primitive notion of a quantity possessing magnitude, direction, and sense, generally entertained in elementary physics. Indeed, modern technology has progressed to the point where such an intuitive definition is no longer adequate.

It is now generally recognized that the mathematical equipment of the well-trained physicist or engineer of thirty years ago is no longer adequate for the physics and engineering of today. To under. stand wave mechanics it is not sufficient to master an oldwfashioned treatment of vector analysis with its limitations to plane and space
vectors with real coordinates and its emphasis on a visual realization of the basic concepts and relations. We must become familiar with multiodimensional vectors with complex coordinates and with the mato rices, or linear vector functions, which operate on these vectors. ${ }^{1}$

If a quantity is to be used in analytical expressions, it is desirable that it be defined in an analytical manner. The following definitions will be used throughout this dissertation. These definia tions and concepts were not originally formulated by the author; they axe commonly used in most recent advanced texts on the subject. The definitions as stated are the author's own concepts which were cryso tallized after careful study of several books, a complete list of which is included in the bibliography.

Definition $I$ (space of $n$ dimensions): A space of $n$ dimensions is any set of objects, real or abstract, that can be placed in a onewto-one correspondence with the totality of ordered sets of numbers (real or complex) $x_{1}, x_{2}, x_{3}, \ldots, x_{n}$. Definition 2 (coordinate system): The relation that expresses the one-tomene correspondence between the given set of objects and the ordered sets of numbers $x_{1}, x_{2}, \ldots, x_{n}$ is the coordinate system. Definition 3 (points in n-space): The objects are themselves the points in the nodimensional space, and the numbers $x_{1}, x_{2}, \ldots, x_{n}$ are the coordinates of points in the coordinate system. Definition 4 (vector): The point $0_{1}, \mathrm{O}_{2}, \ldots \mathrm{O}_{\mathrm{n}}$ and every other point in the nodimensional space determine an entity which is called a vector.

Definition 5 (Euclidean space): A space is called a Euclidean space

[^2]if it is possible to construct a coordinate system such that the distance, $d$, between two points, $x_{i}$ and $x_{i}^{\prime}$, is given by the formula of Pythagoras. That is
\[

$$
\begin{equation*}
d=\left[\left(x_{1}-x_{1}^{4}\right)^{2}+\left(x_{2}-x_{2}^{4}\right)^{2}+\ldots+\left(x_{n}-x_{n}^{1}\right)^{2}\right]^{\frac{1}{2}} \tag{2.1}
\end{equation*}
$$

\]

Definition 6 (scalar): A scalar is a number which is the same in every coordinate system.

The above definitions and concepts will undoubtedly seem somewhat vague and abstract at first to one unaccustomed to thinking in terms of generalized vectors and spaces. In particilar, for one who has always thought of a vector as that which possesses, in addition to the quality of magnitude, the quality of direction, definition 4 will seem abstract.

Actually it is this "colloquial" definition that is vague. How can we tell when something "possesses the quality of direction"? The only answer is that it must have assigned to it, in each reference frame [coordinate system], a pair [set] of numbers, and the various pairs [sets], one in each reference frame, must be connected with each other in exactly the same way as are the projections of a line segment [Iinear transformations], i. .e., by means of the table of direction cosines. ${ }^{2}$

Before proceeding further, a clear distinction must be made among the four kinds of vectors and numbers that will be considered in this
 $-1,-2$ are those numbers in common everyday usage that comprise the Field of Real Numbers. There are also complex numbers. Complex numa bers are all numbers of the form $a+j b$, where " $a$ " and " $b$ " belong to the Field of Real Numbers and " $j$ " is the complex operator, $\sqrt{-1 .}$ Analogous to real and complex numbers, there are also real and complex vectors. The totality of complex numbers is called the Field of Coma plex Numbers. A real or complex vector is a vector whose coordinates

[^3]belong to the Field of Real or Complex Numbers, respectively. of course, a scalar may be either a real or a complex number. A letter with no modification, such as "A" or "a", will be used to represent a real number. The symbol used to represent a complex number is a letter with a dot placed over it, i.e. $\dot{A}$ or $\dot{a}$. Real vectors will

 represent a complex vector. The symbol for a complex number or veca tor followed by an asterisk will be used to represent the conjugate of the complex number or vector. In threedimensional Cartesian coordinates, a complex vector would then be
where
\[

$$
\begin{align*}
& \dot{A}=\dot{A}_{1} \dot{\underline{j}}+\dot{A}_{2} \dot{j}+\dot{A}_{3} \underline{k}  \tag{2.2}\\
& \dot{A}_{1}=A_{1}^{\prime}+j \dot{A}_{1}^{\prime \prime}  \tag{2.3a}\\
& \dot{A_{2}}=A_{2}^{\prime}+j A_{2}^{\prime \prime}  \tag{2.3b}\\
& \dot{A}_{3}^{\prime}=A_{3}^{\prime}+j \dot{A}_{3}^{\prime \prime} \tag{2.3c}
\end{align*}
$$
\]

and
are the complex coordinates of $\dot{A}$. Substituting (2.3a.ec) into (2.2) gives $\quad \stackrel{\AA}{A}=\left(A_{1}^{\prime}+j A_{1}^{\prime \prime}\right) \underline{\underline{I}}+\left(A_{2}^{\prime}+j A_{2}^{\prime \prime}\right) \dot{\perp}+\left(A_{3}^{\prime}+j A_{3}^{\prime \prime}\right) \underline{\underline{k}}$

If (2.4) is separated into real and imaginary parts, the result is

$$
\begin{equation*}
\stackrel{\circ}{\mathrm{A}}=\left(A_{1}^{\prime} \underline{\underline{j}}+A_{2_{2} \dot{I}}^{\prime}+A_{3}^{\prime} \underline{k}\right)+j\left(A_{1}^{\prime \prime} \dot{\underline{j}}+A_{2_{2}}^{\prime \prime}+A_{3}^{\prime \prime}\right) \tag{2.5}
\end{equation*}
$$

Equation (2.5) obviously expresses the complex vector $\dot{A}$ as the sum of a real vector and an imaginary vector. Hence if
and

$$
\begin{align*}
& \underline{A}_{1}=A_{1}^{\prime} \underline{j}+A_{2 j}^{\prime}+A_{3}^{\prime} \underline{k}  \tag{2,6}\\
& \underline{A}_{2}=A_{1}^{\prime \prime}+A_{2 j}^{\prime \prime}+A_{3}^{\prime \prime} \underline{k} \tag{2.7}
\end{align*}
$$

then (2.5) can be written as

$$
\begin{equation*}
\dot{A}=\underline{A}_{1}+j \underline{A}_{2} \tag{2,8}
\end{equation*}
$$

The manipulations in (2.2) through (2.8) have been performed in order
to emphasize the meaning of the notation being used and also to claro ify the nature of a complex vector.

The Algebra of Complex Vectors
It will be assumed here that the algebras' of real vectors and complex numbers as usually given in most elementary texts are known. The algebra of complex vectors is a combination of these two algebras with a few changes and additions. Only the algebraic laws that are different from the corresponding laws of real vectors will be discussed.

The rules for the addition and subtraction of complex vectors are the same as those for real vectors when applied to the real and image inary components of the complex vectors separately. Given two complex vectors, $\dot{A}$ and $\dot{B}$, where

|  | $\dot{A}$$=\underline{A}_{1}+j \underline{A}_{2}$ |
| :--- | :--- |
| and $\quad$ | $\underline{\dot{B}}$ |

then

$$
\begin{equation*}
\dot{A}+\dot{B}=\left(\underline{A}_{1}+\underline{B}_{1}\right)+j\left(\underline{A}_{2}+\underline{B}_{2}\right) \tag{2.10}
\end{equation*}
$$

$$
\begin{equation*}
\text { Similarly } \quad \dot{A}-\dot{B}=\left(\underline{A}_{1}-\underline{B}_{1}\right)+j\left(\underline{A}_{2}-\underline{B}_{2}\right) \tag{2.11}
\end{equation*}
$$

Two complex vectors are equal if, and only if, their real and imaginary components are separately equal. That is, if

|  | $\dot{A}=\dot{B}$ |
| :--- | :--- |
| then | $\underline{A_{1}}=B_{1}$ |
| and | $\underline{A}_{1}=\underline{B}_{2}$ |

Analogous to the conjugate of a complex numbers the conjugate of a complex vector $\dot{A}(2.9)$ is defined as

$$
\begin{equation*}
\dot{A}^{*}=\underline{A}_{1}-j \underline{A}_{2} \tag{2.16}
\end{equation*}
$$

As an illustration, if $\dot{A}$ is a complex vector in 3-space as in (2.2).
using the results of (2.3) , (2.4) and (2.5) the value of $\dot{A}^{*}$ is

$$
\begin{array}{ll} 
& \dot{A}^{*}=\left(A_{1}^{\prime} \underline{\underline{i}}+A_{2 \underline{j}}^{\prime}+A_{3}^{\prime} \underline{\underline{k}}\right)-j\left(A_{1}^{\prime} \underline{\underline{j}}+A_{2}^{\prime \prime} \dot{j}+A_{3}^{\prime \prime} \underline{k}\right) \\
\text { or } \quad \underline{A}^{*}=\left(A_{1}^{\prime}-j A_{1}^{\prime \prime}\right) \underline{\underline{i}}+\left(A_{2}^{\prime}-j A_{2}^{\prime \prime}\right) \underline{j}+\left(A_{3}^{\prime}-j A_{3}^{\prime \prime}\right) k \tag{2.18}
\end{array}
$$

Equation (2.18) can also be written as

$$
\begin{equation*}
\dot{A}^{*}=\dot{\mathrm{A}}_{1 \underline{j}}^{*}+\dot{\mathrm{A}}_{2 \underline{L}}^{*}+\dot{A}_{3}^{*} \underline{\underline{K}} \tag{2.19}
\end{equation*}
$$

From (2.19), it is evident that changing the sign of the imaginary component of $\AA(2.9)$ is equivalent to taking the conjugates of the complex scalar coefficients of $\dot{A}$ in (2.4).

For vectors in generalized space, it is not possible, as is usually done with real plane, and space vectors, to approach the idea of vector products by constructing coordinate systems and considering the rela ative orientation of the two vectors to be multiplied." Since in spaces of more than three dimensions direction means nothing, geometric intuition can no longer be used as a guide. The absence of geometric intuition actually aids in the determination of the most important feature of complex vector algebra. This characteristic, as in ordinary 2 -space and 3-space, is the existence of a rule for calculating the distance between points. A space in which such a , rule exists is called a metric space. The most useful metric space is the Euclidean space; in a Euclidean space, the distance between two points is given by (2.1). The magnitude of a vector in nospace is the distance from the point $O_{1}, O_{2} \ldots, O_{n}$ to the point $X_{1,} X_{2}$, .... $x_{n}$ (see Definition 4). In engineering, a vectox is usualiy used to represent a physical object, and the magnitude of the vector has a physical significance. Obviously a physical entity is not ito self altered merely by representing it in different coordinate sysco tems. Therefore the magnitude of a vector is invariant with respect
to changes in coordinate systems and hence is a scalar. Indeed, the characteristic of being invariant with respect to changes in coordinate systems is the cardinal feature of an entire branch of mathematics (Tensor Analysis) in which vectors appear as a special case (a vector is a tensor of valence one).

In order for (2.1) to be used in determining the magnitude of a vector, the coordinate system nust be orthogonal. For the norm of a real vector $\quad A=A_{1 \underline{e}_{1}}+A_{2 \underline{\Theta}_{2}}+\ldots+A_{n} e_{n}$ equation (2.1) becomes

$$
\begin{equation*}
A^{2}=A_{1}^{2}+A_{2}^{2}+A_{3}^{2}+\cdots+A_{n}^{2} \tag{2.21}
\end{equation*}
$$

The important aspect of (2.21) is that the zero vector

$$
\begin{equation*}
\underline{\underline{Q}}=\underline{\underline{e}_{1}}+\underline{\underline{e}_{2}}+\ldots+0 \underline{e}_{n} \tag{2.22}
\end{equation*}
$$

is the only vector whose norm is zero. When the transition is made from real to complex vectors, this uniqueness would no longer exist if the magnitude of a complex vector

$$
\begin{equation*}
\dot{A}=\dot{A}_{1 \underline{e}_{1}}+\dot{A}_{2 \underline{e}}+\ldots+\dot{A}_{n_{n}} \tag{2.23}
\end{equation*}
$$

were defined as the square root of the sum of the squares of its como plex coefficients. For example, if
and

$$
\begin{align*}
& \dot{\underline{B}}=\dot{B}_{1} \dot{\underline{E}}_{1}+\dot{B}_{2} \underline{e}_{2}  \tag{2,24}\\
& \dot{B}_{2}=j \dot{B}_{1}  \tag{2.25}\\
& \dot{B}_{1}^{2}+\dot{B}_{2}^{2}=0 \tag{2.26}
\end{align*}
$$

obviously
Thus there would be two distinct vectors, $\dot{B}$ given by (2.24) and 0 given by (2.22), both having a zero magnitude. The norm of $A$ in (2.21) is $\quad A^{2}=A \div A$

It is desirable to extend the equation for the norm of real vectors (2.27) to apply to complex vectors. To avoid the ocourrence of (2,26), for $\dot{B}_{1}$ and $\dot{B}_{2}$ not zero, the norm of a complex vector $\dot{A}(2,23)$ is
detrined as

$$
\begin{equation*}
A^{2}=\ddot{A}^{*} \cdot \dot{A} \tag{2.28}
\end{equation*}
$$

This definition also has the adrantage that the dot produet of a vector by itself is a real quantity. Thus the idea of length wan bo represented by the dot product, for complex vectors (2.28) as is commoniy done for real vectors ( 2.27 ). In most physical problems, the concept of lengeh (or distance) is almost imperative, therefore one. should suspewt that a definition such as (2.28) wonid be required for the dot product of somplex vectors if the results of using this prode uct ture to have useful physical significance. Using (2.19), equation (2.28) becomes $\quad A^{2}=\dot{A}_{1}^{*} A_{i}+\dot{A}_{2}^{*} A_{2}{ }^{\circ}+\ldots+\dot{A}_{n}^{*} A_{n}$

The vectores $e_{i}(i=1,2,3 \ldots, n)$ in equations (2.20) and (2.23) are unit, real, orthogonal vectors spanning the nodimenstonal space. It is advantageous to introduce at this point the sumation convention. The notation $x_{i} y_{i}(i=1,2,3 \ldots \ldots n)$ will be used to represent the conventional summation $\sum_{i=1}^{n}\left(x_{2} y_{i}\right)$. Thas when two symbols are placed together having a repeated index, the symbols are to be summed for all permissible values of the index and, uniess spese itized otherwise, the range of the index will be assumed to be $2_{0} 2$. 3..... no Using this notation, (2.23) can be written

The norm of $\dot{A}$ is simply $\quad \dot{A}^{2}=\dot{A}_{1}=\frac{8}{A_{i}}$
The two conditions necessary for the simple expression of the nown of a vector as ( 2.28 ) are that the space be oxthogonal and that the square of a complex coefficient be defined as the product of the coefficient and its congugate。

Since it was mecessary to define the dot (or innex) product of $\dot{A}$ by itsolf as $\dot{A}^{*} \cdot \dot{A}$ to insure a unique value of the dot produet and
so that the magnitude of $A$ would be given by the xule of Pythagoras. it is logical that the dot product of $\dot{A}$ and $\dot{B}$ should be defined as
where

$$
\begin{align*}
& \dot{B}=\dot{B}_{1 e}+\dot{B}_{2} e_{2}+\ldots+\dot{B}_{n} e_{n} \tag{2.32}
\end{align*}
$$

The repeated subscripts in (2.32) indicate a summation of the indicated products for $i=1,2,3, \ldots .$. n. .Taking the conjugate of both sides of (2.32) gives

If

$$
\begin{array}{r}
\left(\dot{A} \cdot \dot{B}^{*}=\left(\dot{A}_{\dot{1}}^{0} \dot{B}_{\dot{L}}^{0}\right)^{*}\right. \\
\dot{A}_{n}=A_{n}^{\prime}+j A_{n}^{\prime \prime}  \tag{2.35}\\
\dot{B}_{n}=B_{n}^{\prime}+j B_{n}^{\prime \prime}
\end{array}
$$

then,

$$
\begin{equation*}
\ddot{A}_{n}^{* *} B_{n}^{\prime}=\left(A_{n}^{\prime}-j A_{n}^{\prime \prime}\right)\left(B_{n}^{\prime}+j B_{n}^{\prime \prime}\right) \tag{2,36}
\end{equation*}
$$

0

$$
\begin{equation*}
A_{n}^{*} B_{n}=\left(A_{n}^{B} B_{n}^{1}+A_{n}^{1} B_{n}^{n}\right)-j\left(A_{n}^{n} B_{n}^{8}-A_{n}^{8} B_{n}^{n}\right) \tag{2.37}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\left(A_{n}^{0} B_{n}\right)^{*}=\left(A_{n}^{1} B_{n}^{1}+A_{n}^{1} B_{n}^{1}\right)+j\left(A_{n}^{8} B_{n}^{1}-A_{n}^{1} B_{n}^{1 "}\right) \tag{2.370}
\end{equation*}
$$

But, $(2,38)$ is $\dot{B}_{n}^{* *} A_{n}^{*}$, since

$$
\begin{equation*}
\left(B_{n}^{\prime}-j B_{n}^{\prime \prime}\right)\left(A_{n}^{\prime}+j A_{n}^{\prime \prime}\right)=\left(A_{n}^{\prime} B_{n}^{\prime}+A_{n}^{\prime \prime} B_{n}^{\prime \prime}\right)+j\left(A_{n}^{\prime \prime} B_{n}^{\prime}-A_{n}^{\prime} B_{n}^{n}\right) \tag{2.38}
\end{equation*}
$$

therefore

$$
\begin{equation*}
\left(A_{i} \dot{B}_{i}\right)^{*}=\frac{\dot{0}_{j} \dot{B}_{i}^{*} A_{i}^{*}}{A_{i}}=\dot{B}_{i}^{*} A_{i}=\dot{B} \cdot \dot{A} \tag{2.39}
\end{equation*}
$$

From (2.39)

$$
\begin{equation*}
\dot{A} \cdot \dot{B}=(\dot{B} \cdot \dot{A})^{*} \tag{2.40}
\end{equation*}
$$

In words. an interchange of two complex vectors in a solax puoduct changes the complex scalar product to tits conjugate. Glearly, the scalar mutaplication of two complex vectors is not in general commetive Sealam mitiplication is commtative oxly for the sino ulax case where the scalar product is real.

In equations (2,2) through (2.19), the algebraic laws for comm bining complex vectors were given for vectors of not more than theee dimensions. Since these same laws may be extended directly to apply to nodimensional complex vectors, they will not be repeated.

Representation of Sinusoidal Functions by Complex Veetaxa
Let $f(x)$ be a complex-valued function of the real vaciable $x$ which is at least piecewisecontinuous for values of $x$ within a preseribed interval, $a \leqslant x \leqslant b$. The real and imaginary parts of $f(x)$ mast each be piecewiseasontinuous over the interval ab (figure 6).


Figure 6
Complexnvalued Function to Be Represented by Complex Vector

It will now be show that $f(x)$ can be represented by a k-dimensional complex vectox, $\dot{G}_{i}(i=1,2, \ldots k)$ where $k$ is the number of values which $x$ may assume in the interval $a b$.

For ease of visualization, let $k=3$ and $f(x)$ be real. If each waiue of $x\left(x_{1}, x_{2}\right.$ and $\left.x_{3}\right)$ is substituted into $f(x)$, the resolving three values of $y$ in $\quad y=f(x)$ will be $y 1, y 2$ and $y 3$. These three values of $y$ as oxdinates plotted against the three values of $X$ as abscissas detexmine three points on the curve of figure 6. However, rather than thinking of figure 6 . the function $f(x)$ may be considered as a 3odimensional real vector $\mathcal{G}$. The three values of $f(x)$ are then the components of $G 0$ The square of the magnitude of $G$ is

$$
\begin{gather*}
G^{2}=\sum_{i=1}^{3} f\left(x_{i}\right) f\left(x_{i}\right)=\sum_{i=1}^{3}\left[f\left(x_{i}\right)\right]^{2} \\
G^{2}=\left[f\left(x_{1}\right)\right]^{2}+\left[f\left(x_{2}\right)\right]^{2}+\left[f\left(x_{3}\right)\right]^{2}
\end{gather*}
$$

The components of g may then be interpreted in the 3odimensionai Cartesian coordinate system as shown in figure 7.


Figure 7
Graphical Representation of Function Vectox

If $f(x)$ is defined for all values of $x$ in the interval ab (figure 6), then there is an infinite number of values of $f(x)$ corvesponding to each value of $x$ in the interval. The sumnation of (2,42) neco essaxizly changes to an integral and

$$
\begin{equation*}
\left.G^{2}=\int_{a}^{b}[f(x)]^{2} d x \quad \text { (for } f(x) \text { real }\right) \tag{2.44}
\end{equation*}
$$

If $f(x)$ is now considered as complex-valued, (2.44) becomes

$$
\begin{equation*}
G^{2}=\int_{a}^{b} f(x)^{*} f(x) d x \tag{2.44a}
\end{equation*}
$$

By analogy with the scalar product of two complex vector (2.32), the scalar product of $\dot{G}_{i}$ and $\dot{G}_{j}$, representing the two conplexovalued functions $f(x)_{i}$, and $f(x)_{j}$, is defined as

$$
\dot{G}_{i} \cdot \dot{g}_{j}=\int_{a}^{b} f(x)_{i}^{*} f(x)_{j} d x
$$

The condition for the orthognality of the functions $f(x)_{1}$ and $f(x)_{j}$
is that

$$
\begin{equation*}
\dot{G}_{i} \cdot \dot{\underline{G}}_{j}=0 \tag{2.46}
\end{equation*}
$$

A general sinusoidal function is represented by the equation
where

$$
\begin{align*}
e_{1} & =\dot{E}_{m_{1}} \sin x \\
E_{m_{1}} & =E_{m_{1}}^{\prime}+j E_{m_{1}}^{\prime \prime} \tag{2.48}
\end{align*} \quad(\sigma \pi \leqslant x \leqslant \pi) \quad(2.47)
$$

Empioying the concept of the rotating vector (figure 1) and using effective values, equation (2.48) may then be represented by the come plex vector $\dot{E}_{1}$ 。 $\quad \dot{E}_{1} \sim \dot{E}_{\mathrm{m}_{1}} \sin x$
In a similar mamer, the function

$$
\begin{equation*}
e_{2}=\dot{E}_{\mathrm{m}_{2}} \sin 2 x \tag{2.50}
\end{equation*}
$$

may be represented by the complex vector $\dot{E}_{2}$.

$$
\begin{equation*}
\dot{E}_{2} \sim \dot{E}_{m_{2}} \sin 2 x \tag{2.51}
\end{equation*}
$$

Applying (2.45)

$$
\begin{align*}
& \dot{E}_{1} \cdot \dot{E}_{2}=\int_{\prod_{0_{2}}}^{\pi}\left(\dot{E}_{m_{1}} \sin x\right)\left(\dot{E}_{m_{2}} \sin 2 x\right) d x  \tag{2.52}\\
& \dot{E}_{1} \cdot \dot{E}_{2}=\left(\dot{E}_{m_{1}} \dot{E}_{m_{2}}\right) \int_{-\pi}^{\pi} \sin x \sin 2 x d x=0
\end{align*}
$$

but
Thus the two functions $\dot{E}_{m_{1}} \sin x$ and $\dot{E}_{m_{2}}$ sin $2 x$ are orthogonal Awe tions.

Geometrically, a complex yector determines a plane since it has two degrees of freedom. Therefore it is impossible to meataily pieture $\dot{E}_{1}$ and $\dot{E}_{2}$ as two orthogonal vectors; to accomplish this weuld require the visual concept of a 4 dimensional space of whish the limited human intellect cannot perceire. Since geometrie incuition can no longer be relied upon, it is more satistying to consider each harmonic as a function (similar to figure 6) defined over the intexval $-\pi$ to $+\pi$, each function being represented by a complex veator. The totality of these complex vectors, one for each harmomic, forms an oxthogomal set.

The idea of representing sinusoidal alternating currents and volto ages as complex vectors was first conceived by the author without the knowiedge that such a notation had been used elsewhere. Since that, time, while making an intensive study of the available literature on this subject, two other texts have been found in which the authors made use of the complex vector concept. ${ }^{304}$. However, in botin instances the use actually made of the properties of complex vector algebra was so small that it could be considered trivial. It is felt that this slight use of the complex vector notation in no way detracts from the originality of this dissertation.

## Summary of Chapter II

1. The metric property is one of the most important charactexistios of a space. The most fundamentally important feature of a metric space is the nature of the rule which prescribes the manner in which the distance between points is to be measured.
2. In general, most of the rules for manipulating complex vectors are the same as the corresponding rules for real vector algebra and complex scalar algebral. The major exception to this statement is encountered in the scalar product. In order to insure that the norm of the zero vector only is zero and to make the norm of a nonozero vector be real, it was necessary to define the scalax product of complex vectors in a different manner than is como monly defined for real vectors.
${ }^{3}$ Edith Clarke, Circuit Analysis of A-C Power Systems (New York, 1943), Volume I. pp. 4-15.
3. PerwTung Sah, Dyadic Circuit Analysis (Scranton, Pennsylvania, 1939). pp. 62-70.
4. When appised to alternating-current quantities, complex vectors fail to give results in a form which may be physically interpreted as well as the results which were obtained using two dimensional real vectors in Chapter I. However, complex vectors lend theme selves in a natural manner to the study of spaces of higher dimensions and to the methods of matrix analysis. The mani. pulation of two dimensional real vectors generalized in this manner would be extremely awkward and clumsy, if not impossible.

CHAPTER III

LINEEAR SINGLE-LOOP CIRCUIT ANALYSIS WITH
SINJSOIDAL APPLIED VOITAGE

In Chapter II, it was shown that sinusoidal functions may be reprea sented by complex vectors. In this chapter, it will be demonstrated that by representing sinusoidal awc quantities by complex vectors a consistent scheme of representation can be devised which, when applied by the rules of the algebra of complex vectors discussed earlier, yields results that agree with the known correct resuits.

In the following analysis, the circuits considered will be assumed to be linear and bilateral, and the voltage impressed across the ter. minals of these circuits will be assumed to be a pure sinusoid. Voltw age and current, being sinusoidal functions of a single frequency, will be represented by oneadimensional vectors with complex coeffi. cients. The awe impedance has no sinusoidal property, being a cono stant independent of time, and hence will be represented by a complex number.


Figure 8
Linear Singlewrop Network

$$
\begin{align*}
\dot{Z} & =R+j X  \tag{3.2}\\
\dot{\dot{E}}=\dot{E}_{e_{1}} & =\left(E^{\prime}+j E^{\prime \prime}\right) e_{1}  \tag{3.2}\\
\dot{I}=\dot{I}_{E_{1}} & =\left(I^{\prime}+j I^{\prime \prime}\right) e_{1} \tag{3.3}
\end{align*}
$$

The complex number $Z$ is geometrically represented by a point in the complex plane as shown in figure 9.


Figure 9
Impedance in Complex Plane

Recalling that complex vectors have two degrees of freedom, the come plex vectors representing voltage (3.2) and current (3.3) determine a plane. In order to achieve a geometric concept of these two veco tors, the plane of the paper may be arbitraxily taken as the plane of the complex vectors, and the complex coefficients plotted as shown in figure 10.


Equations (3.2) and (3.3) may be written in the form

$$
\begin{align*}
& \dot{E}=E^{0} \underline{e}_{1}+j E^{\prime \prime} \underline{e}_{1}=E_{1}+j E_{2}  \tag{3,2a}\\
& \dot{I}=I^{\prime} \underline{e}_{1}+j I^{\prime \prime} \underline{e}_{1}=\underline{I}_{1}+j I_{2} \tag{3.3a}
\end{align*}
$$

The complex vectors $\dot{E}$ and $\dot{I}$ may then be geometrically represented as show in figure 11.


Figure 11
OneoDimensional Complex Vector Space (Plane)

There is another quantity, with its components, in addition to voltage, current, and impedance which is of importance in circuit analo ysis. This quantity is the awc volteamperes, which was discrssed earizer in Chapter I. Before proceeding with the amalysis of the circo cuit, show in figure 8, it would be instructive to examine anc volbo amperes further.

In 1934, the Committee on Electrical and Magnetic Units which met in Paxis decided that the reactive power in inductive circuits should be considered negative, and the reactive power in capacitive circuits should be considered positive. This decision meroits careo ful thought; for it to be useful, it must conform with the basic equations of ace circuits. It should be recalled from elementary trigonometry that
$\cos (-\theta)=\cos \theta$
and

$$
\begin{equation*}
\sin (-\theta)=-\sin \theta \tag{3.4}
\end{equation*}
$$

From (1.8) and (1.9), the active and reactive powers are

$$
\begin{align*}
& P^{i}=V I \cos \theta  \tag{3.6}\\
& P_{r}=V I \sin \theta \tag{3.7}
\end{align*}
$$

The significance of defining $P_{r}$ as being plus or minus for a given type of circuit is merely choosing either the voltage or current as the reference axis, For example, assuming an inductive circuit there would be two types of vector diagrams as shown in figure 12.

(a)

(b)

Figure 12
Two Different Reference Axes

Of course, actually figure $12(a)$ specifies that the phase angle shall be measured from the current vector to the voltage vector, and figure 12(b) specifies that the phase angle shall be measured from the volt. age vector to the current vector. The sign of $P$ as given by (3.6) is obriously positive for both figure $12(a)$ and figure $12(b)$. The sign of $P_{x}(3.7)$ for figure $12(a)$ is positive, whereas the algebraice sign of $P_{r}$ for figure $12(b)$ is negative. In accordance with the conclusions reached in Chapter I, the symbol $\dot{P}_{\mathrm{v}}$ will be used to represent the soocalled "vector voltwamperes". Using equations (3.2) and (3.3) for voltage and cirrent, the value of $\dot{P}_{V}$ represented by figure $12(a)$ would be $\dot{P}_{\mathrm{v}}=\dot{I}^{*} \cdot \dot{E}=\left(I^{\prime}-j I^{\prime \prime}\right)\left(E^{\prime}+j E^{\prime \prime}\right)$
oro

$$
\begin{equation*}
\dot{P}_{V}=\left(I^{\prime} E^{\prime}+I^{\prime \prime} E^{\prime \prime}\right)+j\left(I^{\prime} E^{\prime \prime} \infty I^{\prime \prime} E^{\prime}\right) \tag{3.8}
\end{equation*}
$$

Similariy, the value of $\dot{P}_{\mathrm{F}}$ represented by figure $12(\mathrm{~b})$ would be

$$
\begin{align*}
& \dot{P}_{V}=\dot{E}^{*} \cdot \dot{I}=\left(E^{\prime}-j E^{\prime \prime}\right)\left(I^{\prime}+j I^{\prime \prime}\right)  \tag{3.9}\\
& \dot{P}_{V}=\left(E^{\prime} I^{\prime}+E^{\prime \prime} I^{\prime \prime}\right)-j\left(E^{\prime \prime} I^{\prime}-E^{\prime} I^{\prime \prime}\right) \tag{3.9a}
\end{align*}
$$

The equation that is selected for $\dot{P}_{v^{\prime}}$ ( 3.8 a ) or (3.9a), must also
satisfiy the equation $\quad I^{2} \dot{Z}=\dot{P}_{V}$
Solving foz $\dot{Z}$ in (3.10) gives

$$
\begin{equation*}
\dot{Z}=\frac{\dot{P}}{I^{2}} \tag{3.10}
\end{equation*}
$$

In (3.10a) both $\dot{\mathrm{Z}}$ and $\dot{\mathrm{P}}_{\mathrm{v}}$ are complex numbers, whereas $I^{2}$ (the norm of I) is a real number. Therefore, if (3.10a) is an equality, the real and imaginary terms on both sides of (3.10a) must each be equail in magnitrde and sign. Equation (3.8a) can be written as

$$
\begin{equation*}
\dot{P}_{v}=P+j P_{r} \tag{3.11}
\end{equation*}
$$

and (3.9a) can be wrotten as

$$
\begin{equation*}
\dot{P}_{\mathrm{V}}=P-j P_{\mathrm{r}} \tag{3.12}
\end{equation*}
$$

Sinca the circuit was assumed to be inductive, $\dot{Z}$ is correctly given by (3.1). Substituting (3.1) and (3.11) into (3.10a) gives

$$
\begin{equation*}
R+j X=\frac{P+j P_{x}}{I^{2}} \tag{3.13}
\end{equation*}
$$

but substituting (3.1) and (3.12) into (3.10a) yields

$$
\begin{equation*}
R+j X=\frac{P-J P_{r}}{I^{2}} \tag{3.14}
\end{equation*}
$$

Equation (3.14) is obviously false, since

$$
\begin{equation*}
+j X \neq \frac{-j P_{r}}{I^{2}} \tag{3.15}
\end{equation*}
$$

Therefore if basic equation (3.10) is to be used in circuit analysis. then (3.8) rather than (3.9) must be chosen as the defining equation for $\dot{P}_{\mathrm{P}}$. It is unfortunate that the Committee on Electrical and Magnetic Units chose the sign of $P_{r}$ for inductive cirentits to be
negative. This choice would not allow the use of (3.10a) to calcalate $\dot{Z}_{\text {, }}$ and $\dot{P}_{\mathrm{v}}$ could not be calculated from the simple relation

$$
\begin{equation*}
\dot{P}_{v}=I^{2} \dot{Z}=I^{2}(R+j X)=I^{2} R+j I^{2} X \tag{3.16}
\end{equation*}
$$

As mentioned earlier, the use of (3.8) for $\stackrel{\circ}{P}_{v}$ really means that poso itive phase angles will be measured from the current vector (as reference) to the voltage vectox.

Example 1:

$$
\text { Let } \quad \stackrel{\circ}{\mathbb{E}}=(50+j 86.6) \mathrm{e}_{1} \text { volts }
$$

and.

$$
\dot{I}=(8.66+j 5)_{1} \text { amperes }
$$

Using (3.8) $\dot{P}_{v}=(8.66-j 5)(50+j 86.6)$ voltoamperes
$\dot{P}_{V}=866+j 500$ voltwamperes
$I^{2}=\dot{I} \cdot \dot{I}=(8.66-j 5)(8.66+j 5)$
$I^{2}=100$ amperes squared
Substivuting into (3.10a)
$\begin{array}{ll} & \dot{Z}=\frac{866+j 500}{100} \text { ohms } \\ \text { where } & \begin{array}{l}\dot{Z} \\ \text { and }\end{array} \\ & \dot{Z}=8.66+j 5 \text { ohms } \\ & R=8.66 \text { ohms resistance } \\ & X_{L}=5 \text { ohms inductive reactance }\end{array}$
The rature of the calculated $\dot{Z}$ is inductive, which is as it should be since obvionsly the assumed $\underset{\mathrm{I}}{\mathrm{I}}$ lags the assumed E by $30^{\circ}$. Had the recomendation of the Comittee on Electrical and Magnetic Units been followed, the value of $\dot{P}_{v}$ would be,

$$
\dot{P}_{\mathrm{V}}=866-j 500 \text { vol toamperes }
$$

where inductive vars are considered negative. The calculated value
of $\dot{Z}$ would be, $\quad \dot{Z}=\frac{866-j 500}{100}$ ohms
Or $\quad \dot{Z}=8.66 \div j 5$ ohms
and thus $\dot{Z}$ is apparently capacitive, which is clearily incorrect. Therefore the recomendation that inductive vars be considered negative will be ignored; throughout the remainder of this dissertation Inductive vars will be considered positive, i.e., equation (3.8) will be used for voltomperes $\left(\dot{P}_{V}\right)$.

There are essentially three basic types of problems encountered in the sclution of single.loop networks. These problems are

Case I - Given $\dot{\underline{E}}$ and $\dot{\dot{I}}$, determine $\dot{Z}$,
Case II - Given $\dot{\underline{E}}$ and $\dot{Z}$; detemine $\dot{I}$, and
Case III - Given $\dot{I}$ and $\dot{\mathbf{Z}}$. determine $\dot{\mathbf{E}}$.
Of course, for any of these three cases additional information such as active power, power factor, etc.: may be required. Cases I - III will be analyzed in chronological order, with a numerical example being included for each case.
Case I - Given $\dot{\mathbb{E}}$ and $\dot{I}$, determine $\dot{Z}$ :
Equations (3.2) and (3.3) may be written

$$
\begin{align*}
& \dot{E}=\dot{E} e_{1}=\left(E^{\prime}+j E^{\prime \prime}\right) e_{1}=E e^{j \theta_{1}} \underline{e}_{1}=E / \theta_{1} e_{1}  \tag{3.17}\\
& \dot{I}=\dot{I}_{e_{1}}=\left(I^{\prime}+j I^{\prime \prime}\right) e_{1}=I e^{j \theta_{2}} \underline{e}_{1}=I / \theta_{2} e_{1} \tag{3.18}
\end{align*}
$$

The Ohm's law equation for $Z$

$$
\begin{equation*}
\dot{z}=\frac{\dot{\underline{\mathrm{E}}}}{\dot{I}} \tag{3.19}
\end{equation*}
$$

may be solved using either of the four notations fow $\dot{E}$ and $\dot{I}$ in (3.17) and (3.18). The calculation of $\dot{Z}$ will be performed using the two most common forms of $\dot{E}$ and $\dot{I}$.

$$
\begin{equation*}
\dot{Z}=\frac{\left(E^{\prime}+j E^{\prime \prime}\right)_{E_{1}}}{\left(I^{\prime}+j I^{\prime \prime}\right)_{1}} \tag{3.20}
\end{equation*}
$$

In order to solve for $\dot{Z}$ in (3.20), it is necessary to take the scalar product of the numerator and denominator of the right-hand side of
(3.20) with $\dot{I}$. Recalling that the scalar product of complex vectors is not commutative, the question is whether the leftoband or righto hand scalar product should be used. Equation (3.8) and the results of Example I indicate that the left-hand scalar product mast be used.

$$
\begin{gather*}
\dot{Z}=\frac{\left(I^{\prime}-j I^{\prime \prime}\right)\left(E^{\prime}+j E^{\prime \prime}\right)}{\left(I^{\prime}-j I^{\prime \prime}\right)\left(I^{\prime}+j I^{\prime \prime}\right)}  \tag{3.21}\\
\dot{Z}=\frac{\left(I^{\prime} E^{\prime}+I^{\prime \prime} E^{\prime \prime}\right)+j\left(I^{\prime} E^{\prime \prime}-I^{\prime \prime} E^{\prime}\right)}{\left(I^{\prime}\right)^{2}+\left(I^{\prime \prime}\right)^{2}} \tag{3.22}
\end{gather*}
$$

The value of ${ }^{\circ}{ }_{\mathrm{P}}^{\mathrm{v}}$, is actually the numerator of (3.22), but using (3.8)
or

$$
\begin{align*}
& \dot{P}_{\mathrm{V}}=\dot{I} \cdot \dot{E}=\left(I^{\prime}-j I^{\prime \prime}\right)\left(E^{\prime}+j E^{\prime \prime}\right) \\
& \dot{P}_{v}=\left(I^{\prime} E^{\prime}+I^{\prime \prime} E^{\prime \prime}\right)+j\left(I^{\prime} E^{\prime \prime}-I^{\prime \prime} E^{0}\right) \tag{3.23}
\end{align*}
$$

The power factor is

$$
\begin{gather*}
P_{0} F_{0}=\frac{P}{\left(P^{2}+P_{r}^{2}\right)^{\frac{1}{2}}}  \tag{3.24}\\
\dot{\dot{P}}_{V}=P+j P_{r} \\
P_{0} F_{0}=\frac{I^{\prime} E^{\prime}+I^{\prime \prime} E^{\prime \prime}}{\left[\left(I^{\prime} E^{\prime}+I^{\prime \prime} E^{\prime \prime}\right)^{2}+\left(I^{\prime} E^{\prime \prime}-I^{\prime \prime} E^{0}\right)^{2}\right]^{\frac{1}{2}}}
\end{gather*}
$$

where

Employing the other most used notation, equations (3.20) through (3.25)
become

$$
\begin{align*}
& \dot{Z}=\frac{E / \theta_{1} e_{1}}{I / \theta_{2} e_{1}}  \tag{3.20a}\\
& \dot{Z}_{i}=\frac{I /-\theta_{2} \cdot E / \theta_{1}}{I / \theta_{2} \cdot I / \theta_{2}}  \tag{3.21a}\\
& \dot{Z}= \frac{E I}{I^{2}} / \theta_{1}-\theta_{2}  \tag{3.22a}\\
& \dot{P}_{V Y}=\dot{I} \cdot \dot{E}=I /-\theta_{2} \cdot E / \theta_{1} \\
& \dot{P}_{V V}=I E / \theta_{1}-\theta_{2}  \tag{3.23a}\\
& \dot{P}_{V}=P+j F_{r}
\end{align*}
$$

$$
\begin{gather*}
\dot{P}_{V}=I E \cos \left(\theta_{1}-\theta_{2}\right)+j I E \sin \left(\theta_{1}-\theta_{2}\right) \\
P_{0} F_{0}=\frac{I E \cos \left(\theta_{1}-\theta_{2}\right)}{\left[\left(I E \cos \left(\theta_{1}-\theta_{2}\right)^{2}+\left(I E \sin \left(\theta_{1}-\theta_{2}\right)^{2}\right]^{\frac{1}{2}}\right.\right.} \tag{3.25a}
\end{gather*}
$$

Example 2:
Let the applied voltage be
or

$$
\begin{aligned}
& \dot{E}=(50+j 50) e_{1} \text { volts } \\
& \dot{E}=70.7 \angle 45^{\circ} \mathrm{e}_{1} \text { volts }
\end{aligned}
$$

and the resulting current be
or

$$
\begin{aligned}
& \dot{I}=(6+j 8) \underline{e}_{1} \text { amperes } \\
& \dot{I}=101532^{0} \Theta_{1} \text { amperes }
\end{aligned}
$$

Equation (3.20) is then

$$
\dot{z}=\frac{(50+j 50) \underline{e}_{1}}{(6+j 8) \underline{e}_{1}} \text { ohms }
$$

and (3.20a) is

$$
\dot{z}=\frac{\dot{7} 0.7 \angle 45^{0} e^{1}}{10 \angle 53.2^{0} e^{1}} \text { ohms }
$$

Equation (3.21) becomes

$$
\dot{z}=\frac{(6-j 8)(50+j 50)}{(6-j 8)(6+j 8)} \text { ohms }
$$

and (3.21a) becomes

$$
\dot{Z}=\frac{10 \angle-53.2^{0} \times 70.7 \angle 45^{\circ}}{10 \angle-53.2^{0} \times 10 \angle 53.2^{0}} \text { ohms }
$$

The final expression for $\dot{z}(3.22)$ is

$$
\dot{z}=\frac{(300+400)+j(300-400)}{36+64}=7-32 \text { ohms }
$$

or using (3.22a)

$$
\dot{z}=\frac{10 \times 70.7}{100} 445^{\circ}-53.2^{\circ}=7.071-8.2^{0} \text { ohms }
$$

The value of $\dot{P}_{\mathrm{VV}}$ given by (3.23) is

$$
\dot{P}_{V}=(6-j 8)(50+j 50)=(300+400)+j(300-400)
$$

or

$$
\begin{aligned}
& P_{v}=700-j 100 \text { voltomperes } \\
& v \text { given by }(3.23 \mathrm{a}) \text { is }
\end{aligned}
$$

and the value of $\dot{P}_{v}$ given by ( 3.23 a ) is

$$
\dot{P}_{v}=10 \times 70.7145^{\circ} 53.2^{0} \text { voltamperes }
$$

or $\quad \dot{P}_{\mathrm{v}}=707 \operatorname{L-8.2^{0}}$ volteamperes
The power factor given by (3.25) is

$$
\text { PoFo }=\frac{700}{\left[(700)^{2}+(-100)^{2}\right]^{\frac{1}{2}}}=\frac{700}{707}=0.990
$$

and the power factor given by (3.25a) is

$$
\begin{aligned}
& \text { P.F. }=\frac{10 \times 70.7 \cos \left(-8.2^{0}\right)}{\left[\left(707 \cos \left(-8.2^{0}\right)\right)^{2}+\left(707 \sin \left(-8.2^{0}\right)\right)^{2}\right]^{\frac{1}{2}}} \\
& \text { P.F. }=\frac{700}{\left[(700)^{2}+(.100)^{2}\right]^{\frac{1}{2}}}=\frac{700}{707}=0.990
\end{aligned}
$$

The calculated quantities are:

$$
z=7.07 \text { ohms, } R=7.00 \mathrm{hms}_{\mathrm{s}} \cdot X_{C}=1.00 \mathrm{hm}
$$

$$
P_{V}=707 \text { volt-amperes, } P=700 \text { watts, } P_{r}=-100 \text { vars (eapacitive) }
$$

Power factor angle $=.8 .2^{0}$ (leading) and P.F. $=0.990$
Case II Given E and $\dot{\mathbf{z}}$, determine $\dot{\underline{I}}$ :
From equations (3.1) and (3.2)

$$
\begin{align*}
& \dot{z}=R+j X  \tag{3.26}\\
& \dot{E}=\left(E^{\prime}+j E^{\prime \prime}\right)_{e_{1}} \tag{3.27}
\end{align*}
$$

and

Rationalizing (3.29) gives

$$
\begin{equation*}
\dot{I}=\frac{\left[\left(R E^{\prime}+X E^{\prime \prime}\right)+j\left(R E^{\prime \prime}-X E^{\prime}\right)\right] E s}{R^{2}+X^{2}} \tag{3.30}
\end{equation*}
$$

If $\dot{I}$ is expressed in the form

$$
\begin{equation*}
\dot{I}=\left(I^{\prime}+j I^{\prime \prime}\right) e_{1} \tag{3.31}
\end{equation*}
$$

then from (3.30)
and

$$
\begin{equation*}
I^{\prime}=\frac{R E^{\prime}+X E}{R^{\prime \prime}+X^{2}} \tag{3.32}
\end{equation*}
$$

Using (3.29)

Thus

$$
\begin{align*}
\dot{I} \cdot \dot{I}=I^{2} & =\frac{\left(E^{\prime}-j E^{\prime \prime}\right)}{(R-j X)} \times \frac{\left(E^{\prime}+j E^{\prime \prime}\right)}{(R+j X)}  \tag{3.34}\\
I^{2}= & \frac{\left(E^{\prime}\right)^{2}+\left(E^{\prime \prime}\right)^{2}}{R^{2}+X^{2}} \tag{3.34a}
\end{align*}
$$

From (3.16)

$$
\begin{equation*}
\dot{P}_{V}=I^{2} \dot{Z} \tag{3.35}
\end{equation*}
$$

Substituting (3.26) and (3.34a) into (3.35) gives

$$
\begin{equation*}
\dot{P}_{v}=\frac{\left[\left(E^{\prime}\right)^{2}+\left(E^{\prime \prime}\right)^{2}\right](R+j X)}{R^{2}+X^{2}} \tag{3.36}
\end{equation*}
$$

$$
\begin{equation*}
\dot{P}_{V}=\frac{R\left[\left(E^{\prime}\right)^{2}+\left(E^{\prime \prime}\right)^{2}\right]}{R^{2}+X^{2}}+\frac{j X\left[\left(E^{0}\right)^{2}+\left(E^{\prime \prime}\right)^{2}\right]}{R^{2}+X^{2}} \tag{3.36a}
\end{equation*}
$$

or
where

$$
\begin{equation*}
P=\frac{R\left[\left(E^{\prime}\right)^{2}+\left(E^{\prime \prime}\right)^{2}\right]}{R^{2}+X^{2}} \tag{3.37}
\end{equation*}
$$

$$
\begin{equation*}
P_{x}=\frac{X\left[\left(E^{\prime}\right)^{2}+\left(E^{\prime \prime}\right)^{2}\right]}{R^{2}+X^{2}} \tag{3.38}
\end{equation*}
$$

Substituting (3.37 and (3.38) into

$$
\begin{equation*}
P_{.} F_{0}=\frac{P}{\left(P^{2}+P_{r}^{2}\right)^{\frac{1}{2}}} \tag{3.39}
\end{equation*}
$$

gives the equation for power factor in terms of $\dot{E}$ and $\dot{Z}$

$$
\begin{equation*}
\text { P.F. }=\frac{R}{\left(R^{2}+X^{2}\right)^{\frac{1}{2}}} \tag{3.40}
\end{equation*}
$$

Example 3:


Figure 13
Circuit for Example 3

Given $R=30$ ohms, $X_{C}=20$ ohms and $X_{L}=60$ ohms, let it be required to calculate $\dot{I}, P_{2} P_{r}, P_{0} F_{0}, P_{V}$ and the voltage drop across $\mathrm{X}_{\mathrm{L}}, \ddot{\square}_{\mathrm{V}}{ }^{0}$

$$
\begin{aligned}
& \dot{Z}=R+j\left(X_{L}-X_{C}\right) \quad \text { ohms } \\
& \dot{Z}=30+j(60-20)=30+j 40 \text { ohms }
\end{aligned}
$$

Using (3.32)

$$
\begin{aligned}
& I^{\prime}=\frac{30 \times 60+40 \times 80}{30^{2}+40^{2}}=\frac{1800+3200}{900+1600} \\
& I^{\prime}=2.0 \text { amperes }
\end{aligned}
$$

Solving for $I^{\prime \prime}$ (3.33) gives

$$
I^{\prime \prime}=\frac{30 \times 80-40 \times 60}{30^{2}+40^{2}}
$$

$I^{\prime \prime}=0$ amperes
Therefore

$$
\begin{aligned}
& \dot{I}=\left(I^{\prime}+j I^{\prime \prime}\right)_{1} \\
& \dot{I}=2 e_{1} \text { amperes }
\end{aligned}
$$

Using (3.37)

$$
\begin{aligned}
& P=\frac{30\left(60^{2}+80^{2}\right)}{30^{2}+40^{2}}=\frac{30 \times 10,000}{2500} \\
& P=120 \text { watts }
\end{aligned}
$$

Using (3.38)

$$
P_{x}=\frac{40\left(60^{2}+80^{2}\right)}{20^{2}+40^{2}}=\frac{40 \times 10,000}{2500}
$$

Hence
and

$$
\begin{aligned}
& P_{r}=160 \text { vars (inductive) } \\
& \dot{P}_{V}=120+j 160 \text { volt mamperes } \\
& P_{V}=200 \text { voltwamperes }
\end{aligned}
$$

The power factor as given by (3.39) is

$$
\begin{aligned}
& P_{.} F_{0}=\frac{P}{P_{V}} \\
& P_{0} F_{0}=\frac{120}{200}=0.60
\end{aligned}
$$

The impedance of the coil is

$$
\dot{Z}_{L}=j 60 \text { ohms }
$$

By Ohm's law, the voltage drop across the coil, $\dot{\mathrm{V}}_{\mathrm{L}}$, is

$$
\begin{aligned}
& \dot{\mathrm{V}}_{\mathrm{L}}=\dot{\mathrm{Z}}_{\mathrm{L}} \times \dot{\mathrm{I}} \\
& \dot{\underline{V}}_{\mathrm{I}}=j 60 \times 2 \mathrm{e}_{1} \\
& \dot{\underline{W}}_{\mathrm{I}}=j 120 \Theta_{1}
\end{aligned}
$$

Case III = Given $\dot{\mathbf{I}}$ and $\dot{\mathbf{Z}}$, determine $\dot{\mathbf{E}}$ :
Let

$$
\begin{align*}
& \dot{I}=\left(I^{\prime}+j I^{\prime \prime}\right)_{e_{1}}  \tag{3.41}\\
& \dot{Z}=R+j X \tag{3.42}
\end{align*}
$$

The equation for $\dot{E}$ is

$$
\begin{equation*}
\dot{E}=\dot{Z} \times \dot{\dot{I}} \tag{3.43}
\end{equation*}
$$

Substituting (3.41) and (3.42) into (3.43)
gives

$$
\dot{\underline{E}}=(R+j X)\left(I^{\prime}+j I^{\prime \prime}\right) e_{1}
$$

$$
\begin{equation*}
\dot{E}=\left[\left(R I^{\prime}-X I^{\prime \prime}\right)+j\left(R I^{\prime \prime}+X I^{\prime}\right)\right] e \downarrow \tag{3.44}
\end{equation*}
$$

If

$$
\dot{E}=\left(E^{\prime}+j E^{\prime \prime}\right)_{1}
$$

then

$$
\begin{equation*}
E^{\prime}=R I^{\prime}-X I^{\prime \prime} \tag{3.45}
\end{equation*}
$$

and

$$
\begin{equation*}
E^{\prime \prime}=R I^{\prime \prime}+X I^{\prime} \tag{3.46}
\end{equation*}
$$

From (3.4I) $\dot{I} \cdot \dot{I}=\dot{I}^{*} \times \dot{I}=\left(I^{\prime}-j I^{\prime \prime}\right)\left(I^{0}+j I^{\prime \prime}\right)$
or

$$
I^{2}=\left(I^{\prime}\right)^{2}+\left(I^{\prime \prime}\right)^{2}
$$

The equation for voltoamperes is

$$
\begin{gather*}
\dot{P}_{V}=I^{2} \dot{Z} \\
\dot{P}_{V}=I^{2}(R+j X)=I^{2} R+j I^{2} X \tag{3.48}
\end{gather*}
$$

Substitating (3.47) into (3.48) yields

$$
\begin{gather*}
\dot{P}_{\mathrm{V}}=R\left[\left(I^{\prime}\right)^{2}+\left(I^{\prime \prime}\right)^{2}\right]+j X\left[\left(I^{\mathrm{i}}\right)^{2}+\left(I^{\prime \prime}\right)^{2}\right]  \tag{3.49}\\
P=R\left[\left(I^{0}\right)^{2}+\left(I^{\prime \prime}\right)^{2}\right]  \tag{3.50}\\
P_{r}=X\left[\left(I^{0}\right)^{2}+\left(I^{\prime \prime}\right)^{2}\right] \tag{3.51}
\end{gather*}
$$

Where
and
The equation for power factor is

$$
\begin{equation*}
P_{0} F_{0}=\frac{P}{\left(P^{2}+P_{r}^{2}\right)^{\frac{1}{2}}} \tag{3.52}
\end{equation*}
$$

If (3.50) and (3.51) are substituted into (3.52), the result is the equation for power factor in terms of impedance

$$
\begin{equation*}
\text { P.F. }=\frac{R}{\left(R^{2}+X^{2}\right)^{\frac{T}{2}}} \tag{3.53}
\end{equation*}
$$

Example 4:
Let it be required to solve the circuit of figure 13 when a cure rent of $\quad \dot{I}=(8.66+35)$ ed amperes is flowing through the given impedances.
$R=30$ ohms; $X=60-20=40$ ohrns: $\dot{Z}=R+j X=30+j 40$ ohms. Using equation (3.45)

$$
\begin{aligned}
& E^{\prime}=30 \times 8.66-40 \times 5 \\
& E^{\prime}=60
\end{aligned}
$$

Using equation (3.46)

Hence

$$
E^{\prime \prime}=30 \times 5+40 \times 8.66
$$

$$
E^{\prime \prime}=496.4
$$

$$
\dot{E}=(60+j 496.4)_{e_{1}} \text { voits }
$$

From equation (3.50)

$$
\begin{aligned}
& P=30\left[(8.66)^{2}+(5)^{2}\right] \\
& P=3000 \text { watts }
\end{aligned}
$$

Using equation (3.51)

$$
\begin{aligned}
& P_{r}=40\left[(8.66)^{2}+(5)^{2}\right] \\
& P_{r}=4000 \text { vars (inductive) }
\end{aligned}
$$

It follows that
$\dot{P}_{\dot{v}}=3000+j 4000$ volt-amperes
and
$\dot{\mathrm{P}}_{\mathrm{V}}=5000$ volt-amperes
From (3.53)

$$
\begin{aligned}
& P_{0} F_{0}=\frac{30}{\left(30^{2}+40^{2}\right)^{\frac{1}{2}}} \\
& \therefore P_{0}=0.60
\end{aligned}
$$

The voltage drop across the capacitor is

$$
\begin{aligned}
& \dot{E}_{C}=\dot{I} \times \dot{Z}_{C} \\
& \dot{E}_{C}=(8.66+j 5) e_{1} \times(-j 20) \\
& \dot{E}_{C}=(100-j 173.2) \underline{e}_{1} \text { volts }
\end{aligned}
$$

Summary of Chapter III

1. The geometric representation of a onemimensional complex vector requires a plane, since a complex vector has two degrees of freem dom.
2. Using the complex vector notation, ame impedance and volteamperes are represented by complex scalars, whereas current and voltage are represented by one-dimensional complex vectors (fow singlee loop networks).
3. The recommendation of the Committee on Electrical and Magnetics Units, which met in Paris in 1934, that capacitive reactive power be considered positive is not consistent with the fundamental

Ohmis law equation for arc circuits. Therefore in this dissertation inductive reactive power will be considered poso itive, and capacitive reactive, power will be considered negative. 4. Complex vector algebra can be used to solve singlemloop amo eiro cuits in a simplé straight-forward manner.

## Conclusions

In this chapter, a new concept of complex vectors has been introduced to represent sinusoidal functions of time, and a method for solving singlealoop networks has been presented using this new concept. It is apparent that the major difference in using the como plex vector notation, rather than the commonly used complex sealar notation lies in the definition of the scalar product of two complex vectors. This definjtion gives the correct expression for volt. amperes as discussed earlier. Since the reason for the failure of the complex scalar notation has been discussed, the question loge ically axises, why not explain the reason for the failure, use the conjugate of the current to arrive at the correct answer. and then contimue using the complex scalar notation as before? Indeed, if this were to be the only use of the complex vector notation, this would certainly be the most satisfactory course to purisue: Howevex. this is only a fragmentary portion of the reason for adopting the complex vector representation of simusoidal functions of time. In the remander of this dissertation, the coneept of complex vectors will be generalized and applied to multiplealoop networks with both sinusoidal and nonsinasoidal wave forms of voltages and currents, Where the nonsimsoidal wave forms are such that they'can be analyzed

into sinusoidal components by the methods of the Fouxier. Analysis. It will be seen later that the concept of the complex vector notation will readily lend itself to representation by matrices and subsequent Iy to representation by tensors. The concepts and use of complex vectors developed up to this point are the author's own ideas: latero this new concept will be adapted to a procedure formalated prino cipally by Gabriel Kron.

## CHAPTER IV

## THE THEORY OF MATRICES

## The Basic Concept of a Matrix

A large portion of the study of electrical engineering deals baso ically with transformations, most of which are assumed Iinear. Uniore tunately, however, the mention of such a word as "transformation" is usually sufficient to scare away most electrical engineers. The matrix is a mathematical tool that is ideally suited for dealing with problems involving irrotational transformations. The rapidly increaso ing use of matrix methods by electrical engineers during the last several years is indeed encouraging, and it is the authox's conviction that matrix algebra will take its place as a standard undergoaduate course in the electrical engineering schoois of the leading unger. sities within the next decade

The problens of the engineer are fundamentally the same as those of the physicist; both express physical phenomena in mathematical symo bols. Generally speaking, the physicist endeavors to reduce nataral phenomena to their simplest possible form, usually expressible by a few, mostly one, equations, introducing only as many nathematical sym bols as there are corresponding physical concepts. That is, the physo icist sets up an equation for, say, the conduction of electajeity between "two" electrodes, or for an electromagnetic wave traveling along a "single" conductor", or for the electromotive force generated in a "single" conductor moring in a magnetic field, or for the paso sage of light through a lens, etc. Once the equation for the phenomoenon is set up, the physicist's role has ended.

This is where the engineer's role begins. The engineex takes a twoolectrode tube and adds several additional electrodes; and for good measure he connects them to different types of networks; on he builds transmission networks covering whole continents; or he takes "several" moving conductors and construnts a large yazoiety of complex rotating electrical machines; or he combines a series of lenses into an optical instrument, and so on.

That is, "the engineer generalizes the onem, twoo, ore threes dimensional problem of the physicist to $k$ dinensions". And that is where his difficulty originates . . .....

In order to organize the large variety of engineering problems into the absolute minimum number of standardized types in which the physicist has expressed them, it is necessary to introduce new points of view, new symbols, new mental and physical concepts. 1

A matrix is a highly condensed method of writing a system of Iinear equations. Let such a set of equations be

$$
\begin{align*}
& y_{1}=a_{11} x^{1}+a_{12} x^{2}+a_{13} x^{3} \\
& y_{2}=a_{21} x^{1}+a_{22} x^{2}+a_{23} x^{3}  \tag{4.1}\\
& y_{3}=a_{31} x^{1}+a_{3} x^{2}+a_{33} x^{3}
\end{align*}
$$

Equations (4.1) represent a transformation of the variables $x^{2}, x^{3}$ and $x^{3}$ into the variables $\mathrm{y}_{1}, \mathrm{yz}$ and y 3 . The set of equations (4.1) may be interpreted in two different ways. ${ }^{2}$
(a) The quantitios $x^{1}, x^{2}$ and $x^{3}$ may be regarded as components of a vector $\dot{X}$, and the quantities $\mathrm{Y}_{1}, \mathrm{Y}_{2}$ and $\mathrm{Y}_{3}$ as components of anotherw vector $\dot{Y}$, where both $\dot{X}$ and $\dot{Y}$ are referred to the same coordinate system and set of base vectors; $\mathrm{e}_{1}, \mathrm{e}_{2}$ and $\mathrm{e}_{3}$; in this case, equations (4.1) are to be thought of as representing a transformation of the vector $\dot{X}$ into another vector $\dot{X}_{\text {. }}$
(b) The two sets of quantities ( $x^{1}, x^{2}, x^{3}$ ) and ( $y, y, y, y z$ ) may be regarded as components of the same vector, $\dot{X}$, when $\dot{X}$ is refexred to two different coordinate systems determined by the two sets of base vectors $\left(e_{1}, e_{2}, e_{3}\right)$ and ( $e_{f}^{1}, e_{2}^{e}, e_{3}^{\prime}$ ): in this event, equations (4.1) are considered as transforming the coordinate axes.
${ }^{1}$ Gabriel Kron. Tensor Analysis of Networks (New Yowk, 1939). pp. 1-2.
2. S. Sokolnikofe, Tensor Analysis (New York 1951). p. 20.

Definition I (matrix): A table of m numbers, called elements, armanged in a rectangular array of $m$ rows and $n$ colums is galled a matrix with $m$ rows and $n$ colums. ${ }^{3}$

The matrix of (4.1) is
$\left[\begin{array}{lll}a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33}\end{array}\right]$

A rectangular array of numbers enclosed in brackets, as in (4.2), will be used to represent a matrix in expanded form. A single cap italoletter symbol enclosed in brackets will also be used to represent a matrix. For example, (4.2) will be written as

$$
[A]=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13}  \tag{4.3}\\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]
$$

A matrix having $m$ rows and $n$ columns is called an ( $m x n$ ) matroix: thus (4.3) is a ( $3 \times 3$ ) matrix. A matroix in whoch $m=n_{0}$ as in (4.3), is called a square matrix.

In order to inlustrate the use of the matrix notation, equations (4.1) will be expressed in matrix form. If the quantities $y t, y z$ and Y3 are considered as the elements of a ( $3 \times 1$ ) matoix, then

$$
\left[Y_{1}\right]=\left[\begin{array}{l}
\mathrm{Y}_{1} \\
\mathrm{Y}_{2} \\
\mathrm{Y}_{3}
\end{array}\right]
$$

[^4]Simplarly

$$
[x]=\left[\begin{array}{l}
x^{2}  \tag{4.5}\\
x^{2} \\
x^{3}
\end{array}\right]
$$

In matrix notation, $(4, I)$ becomes

$$
\begin{equation*}
[Y]=[A] \times[X] \tag{4.6}
\end{equation*}
$$

or in expanded form

$$
\left[\begin{array}{l}
y_{1}  \tag{4.7}\\
y_{2} \\
y_{3}
\end{array}\right]=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right] x\left[\begin{array}{l}
x^{1} \\
x^{2} \\
x^{3}
\end{array}\right]
$$

The space economy of matrix notation is amply illustrated by (4.6). when it is realized that (4.6) could refer to $n$ equations in $n$ unknowns just as easily as it refers to (4.1). The maner in which the two matrices on the rightohand side of (4.7) will be miltiplied together to yield the rightwhand side of (4.I) will be explained in the next section in this chapter.

Using the sumation convention, (4.1) can be written

$$
\begin{equation*}
y_{i}=a_{i, j} X^{j} \quad(i, j=1,2,3) \tag{4,8}
\end{equation*}
$$

It is appaxent that the value assigned to in specifies the row and the value assigned to specifies the colum in which the element aj is located, Hereafter the symbol $a_{\text {g }}$ will be used to refer to the element in the ith row and gth column of $[A]$. The matrix. (4.2) wint. also be wrotuten as $\left[a_{j j}\right]$, where the ranges of $I$ and $j$ are ejther specified or understood.

Equations (4.1) through (4.8) have been devised with the mumber of vaxiables ( $x^{j}$ or $y_{i}$ ) purposely limited to three. This would peru mit matwises (4.4) and (4.5) to be interpreted as two vectors, y and
and $\dot{X}$, in ordinary three dinensional Cartesian coordinates. This restriction causes no loss of generality, since all the discussion thus far would still apply if [A] were an ( $\mathrm{m} \times \mathrm{n}$ ) rather than a (3x 3) matrix.

## The Algebra of Matrices

Definition 2 (equality): Two matrices [A] and [B] are equal if, and only if, each element of [A] is equal to the corresponding element of [B]. That is $\quad a_{i j}=b_{i j}$
It should be noted that the equality of two matrices requires that the two matrices have the same number of rows and the same number of colums.

Definition 3.(sum and difference): The sum or difference of two matrices [A] and [B] is a matrix [C], each element of [C] being the sum or difference of the two corresponding elements of [A] and [B].

If

$$
\begin{equation*}
[A]+[B]=[C] \tag{4.10}
\end{equation*}
$$

then

$$
\begin{equation*}
a_{i j}+b_{i j}=c_{i j} \tag{4.11}
\end{equation*}
$$

Also, if
$[A]-[B]=\left[C^{6}\right]$
then

$$
\begin{equation*}
a_{i j}-b_{i j}=c_{i j}^{1} \tag{4,12}
\end{equation*}
$$

In order to be added or subtracted, two matrices must have the same number of rows and the same number of columns. If [A] and [B] are ( $\mathrm{m} \times \mathrm{n}$ ) matrices, then in expanded form

$$
[A]=\left[\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n}  \tag{4.14}\\
a_{21} & a_{22} & \ddots & a_{2 n} \\
\cdots & \ddots & \ddots & 0 \\
\ddots & \ddots & \ddots & 0 \\
0 & \ddots & \ddots & 0 \\
a_{m_{1}} & a_{m_{2}} & \cdots & a_{m n}
\end{array}\right]
$$

$$
[B]=\left[\begin{array}{cccc}
b_{11} & b_{12} & \cdots & b_{1 n}  \tag{4.15}\\
b_{21} & b_{22} & \cdots & b_{2 n} \\
\cdots & \ddots & \cdots & \vdots \\
\ddots & \cdots & \cdots & \ddots \\
\cdots & \cdots & \ddots & \ddots \\
b_{m_{1}} & b_{m_{2}} & \cdots & b_{m n}
\end{array}\right]
$$

The sum of (4.14) and (4.15) is [C], where

$$
[c]=\left[\begin{array}{cccc}
a_{11}+b_{11} & a_{12}+b_{12} & \cdots & a_{1 n}+b_{12 n}  \tag{4.16}\\
a_{21}+b_{21} & a_{22}+b_{22} & \cdots & a_{2 n}+b_{2 n} \\
0 & \ddots & \ddots \cdot & 0 \\
0 & \vdots & \cdots & \vdots \\
0 & \ddots & \cdots & \vdots \\
a_{m_{11}}+b_{m 1} & a_{m 2}+b_{m_{2}} & \cdots \cdots & a_{m n}+b_{m n}
\end{array}\right]
$$

The matroix $\left[C^{\prime}\right]$ ir (4.12) is obtained by replacing the plus signs in (4.16) by minus signs.

Definition 4 (conformable matrices): Two matrices [A] and [B] are said to be conformable if the number of columns in [A] equals the number of rows in [B].

If [A] is conformable to [B], then [A] has the same number of colums as [B] has rows: this does not necessarily imply that [B] is canfomm able to [A]. Two matrices $\left[\mathrm{a}_{\mathrm{ij}}\right]$ and $\left[\mathrm{b}_{\mathrm{rs}}\right.$ ] are confomable to each other onIy if $i=s$ and $j=r$ 。 Definition 5 (product of a matrix by a matrix): The product of two matrices $\left[a_{n n}\right]$ and $\left[b_{n p}\right.$ ] is an ( $m \times p$ ) matrix $\left[c_{m p}\right.$ ], in which the elements are $\quad a_{i j}=a_{i k} b_{k j}$ where $(i=1,2, \ldots, m),(j=1,2, \ldots, \ldots)$ and $(k=1,2, \ldots$ n). It should be remembered that in (4.17) the repeated index $k$
denotes a sumation. It is actually more informative to describe the process by which the product of two matrices is formed than to merely state the definition of the product. The steps to be followed in determining the product of two matrices are
(1) Mrultiply a11 by $b_{11}$, $a_{12}$ by' $b_{21} a_{13}$ by $b_{31}, \ldots \ldots a_{1 n}$ by ' $b_{n_{1}}$, and form the sum of all these products; the result is the olement in the first row and first colum of [C], the product matrix.
(2) Using the elements of the second colum of $[B]_{0} b_{21}, b_{22}, \ldots$ ${ }^{6}{ }_{2 n}$ " rather than the first column repeat (1): the result is the element in the first row and second column of [C].
(3) Repeat the process of forming the sums of the produts of the elements of the first row of [A] with the corresponding elements of successive colums of [B], until all $p$ columns of [B] have been exhausted.
(4) Repeat steps (1) through (3) for suocessive rows of [A] to obtain successive rows of [C]. When all m rows of [A] have been used in this manner once, the matrix [C] will have been completed.

Exampie 1:
Let

$$
\begin{gathered}
{[A]=\left[\begin{array}{ccc}
4 & -2 & 3 \\
-3 & 5 & 1
\end{array}\right]} \\
{[B]=\left[\begin{array}{ll}
1 & -1 \\
0 & 4 \\
3 & 2
\end{array}\right]}
\end{gathered}
$$

The product of [B] by [A] is

$$
\begin{aligned}
& {[B] \text { by }[A] \text { is }} \\
& {\left[\begin{array}{rrr}
4 & -2 & 3 \\
-3 & 5 & 1
\end{array}\right] \times\left[\begin{array}{rr}
1 & -1 \\
0 & 4 \\
3 & 2
\end{array}\right]=\left[\begin{array}{ll}
13 & -6 \\
0 & 25
\end{array}\right]}
\end{aligned}
$$

The maltiplisation of matrices is not commatative. That is

$$
\begin{equation*}
[A] \times[B] \neq[B] \times[A] \tag{4.18}
\end{equation*}
$$

The validity of (4.18) is evident, since the product [B] x[A] may not even exist even though the product $[A] \times[B]$ is well defined. Even if the two products on both sides of (4.18) did exist, the two product matrices would not be of the same order unless [A] and [B] were both square matrices.

Example 2:
Using the two matrices $[A]$ and $[B]$ given in Example 1 , let it be required to find the product $[B] \times[A]$.

$$
[B] \times[A]=\left[\begin{array}{ll}
1 & -4 \\
0 & 4 \\
3 & 2
\end{array}\right] \times\left[\begin{array}{rrr}
4 & -2 & 3 \\
-3 & 5 & 1
\end{array}\right]=\left[\begin{array}{rrr}
7 & -7 & 2 \\
-12 & 20 & 4 \\
6 & 4 & 21
\end{array}\right]
$$

The numerical results of Examples 1 and 2 demonstrate the general validity of (4.18).

Definition 6 (product of a scalar and a matrix): The product of a matrix and a scalar is formed by multiplying each element of the matrix by the scalar.

Taking into consideration (4.1), the reason for Definition 6 is apparent. The matrix product $[\mathrm{A}] \mathrm{x}[\mathrm{B}]$ will be called the premultto plication of $[B]$ by $[A]$, and the matrix product $[B] \times[A]$ will be called the postmaltiplication of [B] by [A].

There are several special types of matrices that are used extensively in applications. These matrices and their most important charactexistics will now be described and defined. Definition 7 (row or column matrix): A row or colum matrix is a matrix containing a single row or column of elements.

The elements of a row or colum matrix may be considered as the coordinates of a single row or colum vector: the elements of the different rows and columns of any matrix may be considered as the coordinates of a set of row or column vectors. The result of premultiplying a general ( $m \times n$ ) matrix by a ( $1 \times m$ ) yow matrix is a ( $1 \times n$ ) matrix; an ( $m \times n$ ) matrix postmultiplied by a ( $n \times 1$ ) colw wnn matrix yields an ( $m \times 1$ ) column matrix.

Definition 8 (mull matrix): A matrix in which all the elements are zero is called the null matrix and is represented by the symbol [0]. Definition 9 (diagonal matrix): A square matrix in which all the elements are zero except those along the principal diagonal is called a diagonal matrix. The principal diagonal of a square matrix [ $a_{n n}$ ] contains the elements $a_{i i}\left(i=l_{0} 2, \ldots n\right)$. Definition 10 (scalar matrix): A diagonal matrix in which all the elements along the principal diagonal are ecual is called a scalar matrix.

Definition 11 (unit matrix): A unit matrix [I] is a scalar matrojx in which the elements of the principal diagonal are equal to one. Definition 12 (tramspose): If the rows and colums of a matrix [A] are interchanged, the result is called the transpose of [A] and is represented by the symbol $\left[A_{t}\right]$.

The following rales will be stated without proof:

$$
\begin{aligned}
& ([A]+[B])_{t}=\left[A_{t}\right]+\left[B_{t}\right] \\
& ([A] \times[B])_{t}=\left[B_{t}\right] \times\left[A_{t}\right]
\end{aligned}
$$

Definition 13 (singular matrix): A square matrix [A] for which the determinant of the elements, written $|A|$, is zero is called a sine gular matrix; if the determinant of a square matrix is not zero, the
matrix is said to be nonsingular.
Definition 14 (cofactor): The cofactor of the eloment $a_{i j}$ of the square matrix $[A]$, written $A_{i j}$, is $(-1)^{i}+j$ times the deteminant formed by deleting the elements of the ith row and jth column. If this determinant, usually called the minor of $a_{i j}$, is represented by the symbol $M_{j, j}$, then $\quad A_{j j}=(-1)^{i}+j_{i j}$
Definition 15 (adjoint): The matrix [A] which is the transpose of the matrix in which the elements are the cofactors of the elements of [A] is colled the adjoint of [A].

$$
\begin{equation*}
[A] x[A]=|A|[I] \tag{4.20}
\end{equation*}
$$

Definition 16 (inverse): The inverse [A ${ }^{*}$ ] of a matrix [A] satisfies the equation $\left.\quad[A] \times A^{-1}\right]=[I] \quad(4.21)$

From (4, 20), obviously

$$
\begin{equation*}
\left[A^{-1}\right]=\frac{[A]}{|A|} \tag{4,22}
\end{equation*}
$$

Also

$$
\begin{equation*}
[A] x\left[A^{-1}\right]=\left[A^{-1}\right] \times[A]=[I] \tag{4.23}
\end{equation*}
$$

By premultiplying both sides of $(4.6)$ by $\left[A^{-1}\right]$, the inverse of the transformation (4.1) is

$$
\begin{equation*}
[X]=\left[A^{01}\right] \times[Y] \tag{4.24}
\end{equation*}
$$

Definition 17 (symmetric matrix): If the transpose [ $A_{t}$ ] of a matrix [A] is the same as [A], the matrix [A] is called a symmetric matrix. That is, $[A]$ is symetric if

$$
\begin{equation*}
[A]=\left[A_{t}\right] \tag{4.25}
\end{equation*}
$$

Definition 18 (skew symmetric matrix):
If

$$
\begin{equation*}
[A]=-\left[A_{t}\right] \tag{4.26}
\end{equation*}
$$

the matrix [A] is called a skew symmetric matrix.

Definition 19 (orthogonal matrix): If the transpose [ $A_{t}$ ] of a matrix
[A] is equal to the inverse $\left[A^{\infty 1}\right]$ of $[A]$, then the matrix [A] is called an orthogonal matrix.

$$
\begin{equation*}
\left[A_{t}\right]=\left[A^{-1}\right] \tag{4.27}
\end{equation*}
$$

Premultiplying (4.27) by [A] gives

$$
\begin{gather*}
{[A] \times\left[A_{t}\right]=[I]}  \tag{4.28}\\
|A|^{2}=1  \tag{4.29}\\
|A|= \pm I \tag{4.30}
\end{gather*}
$$

From (4.28) or (4.27)

Surmary of Chapter IV

1. The addition (or subtraction) of matrices is commatative and aspoo ciative. $[A]+[B]=[B]+[A]$

$$
([A]+[B])+[C]=[A]+([B]+[C])
$$

2. The multiplication of matrices is associative and distributive.

$$
\begin{aligned}
& {[A] \times([B] \times[C])=([A] \times[B]) \times[C]} \\
& {[A] \times([B]+[C])=[A] \times[B]+[A] \times[C]}
\end{aligned}
$$

3. The multiplication of matrices is not in general commutative

$$
[\mathrm{A}] \times[\mathrm{B}] \neq[\mathrm{B}] \times[\mathrm{A}]
$$

But

$$
[A] \times[I]=[I] \times[A]=[A]
$$

4. The matrix equation

$$
[\mathrm{A}] \times[\mathrm{B}]=[0]
$$

does not imply that either [A] or [B] is necessarily [0].
5. With the exception of special operations, such as the transpose. the differences in matrix algebra and scalar algebra are contained in items 3 and 4. That is, if $a$ and $b$ are scalars,
$a b=b a$
and $\mathrm{ab}=0^{\prime}$ implies that either a or' b
must be zero.

## CHAPIER V

THE TENSORIAL NATURE OF A-C NETWORK QUANITTIES

A major portion of the material presented in this chapter is based upon the works of Gabriel Kron and P. Le Corbeiller given in the general bibliography. While several new concepts have been introduced by the author, the tensor character of ace circuit quane tities was oxitinally the work of Kron.

The Topology of Electric Networks
The terms branches, nodes, loops, and meshes are used extensively in electrical engineering. Since different writers use these terms to mean different things, to avoid confusion these terms will be defined below in the way that they will be used in this dissertation. Definition I (branch): A branch of a network is a series combina tion of circuit elements between two terminals.

Definztion 2 (junetion): A junction is a point common to more than two branches.

Definition 3 (node): A node is a terminal; a node is v.sually: but not necessarily, a junction.

Definjtion 4 (mesh): A mesh (also called loop) is any closed contour drawn on a network diagram.

Definition 5 (subnetwork): The various parts of a given network that are coupled magnetically but not conductively are called subnetworks of the given network. "

Definition 6 (node-pair): Any two nodes within a single network constitute a nodempair.

Let $\quad S=$ number of subnetworks
$B=$ number of branches
$N=$ number of nodes
$\mathbb{M}=$ number of meshes
A network in which all coupled meshes are conductively coupled will be called a "completely connected" network. A network that is como pletely comnected obviously has only one subnetwork.

In a completely connected network having B branches and $N$ nodes, there are $\frac{1}{2} \mathbb{N}(\mathbb{N}-1)$ node-pairs and hence, considering polarity, $N(\mathbb{N} \cdot 1)$ voltages. Let one of the $\mathbb{N}$ nodes be considered as the refo erence node (grounded): the voltages of all the other N = I nodes may be measured with respect to this reference node. The voltage bed tween any two nodes is the difference between the voltages of these two nodes measured with respect to the reference node. Thus the $\mathbb{N}(\mathbb{N}-1)$ voltages may be expressed linearly in terms of only $\mathbb{N}-1$ voltages.

If $P=$ number of independent voltages
then

$$
\begin{equation*}
P=N=I \tag{5.1}
\end{equation*}
$$

For a network containing $S$ subnetworks, equation (5.1) may be applied to each subnetwork

$$
P_{i}=\mathbb{N}_{i}^{\prime}-I \quad(i=1,2, \ldots, s)(5.2)
$$

If the $S$ equations represented by (5.2) are added, the left side
becomes $\quad P_{1}+P_{2}+\ldots+P_{S}=1 P$
and the right side becomes

$$
\begin{equation*}
\left(\mathbb{N}_{1}-I\right)+\left(\mathbb{N}_{2}-I\right)+\ldots+\left(\mathbb{N}_{S} \infty I\right)=\mathbb{N} \infty S \tag{5.4}
\end{equation*}
$$

where $P$ and $\mathbb{N}$ are the total number of independent voltages and nodes. respectively, in the network. Equating (5.3) and (5.4) gives

$$
\begin{equation*}
P=N-S \tag{5.5}
\end{equation*}
$$

Independent voltage equations. For a network having B branches, a total of $B$ independent equations are required to solve for the $B$ unknown branch currents. Therefore the number of mesh equations, Mo that must be formulated is

$$
\begin{equation*}
M=B-P=B=N+S \tag{5.6}
\end{equation*}
$$

For a completely connected network

$$
\begin{equation*}
M=B-\mathbb{N}+1 \tag{5.7}
\end{equation*}
$$

In solving networks, the number of independent equations required is of primary importance. Equations (5.5), (5.6), and (5.7) are fundamental topologic relations which form the basis of electrical network analysis.

## A Particular Solution of a Given <br> Network Using Matrix Algebra

The concepts that winl be presented in the remainder of this chapter can be best introduced in the solution of a specific network: ${ }^{\text {a }}$ It will be assumed that the voltages of the six generators. $\dot{E}_{a_{0}} \dot{E}_{b}$ p $\dot{E}_{c}, \dot{E}_{d}, \dot{E}_{f}$ and $\dot{E}_{g}$ are given. The generators, as usual, are assumed. to be constantwvoltage machines, all generating a single frequency. The six given branch impedances, $\dot{z}_{a} 0 \dot{z}_{b}, \dot{z}_{c}, \dot{z}_{d}, \dot{z}_{f}$ and $\dot{z}_{g}$ will be assumed to have no mutual magnetic coupling. The problem is to detemine the six branch currents, $\dot{I}^{a}, \dot{I}^{b}, \dot{I}^{c}, \dot{I}^{d}, \dot{I}^{f}$ and $\dot{I}^{g}$ in

[^5]

Figure 14
Given Network
figure 15. The reason for writing the current indices as supero scripts, rather than subscripts as used for voltage'and impedance. will be explained later in this chapter. The positive direction of each branch eurrent will be assumed to be in the indjeated positive direction of the generated voltage (figure 14) in that braneh. There are four nodes in figure 14 which are labeled as $A, B_{0} C$, and $D_{0}$ Applying Kirchhoffis current law to each of these ( $N=4$ ) nodes gilyes the four equatilons

$$
\begin{align*}
& \text { node } A \quad \dot{I}^{a}+\dot{I}^{d}+\dot{I}^{f}=0  \tag{5.8}\\
& \text { node } B \quad \dot{I}^{0}-\dot{I}^{b}-\dot{I}=0  \tag{5.9}\\
& \text { node } C \quad \dot{I}^{b}+\dot{I}^{c}-\dot{I}^{\mathrm{I}}=0  \tag{5.10}\\
& \text { node } D \quad \dot{I}^{c}-\dot{I}^{d}+\dot{I}^{\mathrm{I}}=0 \tag{5.11}
\end{align*}
$$

Sinee their sum is zero, these four equations are dependent. There are (see 5.1) only three ( $N$ - 1) independent node equations. There are six $(B=6)$ branch carrents. Using (5.7). a total of

$$
M=B=N+I=6.4+1=3
$$

more equations must be found in order to solve for the six branch currents. These three mesh equations may be obtained by applying Kirchhoff"s second Iaw to three independent meshes constructed on figure 14. A simple way to construct three independent meshes is to tracemout on figure 14 three closed contours that contain each cire cuit element of the network at least once. The three such meshes chosen for this example are show in figure 15 . The voltage equations around the three meshes are:
for mesh $1 \quad \dot{E}_{a}-\dot{Z}_{Z^{2}} \dot{I}^{a}+\dot{Z}_{f} \dot{I}_{\underline{I}}-\dot{E}_{f}+\dot{Z}_{b} \dot{\underline{I}}^{b}-\dot{E}_{b}=0$


Figure 15
Mesh Contours
for mesh 2

$$
\begin{equation*}
\dot{E}_{f}-\dot{Z}_{f} \dot{I}_{\mathrm{I}}+\dot{Z}_{d} \dot{I}^{d}-\dot{E}_{d}-\dot{Z}_{\mathrm{c}} \dot{\underline{I}}^{\mathrm{I}}+\dot{E}_{\mathrm{E}}=0 \tag{5.13}
\end{equation*}
$$

and for mesh 3

$$
\begin{equation*}
\dot{E}_{b}-\dot{z}_{b} \dot{I}^{b}+\dot{z}_{c} \dot{\underline{I}}^{c}-\dot{E}_{c}+\dot{Z}_{g} \dot{T}^{g}-\dot{E}_{g}=0 \tag{5.14}
\end{equation*}
$$

The three independent equations out of the four equations (5.8) o.
(5.11) that will be used in this solution are equations (5.8), (5.9), and (5.10). A set of six equations (5.8. .9. .10, .12, .13. . .14) has been obtained which may be solved for the six branch currents.

If the Maxwell cyclic current method had been used, a set of only three equations in three unknowns would have resulted. This method assumes that there are three mesh currents which circulate in the three meshes of figure 15. By correlating figure 15 with figure 14 , the equations which express the branch currents in terms of the mesh currents can be written by inspection as

$$
\begin{align*}
& \dot{I}^{a}=\dot{I}^{1} \\
& \dot{I}^{0}=\dot{\underline{I}}^{\mathbf{b}} \quad+\dot{\underline{I}}^{3} \\
& \dot{\underline{I}}^{c}=\quad \therefore \dot{\underline{I}}^{2} \quad \dot{I}^{03} \\
& \dot{\mathrm{I}}^{\mathrm{d}}=\quad-\dot{\underline{I}}^{2}  \tag{5.15}\\
& \dot{I}^{\mathbf{I}}=\dot{\underline{I}}^{1}+\dot{\underline{I}}^{2} \\
& \dot{I}^{G}=\quad-\dot{\underline{I}}^{3}
\end{align*}
$$

Substituting (5.15) into equations (5.12) (5.14) and simplifying gives

$$
\begin{array}{rlrl}
\left(\dot{Z}_{a}+\dot{Z}_{f}+\dot{Z}_{b}\right) \dot{I}^{1} & -\dot{Z}_{f} \dot{\underline{I}}^{2} & -\dot{Z}_{b} \dot{I}^{3} & =\dot{E}_{a}-\dot{E}_{\mathrm{E}}=\dot{E}_{b} \\
-\dot{Z}_{f} \dot{I}^{4}+\left(\dot{Z}_{f}+\dot{Z}_{d}+\dot{Z}_{c}\right) \dot{I}^{2} & -\dot{Z}_{c} \dot{I}^{3}=\dot{E}_{b}-\dot{E}_{f}-\dot{E}_{d} \\
-\dot{Z}_{b} \dot{I}^{1} & -\dot{Z}_{c} \dot{I}^{2}+\left(\dot{Z}_{b}+\dot{Z}_{c}+\dot{Z}_{g} \dot{I}^{3}=\dot{E}_{b}-\dot{E}_{c}-\dot{E}_{g}\right. \tag{5.16}
\end{array}
$$

The system of three equations (5.17) with the three mesh curreents as unknowns may now be readily solved. Once the mesh currents have been determined, the branch currents may be immediately found using (5.15).

The process of determing the unknown branch currents from the calculated mesh currents is so simple that nobody before Kron ever thought about the significance of such an obvious step. The branch cuxrents, being onemdimensional complex vectors, can be expressed in matrix form as

$$
[\dot{I}]=\left[\begin{array}{l}
\dot{I}^{\mathrm{a}}  \tag{5.17}\\
\dot{I}^{\mathrm{b}} \\
\dot{\mathrm{I}} \\
\dot{I}^{\mathrm{C}} \\
\dot{I}^{\mathrm{I}} \\
\dot{I}_{\mathrm{I}}^{\mathrm{g}}
\end{array}\right]
$$

Similarly, the three mesh currents may be expressed in matrix form as

$$
\left[I^{1}\right]=\left[\begin{array}{l}
\dot{I}^{1}  \tag{5.18}\\
\dot{I}^{2} \\
\dot{I^{3}}
\end{array}\right]
$$

The underscore notation for vectors has been dropped in (5.17) and (5.18) since no confusion can arise regarding the nature of the currents involved. In this treatise, the elements of a single column (or rowi) matrix will be considered as the projections of a vector in that particular reference frame. In (5.17), the vertical array of six complex quantities $\dot{\mathrm{I}}^{a}$. . $\dot{\mathrm{I}}^{\mathrm{g}}$ are the projections of a single complex vector $\dot{I}$. Corresponding to (5.17) and (5.18) the branch voltage matrix and the mesh voltage matrix are

$$
[\dot{E}]=\left[\begin{array}{c}
\dot{E}_{a}  \tag{5.20}\\
\dot{E}_{b} \\
\dot{E}_{0} \\
E_{c} \\
\dot{E}_{d} \\
\dot{E}_{0}
\end{array}\right] \quad(5.19), \text { and } \quad\left[\dot{E}^{0}\right]=\left[\begin{array}{c}
\dot{E}^{1} \\
\dot{E^{2}} \\
\dot{E}^{2} \\
\dot{E}^{3}
\end{array}\right]
$$

Two equations derived in Chapter II

$$
\begin{equation*}
\dot{I} \cdot \dot{I}=\dot{I}^{*} x \dot{I}=I^{2} \tag{5,21}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{\mathrm{P}}_{\mathrm{V}}=\dot{I} \cdot \dot{\mathrm{E}}=\dot{\mathrm{I}} \times \dot{\mathrm{E}} \tag{5.22}
\end{equation*}
$$

should be recalled at this point. From (5.21) and (5.22), it is seen that if $\dot{I}$ and $\dot{E}$ are to be expressed in matrix form then the multiplice cation of single-column matrices would be most useful if defined so that $\left[\dot{I}_{t}\right]$. [ $\left.\dot{I}\right]$ would be a real magnitude. This product of I-dimen sional complex matrices (vectors) will be distinguished from the product of other matrices by placing a dot (rather than a cross) between the two column (or row) matrices.

Definition 7 (product of single-column matrices - vectors): The product of two single-column matrices is obtained by moltiplying the conjugates of the elements of the first matrix by the corresponding elements of the second matrix and adding these products.

The coefficients of the mesh currents in (5.15) may be arranged in the matrix form

$$
[\mathrm{C}]=\left[\begin{array}{rrr}
1 & 0 & 0  \tag{5.23}\\
-1 & 0 & 1 \\
0 & 1 & -1 \\
0 & -1 & 0 \\
-1 & 1 & 0 \\
0 & 0 & -1
\end{array}\right]
$$

Using the rule for the multiplication of matrices given in Chapter IV, it can be readily verified that

$$
\begin{equation*}
[\dot{I}]=[C] \times\left[\dot{I}^{\prime}\right] \tag{5.24}
\end{equation*}
$$

where $[\dot{I}]$ and $[\dot{I}]$ are given by (5.17) and (5.18). The transfoman tion matrix (5.23) is of the greatest fundamental importance. As indicated by (5.24), the manner in which the closed contours are traced and the polarities assigned in the branches and meshes
detemine the reference frame (or coordinate system) in which these quantities are mathematically represented. A set of currents used in writing equations around one set of closed contours may be detemined from the values of other currents calculated using another set of contours and a transformation matrix; this matrix will generally be different for each different set of meshes used in writing the equations.

The relations of the elements of the $\left[E^{\circ}\right]$ matrix (5.20) to the branch voltages are contained in (5.16). Thus

$$
\begin{align*}
& \dot{E}_{1}=\dot{E}_{a}-\dot{E}_{f}-\dot{E}_{b} \\
& \dot{E}_{2}=\dot{E}_{c}+\dot{E}_{f}-\dot{E}_{d}  \tag{5.25}\\
& \dot{E}_{3}=\dot{E}_{b}-\dot{E}_{c}-\dot{E}_{g}
\end{align*}
$$

If the mesh impedences, the coefficients of the mosh currents in (5.16) are writtion in the matrix form

$$
\left[\dot{z}^{\dot{\prime}}\right]=\left[\begin{array}{ccc}
\dot{z}_{a}+\dot{z}_{f}+\dot{z}_{b} & -\dot{z}_{f} & -\dot{z}_{b} \\
-\dot{z}_{f} & \dot{z}_{f}+\dot{z}_{d}+\dot{z}_{c} & -\dot{z}_{c} \\
-\dot{z}_{b} & -\dot{z}_{c} & \dot{z}_{b}+\dot{z}_{c}+\dot{z}_{g}
\end{array}\right] \text { (5.26) }
$$

then the Ohm's law of the given network in matrix notation is

$$
\begin{equation*}
\left[\dot{E}^{\prime}\right]=\left[\dot{Z}^{\prime}\right] \times\left[\dot{I}^{0}\right] \tag{5.27}
\end{equation*}
$$

The elenents of the principal diagonal of (5.26) are the self impede ances of the three meshes, and the remaining olements are the mutual impedances among the three meshes. Since any two mesh currents always flow through a mutual impedance in opposite directions and the direction of flow of each mesh current around its ow mesh is always considered positive, the selif impedances will always be posc itive, and the mutabl impedances will always be negative. A more
compact notation for ( 5.26 ) is

$$
\left[\dot{z}^{\prime}\right]=\left[\begin{array}{ccc}
\dot{z}_{11} & -\dot{z}_{12} & -\dot{z}_{13}  \tag{5.26a}\\
\dot{z}_{21} & \dot{z}_{22} & -\dot{z}_{23} \\
\vdots & \dot{z}_{32} & \dot{z}_{33}
\end{array}\right]
$$

where the repeated subscripts refer to the self impedances of the meshes, and two different subscripts indicate the two meshes to which the impedance is common.

Since no magnetic coupling was assumed to exist among the six branches, the branch impedance matrix is simply the diagonal matrix

$$
[\dot{z}]=\left[\begin{array}{llllll}
\dot{z}_{\mathrm{a}} & 0 & 0 & 0 & 0 & 0  \tag{5.28}\\
0 & \dot{z}_{\mathrm{b}} & 0 & 0 & 0 & 0 \\
0 & 0 & \dot{z}_{\mathrm{c}} & 0 & 0 & 0 \\
0 & 0 & 0 & \dot{z}_{\mathrm{d}} & 0 & 0 \\
0 & 0 & 0 & 0 & \dot{z}_{\mathrm{f}} & 0 \\
0 & 0 & 0 & 0 & 0 & \dot{z}_{\mathrm{g}}
\end{array}\right]
$$

If (5.23) is multiplied by (5.28), the result is
$[\dot{z}] \times[\mathrm{c}]=\left[\begin{array}{cccccc}\dot{z}_{a} & 0 & 0 & 0 & 0 & 0 \\ 0 & \dot{z}_{b} & 0 & 0 & 0 & 0 \\ 0 & 0 & \dot{z}_{c} & 0 & 0 & 0 \\ 0 & 0 & 0 & \dot{z}_{d} & 0 & 0 \\ 0 & 0 & 0 & 0 & \dot{z}_{f} & 0 \\ 0 & 0 & 0 & 0 & 0 & \dot{z}_{\mathrm{g}}\end{array}\right] \times\left[\begin{array}{rrr}1 & 0 & 0 \\ -1 & 0 & 1 \\ 0 & 1 & -1 \\ 0 & -1 & 0 \\ -1 & 1 & 0 \\ 0 & 0 & -1\end{array}\right]$

$$
[\dot{z}] x[c]=\left[\begin{array}{ccc}
\dot{z}_{\mathrm{a}} & 0 & 0  \tag{5.29a}\\
\dot{z}_{\mathrm{b}} & 0 & \dot{z}_{\mathrm{b}} \\
0 & \dot{z}_{c} & -\dot{z}_{\mathrm{c}} \\
0 & \dot{z}_{\mathrm{c}} & 0 \\
\dot{z}_{\mathrm{f}} & \dot{\dot{z}}_{\mathrm{f}} & 0 \\
0 & 0 & -\dot{z}_{\mathrm{g}}
\end{array}\right]
$$

The transpose of (5.23) is

$$
\left[C_{t}\right]=\left[\begin{array}{cccccc}
1 & -1 & 0 & 0 & 1 & 0  \tag{5.30}\\
0 & 0 & 1 & -1 & 1 & 0 \\
0 & 1 & -1 & 0 & 0 & -1
\end{array}\right]
$$

The matrix product of (5.29a) multiplied by (5.30) is

$$
\begin{aligned}
& {\left[C_{t}\right] \times[\dot{z}] \times[c]=\left[\begin{array}{cccccc}
1 & -1 & 0 & 0 & -1 & 0 \\
0 & 0 & 1 & -1 & 1 & 0 \\
0 & 1 & -1 & 0 & 0 & -1
\end{array}\right] \times\left[\begin{array}{ccc}
\dot{z}_{a} & 0 & 0 \\
\dot{z}_{b} & 0 & \dot{z}_{\mathrm{b}} \\
0 & \dot{z}_{c} & -\dot{z}_{c} \\
0 & \dot{z}_{d} & 0 \\
\dot{z}_{\mathrm{f}} & \dot{z}_{f} & 0 \\
0 & 0 & -\dot{z}_{g}
\end{array}\right] \text { (5.31) }} \\
& {\left[c_{t}\right] \times[\dot{z}] \times[c]=\left[\begin{array}{lll}
\dot{z}_{a}+\dot{z}_{b}+\dot{z}_{f} & -\dot{z}_{f} & -\dot{z}_{b} \\
-\dot{z}_{f} & \dot{z}_{c}+\dot{z}_{d}+\dot{z}_{f} & -\dot{z}_{c} \\
-\dot{z}_{b} & -\dot{z}_{c} & \dot{z}_{b}+\dot{z}_{c}+\dot{z}_{g}
\end{array}\right](5.31 a)}
\end{aligned}
$$

Equation (5.31a) is exactly the same as (5.26) ; that is

$$
\begin{equation*}
\left[\dot{z}^{\prime \prime}\right]=\left[c_{t}\right] \times[\dot{z}] \times[c] \tag{5.32}
\end{equation*}
$$

Equation (5.32) is of equal importance to (5.24). The mesh impedance matrix is determined from the branch impedance matrix and the transformation matrix using this equation (5.32). Even with magnetice
coupling of branches present', it is usually a simple matter' to write down the branch impedance matrix [这]. In fairly simple circuits with magnetic coupling of branches, the task of writing down the mesh impedance matrix directly becomes highly complicated and strict attention must be paid to signs. However, even for more complicated networks, the transformation equation (5.32) always gives the correct magnitudes and signs of the various elements of the mesh impedance matrix $\left[\dot{z}^{\prime}\right]$.

If' the brench voltage matrix (5.19) is multiplied by the transpose of [C] (5.30), the result is

$$
\begin{gather*}
{\left[C_{t}\right] \times[\dot{E}]=\left[\begin{array}{cccccc}
1 & -1 & 0 & 0 & -1 & 0 \\
0 & 0 & 1 & -1 & 1 & 0 \\
0 & 1 & -1 & 0 & 0 & -1
\end{array}\right] \times\left[\begin{array}{l}
\dot{E}_{a} \\
\dot{E}_{b} \\
\dot{E}_{c} \\
\dot{E}_{d} \\
0 \\
\dot{E}_{d} \\
\dot{E}_{g} \\
\dot{g}_{g}
\end{array}\right]}  \tag{5.33}\\
{\left[C_{t}\right] \times[\dot{Z}]=\left[\begin{array}{lll}
\dot{E}_{a} & =\left[\dot{E}_{b}-\dot{E}_{f}\right. \\
\dot{E}_{c}-\dot{E}_{d}+\dot{E}_{f} \\
\dot{E}_{b}-\dot{E}_{c}-\dot{E}_{g}
\end{array}\right]} \tag{5.33a}
\end{gather*}
$$

The column matrix (5.33a) is exactly the same as the mesh voltage matrix (5.20), the elements of which are defined by (5.25). That is

$$
\begin{equation*}
\left[\dot{E}^{\prime}\right]=\left[C_{t}\right] \times[\dot{E}] \tag{5.34}
\end{equation*}
$$

Equation (5.34) specifies the maner in which the mesh voltage matrix may be obtained from the branch voltage matrix and the transformation matrix.

Given the network in figupe 14, the steps necessary to arrive ato a solution for the branch currents may be sumarized as follows:

1. From the given network, write down the two matrices [E] (5.19) and $[\dot{z}]$ (5.28).
2. Construct a suitable set of $\mathrm{B}-\mathrm{P}(=3)$ meshes, and construct the transformation matrix [C] (5.23).
3. By matrix multiplication, determine $\left[{ }^{\circ}{ }^{\prime \prime}\right]$ (5.34) and $\left[\dot{z}^{\prime \prime}\right]$ (5.32). 4. Maltiply both sides of $(5.27)$ by the inverse of $\left[\dot{z}_{1}^{1}\right]$ to give

$$
\left[\dot{I}^{\prime}\right]=\left[\dot{Z}^{\prime}-1\right] \times\left[\dot{E}^{\prime}\right]
$$

5. Using (5.24), determine the branch currents from

$$
[\dot{I}]=[C] \times\left[\dot{I}^{\prime}\right]
$$

General Proof of the Transformation Equations for Voltage and Impedance:

The network given in figure 14 will be used as a visual aid in formulating the general transformation equations of voltage and impeda ance. The proof will make use of two auxiliary networks; the first of these two networks Kron called the "primitive network". The proime itive network consists of $B$ meshes obtained by shortacircuiting each branch of the given network. The primitive network of figure 14 is show in figure 16.


Fisgure 16
Primitive Network

It is evident that the branch voltage matrix and the branch impedance matrix are the same for the primitive network (figure 16) and for the given network (figure 14). Since the currents for the primitive neto work are obviously different from the branch currents of the given network, these currents will be represented by the matrix

$$
[\dot{J}]=\left[\begin{array}{c}
\dot{j}^{a}  \tag{5.35}\\
\dot{o}^{b} \\
\dot{j}^{c} \\
\dot{j}^{d} \\
\dot{j}^{f} \\
\dot{J} E
\end{array}\right]
$$

The Ohm's law equation for the primitive network is

$$
\begin{equation*}
[\dot{E}]=[\dot{Z}] \times[\dot{J}] \tag{5.36}
\end{equation*}
$$

where [ $\dot{E}]$ and [ $\dot{\mathrm{Z}}]$ are derined by (5.19) and (5.28), respectively.
The second auxiliary network needed in the proof Kron called the "intermediate network". The intermediate network is obtained from the given network by adding enough impedance-less connections so that each branch of the given network is short-circuited. The interme. diate network of figure 14 is show in figure 17 .


Figure 17
Intermediate Network

There are numerous ways of constructing the intermediate network pictured in figure 17. Six suitable meshes must now be selected on figure 17. The first three meshes selected will be the same three used in the previous solution of figure 14 as indicated in figure 15. Each of the last three meshes chosen must include at least one of the shortmcircuits, and all three of the shortacircuits must be used. The last three meshes will be chosen as follows: mesh 4 - branch $d$ and shortocircupt $D A$ mesh 5 mbanch $\pm$ and shortacircuit $C A$ mesh 6 - branch $g$ and shortwcircuit $B D$ Of course, many other choices were possible for meshes 406.

The branch current matrix $[(\dot{I})]$ and the mesh current matrix $\left.\left[\dot{I}^{\prime}\right)\right]$ of the intermediate network are
$[(\dot{I})]=\left[\begin{array}{c}\left(\dot{I}^{a}\right) \\ \left(\dot{I}^{o}\right) \\ \left(\dot{I}^{c}\right) \\ \left(\dot{I}^{d}\right) \\ \left(\dot{I}^{f}\right) \\ \left(\dot{I}^{g}\right)\end{array}\right] \quad(5.37)$, and $\quad\left[\left(\dot{I}^{1}\right)\right]=\left[\begin{array}{c}0 \\ \left(\dot{I}^{1}\right) \\ \dot{\left(I^{2}\right)} \\ \left.\dot{\left(I^{3}\right.}\right) \\ \dot{( }) \\ \left.\dot{I^{4}}\right) \\ \left(\dot{I}^{5}\right) \\ \left(\dot{I^{6}}\right)\end{array}\right]$
where the parentheses'within the 'breckets refex to the currents of the intermediate network. From ficure 17, the relation between the branch currents and mesh currents of the intermediate network is

$$
\begin{gather*}
{\left[\begin{array}{c}
\left(\dot{I}^{a}\right) \\
\left(\dot{I}^{b}\right) \\
\left.\dot{I}^{\mathrm{c}}\right) \\
\left(\dot{I}^{\mathrm{d}}\right) \\
\left(\dot{I}^{\mathrm{a}}\right) \\
\left(\dot{I}^{\mathrm{g}}\right)
\end{array}\right]=\left[\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & -1 & 0 & 0 & 0 \\
0 & -1 & 0 & 1 & 0 & 0 \\
-1 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & -1 & 0 & 0 & -1
\end{array}\right] \times\left[\begin{array}{c}
\left(\dot{I}^{1}\right) \\
\left.\dot{I}^{2}\right) \\
\left(\dot{I}^{3}\right) \\
\left(\dot{I}^{3}\right) \\
\left(\dot{I}^{4}\right) \\
\left(\dot{I}^{5}\right) \\
\left(\dot{I}^{6}\right)
\end{array}\right]}  \tag{5.39}\\
\left.[\dot{I})][M] \times\left[\dot{( }^{1}\right)\right] \tag{5.39a}
\end{gather*}
$$

or
The currents in the primitive network are numerically equal to the branch currents [( $\dot{I})$ ] in the intermediate network. Equation (5.39a) is valid for all numerical values of the two sets of currents: this equation depends only on the topology of the network, $\underline{z}_{0}$.e., the meshes chosen and the positive directions assigned in the branches and in the meshes. The values of the two sets of currents could be changed by changing the values of the branch impedances. In partice ular, if the impedance-less connections were open-circuited, ㄹ.e.o the impedance made infinite, the two sets of currents would become the corresponding two sets of the given network (figure I4). Thus

$$
\left.\left[\dot{I}^{8}\right)\right]=\left[\begin{array}{c}
\left(\dot{I}^{3}\right)  \tag{5.41}\\
\left(\dot{I}^{2}\right) \\
\left(\dot{I}^{3}\right) \\
\left(I^{4}\right) \\
\left(I^{5}\right) \\
\left(I^{6}\right)
\end{array}\right] \text { becomes } \quad\left[\dot{I}^{3}\right]=\left[\begin{array}{c}
\dot{I^{2}} \\
\dot{I}^{2} \\
\dot{I^{3}} \\
0 \\
0 \\
0
\end{array}\right]
$$

since $\dot{I}^{4}, \dot{I}^{5}$, and $\dot{I}^{6}$ are now zero. However. regardless of the walues of the two sets of currents, equation (5.39a) still holds, hence

$$
\begin{equation*}
[\dot{I}]=[M] \times\left[\dot{I}^{\prime}\right] \tag{5.42}
\end{equation*}
$$

$$
\left[\begin{array}{c}
\dot{I}^{a}  \tag{5.42a}\\
\dot{I}^{b} \\
\dot{I}^{c} \\
\dot{I}^{d} \\
\dot{I}^{d} \\
\dot{I}^{d}
\end{array}\right]=\left[\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
0 I & 0 & I & 0 & 0 & 0 \\
0 & I & -1 & 0 & 0 & 0 \\
0 & -1 & 0 & 1 & 0 & 0 \\
-1 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & -1 & 0 & 0 & -1
\end{array}\right] \times\left[\begin{array}{c}
\dot{I}^{1} \\
\dot{I}^{2} \\
\dot{I}^{2} \\
0 \\
0 \\
0
\end{array}\right]
$$

When multipijed together, the elements of the last three columns of the matrix [M] will be multiplied by the olements of the last three rows of $\left[\dot{I}^{\prime \prime}\right]$, which are zero. Therefore the last three columns of the nonsingular matrix [M] may be set equal to zero giving the singralar matrix $\left[\mathbb{M}^{\prime}\right]$, since the values of the branch currents will not be affected.

$$
\left[\begin{array}{c}
\dot{I}^{2}  \tag{5.43}\\
0 \\
\dot{I}^{\mathrm{b}} \\
\dot{I}^{c} \\
\dot{I}^{d} \\
\dot{I}^{f} \\
\dot{I}^{d}
\end{array}\right]=\left[\begin{array}{cccccc}
I & 0 & 0 & 0 & 0 & 0 \\
-I & 0 & I & 0 & 0 & 0 \\
0 & I & -I & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 \\
-I & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0
\end{array}\right] \times\left[\begin{array}{c}
\dot{I}^{1} \\
\dot{I}^{2} \\
\dot{I}^{3} \\
0 \\
0 \\
0
\end{array}\right]
$$

or

$$
\begin{equation*}
[\dot{I}]=\left[M^{\prime}\right] \times\left[\dot{I}^{\prime}\right] \tag{5.43a}
\end{equation*}
$$

Equations (5.43) and (5.43a) are equivalent to
or

$$
\begin{align*}
& {\left[\begin{array}{c}
\dot{I}^{a} \\
\dot{I}^{b} \\
\dot{I}^{c} \\
\dot{I}^{d} \\
\dot{I}^{d} \\
\dot{I}^{\mathrm{a}}
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & 0 \\
-1 & 0 & 1 \\
0 & 1 & -1 \\
0 & -1 & 0 \\
-1 & 1 & 0 \\
0 & 0 & -1
\end{array}\right] \times\left[\begin{array}{l}
\dot{I}^{d} \\
\dot{I}^{a} \\
\dot{I}^{2} \\
\dot{I}^{3}
\end{array}\right]}  \tag{5.44}\\
& {[\dot{I}]=[C] \times\left[\dot{I}^{\prime}\right]} \tag{5.44a}
\end{align*}
$$

Thus the rectangular ( $B \times M$ ) matrix [ $C$ ] has been derived from the nonsingular square matrix [M].

The voltmamperes in the primitive network are given by

$$
\begin{equation*}
\dot{P}_{v}=\left[\dot{\mathcal{J}}_{\mathrm{t}}\right] \cdot[\dot{\mathrm{E}}] \tag{5.45}
\end{equation*}
$$

as given by definition 7 and (5.22). Each branch of the intermediate network (figure 17) is shortmcircuited the same as each element of the primitive network (figure 16). Therefore the anc voltmamperes for the intermediate network are the same as for the primitive net. work. Hence $\quad \dot{\mathrm{P}}_{\mathrm{v}}=\left[(\dot{\mathrm{I}})_{\mathrm{t}}\right] \cdot[\dot{\mathrm{E}}] \quad:(5.46)$
Equating (5.45) and (5.46) and substituting for $[(\mathcal{I})]$ from (5.39a) giyes $\quad\left[\dot{J}_{t}\right] \cdot[\dot{E}]=\left([M] \times\left[\left(\dot{I}^{\prime}\right)\right]\right)_{t} \cdot[\dot{E}]$
Denoting the mesh voltage matrix by $\left[\left(\dot{E}^{\dot{\theta}}\right)\right]_{0}$ the voltwamperes for the intermediate network may be written in terms of the mesh voltage $\operatorname{matrix}\left[\left(\dot{E}^{\prime}\right)\right]$ and the mesh current matrix $\left[\left(\dot{I}^{\prime}\right)\right]$ as

$$
\begin{equation*}
\dot{P}_{v}=\left[\left(\dot{I}^{1}\right)_{t}\right] \cdot\left[\left(\dot{E}^{t}\right)\right] \tag{5.48}
\end{equation*}
$$

Equating (5.47) and (5.48) gives

$$
\begin{equation*}
\left.\left[\left(\dot{I}^{\prime}\right)_{t}\right] \cdot\left[\dot{( }^{\prime}\right)\right]=\left([\mathrm{M}] \times\left[\left(\dot{I}^{\prime}\right)\right]\right)_{t} \cdot[\dot{E}] \tag{5.49}
\end{equation*}
$$

or

$$
\begin{equation*}
\left[\left(\dot{I}^{\prime}\right)_{t}\right] \cdot\left[\left(\dot{\mathbb{E}}^{\prime}\right)\right]=\left[\left(\dot{I}^{\prime}\right)_{t}\right] \cdot\left[M_{t}\right] \times[\dot{\mathbb{E}}] \tag{5.49a}
\end{equation*}
$$ Since (5.49a) must hold for all values of $\left[\left(\dot{I}^{\prime}\right)\right]$, then

$$
\begin{equation*}
[(\dot{\mathbb{E}})]=\left[M_{t}\right] \times[\dot{E}] \tag{5.50}
\end{equation*}
$$

The form of (5.50) is not affected by the topology of the network. hence removing the short-circuits ( 5.50 ) becomes

$$
\begin{equation*}
\left[\dot{E}^{\dot{B}}\right]=\left[M_{t}\right] \times[\dot{E}] \tag{5.51}
\end{equation*}
$$

As shown in (5.43) and ( 5.44 ), when the impedance less connections are removed the matrix [M] becomes [C]. Equation (5.51) can thus be written

$$
\begin{equation*}
\left[\dot{E}^{0}\right]=\left[C_{t}\right] \times[\dot{E}] \tag{5.52}
\end{equation*}
$$

Equation (5.52) is the same as (5.34); the voltage transformation equation has thus been proven.

For the primitive network, the equation

$$
\begin{align*}
& {[\dot{\mathrm{E}}]=[\dot{\mathrm{Z}}] \times[\dot{\mathrm{I}}]}  \tag{5.53}\\
& [\dot{\mathrm{E}}]=[\dot{\mathrm{Z}}] \times[\dot{\mathrm{I}})] \tag{5.53}
\end{align*}
$$

when the branch currents of the internediate network are used. Substituting [ $(\dot{I})]$ from (5.39a) into (5.53) gives

$$
\begin{equation*}
[\dot{\mathrm{E}}]=[\dot{Z}] \times[\mathrm{M}] \times\left[\left(\dot{I}^{\prime}\right)\right] \tag{5.54}
\end{equation*}
$$

Substi.tuting (5.54) into (5.51) yields

The equations

$$
\begin{gather*}
{\left[\dot{E}^{1}\right]=\left[M_{t}\right] \times[\dot{\mathrm{Z}}] \times[M] \times\left[\left(\dot{I}^{0}\right)\right]}  \tag{5.55}\\
{\left[\dot{E}^{\prime}\right]=\left[\dot{Z}^{\prime \prime}\right] \times\left[\dot{I}^{\prime 0}\right]} \tag{5.56}
\end{gather*}
$$

and (5.55) must hold for all values of $\left.\left[\dot{I}^{\prime}\right)\right]$ o hence

$$
\begin{equation*}
\left[\dot{z}^{\dot{z}}\right]=\left[\mathrm{M}_{\mathrm{t}}\right] \times[\dot{z}] \times[\mathrm{M}] \tag{5.57}
\end{equation*}
$$

Replacing [M] by [C], equation ( 5.57 ) becomes the same as (5.32), the second transformation relation that was to be proven.

## Covariance and Contravariance of Voltage <br> and Current Vectors

It was pointed out earlier that, the transformation matixix [C] (5.23) is entirely determined by the topology of the given network (figure 14), $\mathrm{I}_{0} \cdot \mathrm{O}_{0}$ the location of the meshes and the positive directions assigned in the branches and meshes. Allowing the possibility of using the same branch more than once in a mesh, the number of different meshes that can be drawn is obviously infinite, Le Corbeiller has shown that for each of thesei ( $B \times M$ ) transforma. tion matrices $\left.\left[C_{1}\right]_{0}\left[C_{2}\right]_{0}\left[C_{3}\right]_{0} \ldots C_{n}\right]_{0} \ldots$
there exists a corresponding ( $M \times M$ ) nonsingular matrix [ $K$ ] sate. ifying the equation ${ }^{2} \quad\left[C_{n}\right]=\left[C_{1}\right] \times\left[K_{n}\right]$

Thas there is a one-tocone correspondence between the two sets of matrices $\quad\left[C_{1}\right]_{0}\left[C_{2}\right]_{0}\left[C_{3}\right]_{0} \ldots \ldots\left[C_{n}\right]_{0} \omega_{0} \cdot$ and $\quad[I]_{0}\left[K_{2}\right]_{0}\left[K_{3}\right]_{0} \ldots\left[K_{n}\right] \ldots \ldots$
The [C] matrices (5.57) are rectangular and consequently have no inverses: The nonsingular square [K] matrices (5.59) may be used in derivations requiring matrices which have irverses.

The concepts of covariance and contravariance of voltage and current are closely associated with similar concepts of the mechanical analogies of electrical quantities. Therefore an example from mechanics of a particle of unit mass moving in a plane under the influence of a fore $F$ will be used to introduce these concepts.

If a Cartesian coordinate system is constructed on the plane of motion of the particle, the projections of the force acting on the
${ }^{2}$ Ibid. pp. $52-56$.
parbitie are

$$
\begin{equation*}
F_{x_{1}}=\frac{\partial V}{\partial x_{1}}\left(x_{1}, x_{2}\right) \text { and } F_{x_{2}}=\frac{\partial V\left(x_{1}, x_{2}\right)}{\partial x_{2}} \tag{5.60}
\end{equation*}
$$

where $\bar{V}\left(x_{1}, x_{2}\right)$ is the velocity of the particle. A linear transfoma tion from the old coordinates ( $x_{1}, x_{2}$ ) to new ones ( $x_{1}, x_{2}^{1}$ )

$$
\begin{align*}
& x_{1}^{\prime}=a x_{1}+b x_{2} \\
& x_{2}^{\prime}=c x_{1}+d x_{2} \tag{5.61}
\end{align*}
$$

may be expressed in matrix form as

$$
\left[\begin{array}{l}
x_{1}^{0}  \tag{5,62}\\
x_{2}^{1}
\end{array}\right]=\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] x\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]
$$

or

$$
\begin{equation*}
\left[X^{\prime}\right]=[T] x[X] \tag{5.62a}
\end{equation*}
$$

Expressed in terms of the new coordinates ( $x_{1}^{1}, x_{2}^{0}$ ), the projections of the velocity of the paxticle are

$$
\begin{align*}
& V_{x_{1}}=\frac{d x_{1}}{d t}=a \frac{d x_{1}}{d t}+b \frac{d x_{2}}{d t}  \tag{5.63}\\
& V_{x_{2}^{\prime}}=\frac{d x^{\prime}}{d t}=\frac{d x_{1}}{d t_{1}}+d \frac{d x_{2}}{d t}
\end{align*}
$$

Equation (5.63) expressed in matrix form is

$$
\left[\begin{array}{c}
v_{x_{1}^{\prime}}  \tag{5.64}\\
v_{x \frac{1}{2}}
\end{array}\right]=\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \quad x\left[\begin{array}{c}
\frac{d x_{1}}{d t} \\
\frac{d x_{2}}{d t}
\end{array}\right]
$$

In terms of the new coordinates, the projections of the force are

$$
\begin{align*}
& F_{x_{1}^{\prime}}=\frac{\partial V}{\partial x_{1}^{\prime}}\left(x_{1}^{1} \cdot x_{2}^{\prime}\right)=\frac{\partial V}{\partial x_{1}} \frac{\partial x_{1}}{\partial x_{1}^{1}}+\frac{\partial V}{\partial x_{2}} \frac{\partial x_{2}}{\partial x_{1}^{\prime}}  \tag{5.65}\\
& F_{x_{2}^{\prime}}=\frac{\partial V}{\partial x_{2}^{\prime}}\left(x_{1}^{1}, x_{2}^{!}\right)=\frac{\partial V}{\partial x_{1}} \frac{\partial x_{1}^{1}}{\partial x_{2}^{1}}+\frac{\partial V}{\partial x_{2}^{\prime}} \frac{\partial x_{2}}{\partial x_{2}^{7}}
\end{align*}
$$

Solving for $x_{1}$ and $x_{2}$ in terms of $x_{1}^{1}$ and $x_{2}^{1}$ gives

$$
\begin{equation*}
x_{1}=\frac{d}{a d-b c} x_{1}^{1}-\frac{b}{a d-b c} x_{2}^{\prime} \tag{5.66}
\end{equation*}
$$

$$
\begin{gather*}
x_{2}=\frac{-c}{a d-b c} x_{1}^{\prime}+\frac{a}{a d-b c} x_{2}^{\prime}  \tag{5.66}\\
{[X]=\left[T^{1}\right] X^{1}\left[X^{0}\right]} \tag{5,66a}
\end{gather*}
$$

Substituting the appropriate derivatives of (50.66) into (5.65) gives
or

$$
\begin{gather*}
F_{X_{1}}=\frac{d}{a d-b c} F_{X_{1}}+\frac{-c}{a d-b c} F_{X_{2}}  \tag{5.67}\\
F_{X_{2}}=\frac{-b}{a d-b c} F_{X_{1}}+\frac{a}{a d-b c} F_{X_{2}} \\
{\left[F^{\prime}\right]=\left[T_{t}^{* 1}\right] \times\left[F^{\prime}\right]} \tag{5.67}
\end{gather*}
$$

Thus when the coordinates axe transformed by the matrix [T]. the velocity of the particle is transformed by [T] also, but the force acting on the particle is transformed by the trenspose of the inverse of $[T]$ 。 $\left[T_{t}^{-1}\right]$. In general. quantities which are transformed by [T] when the coordinates are transformed by [T] are called "contraw variant" quantities; quantities that are transformed by [ $\left.\mathbb{q}_{t}^{w 1}\right]$ as a result of the coordinates being transformed by [T] are called "covariant" quantities.

In the solution of the network given in figure I4, it was shown (5:24) that the branch and mesh currents are related by the equation

$$
\begin{equation*}
[\dot{I}]=\left[C_{1}\right] \times\left[\dot{I}^{\prime}\right] \tag{5.68}
\end{equation*}
$$

If another set of meshes were chosen, the equation analogous to (5.68)
would be $\quad[\dot{I}]=\left[C_{2}\right] \times\left[I^{\prime \prime}\right]$
From (5.58)

$$
\begin{equation*}
\left[C_{2}\right]=\left[\mathrm{C}_{1}\right] \times\left[\mathrm{K}_{2}\right] \tag{5.69}
\end{equation*}
$$

Hence, equating (5.68) and (5.69)
${ }^{2}$

$$
\begin{align*}
{\left[C_{1}\right] \times\left[\dot{I}^{\prime}\right] } & =\left[\mathrm{C}_{2}\right] \times\left[\dot{I}^{\prime \prime}\right]  \tag{5.71}\\
{\left[\dot{I}^{\prime}\right] } & =\left[\mathrm{K}_{2}\right] \times\left[\dot{I}^{\prime \prime}\right]  \tag{5.71a}\\
{\left[\dot{E}^{\prime}\right] } & =\left[C_{1_{t}}\right] \times[\dot{E}]  \tag{5.72}\\
{\left[\dot{E}^{\prime \prime}\right] } & =\left[C_{2_{t}}\right] \times[\dot{E}]
\end{align*}
$$

$$
\text { Considering voltages } \quad[\dot{\mathbb{E}}]=\left[\mathrm{C}_{1_{t}}\right] \times[\dot{E}]
$$

and
but

$$
\begin{equation*}
\left[C_{2_{t}}\right]=\left(\left[C_{1}\right] \times\left[K_{2}\right]\right)_{t}=\left[K_{2_{t}}\right] \times\left[C_{1_{t}}\right] \tag{5.70a}
\end{equation*}
$$

Hence

$$
[\dot{E}]=\left[\mathrm{K}_{a_{t}}\right] \times\left[C_{1_{t}}\right] \times[\dot{\mathrm{E}}]
$$

From (5.72) and (5.74), it follows that

$$
\begin{equation*}
\left[\dot{E}^{\prime \prime}\right]=\left[K_{2_{t}}\right] \cdot x\left[\dot{E}^{0}\right] \tag{5.75}
\end{equation*}
$$

Since $\left[K_{2}\right]$ is nonsingular, (5.75) may be solved for $\left[\dot{E}^{\circ}\right]$

$$
\begin{equation*}
\left[\dot{E}^{\dot{q}}\right]=\left[K_{2}^{-1}\right] \times\left[E^{\prime \prime}\right] \tag{5.76}
\end{equation*}
$$

Equations (5.71a) and (5.76) show the basic difference in the transo formation of currents and voltages. Equation (5.71a) and (5.76) are of the same type as (5.64a) and (5.67a). If one of the two sets of quantities, currents or voltages, are transformed by a certain none singular matrix, the other is transformed by the transpose of the inverse of that matrix. Actually, either set of quantities, currents or voltages, could be transformed first. The tendency of engineers to begin the analysis of a network by establishing the relations between the branch and mesh currents and the prevalent use of the forcewoltage, mass-inductance and velocity-current system of mechanical analogies dictate the choice of currents as contravariant quantities and voltages as covariant quantities. The location of the indices will be used to indicate whether a vector is covariant or contravariant. A single superscript will be used to denote a contravariant vector, and a single subscript will be used to denote a covariant vector. This notation will be used throughout this dissertation. Later in this chapter, it will be shown that a covariant or contravariant vector is a special case of a more general entity, a tensor.

The Nature of AcC Network Quantities as Determined by Their Transformations

The manner in which sinusoidal voltages and currents could be represented by one-dimensional complex vectors was denonstrated in Chapter II. This demonstration was based upon the geometric cone cept of a rotating vector. Such an explanation of the representa tion of ace voltages and currents by complex vectors was sufficient at that time and permitted the illustrations of the use of the notaw tion to be presented immediately in Chapter III. However. to the truly inquiring mind, the establishment of an algebra upon a concept no more concrete than the intuitive idea of a rotating vector is fax from satisfying. In this section, it will be shown that the fundamental reason for representing awe voltages and currents as complex vectors is based upon the manner in which these quantities, currents and yoltages, are tronsformed when the reference frame in which they are represented is subjected to a linear transformation.

Earlier in this chapter, it was shown that there existed a set of transformation matrices [C] (5.23), relating the branch and mesh currents, the elements of which were dependent upon the topology of the given network. For each choice of meshes, there exists a partice ular transformation matrix [C] and a corresponding meshocurrent $\operatorname{matrix}\left[I^{n}\right]$.

Matrices were first introduced to reduce the large number of symbols or equations that had to be manipulated to a single symbol ar equation. The first result of the adoption of the matrix notation was an obvious economy of space realized for a given number of
manipulations. But now it is found that the entities, matrices. which were introduced to reduce the number of quantities to be manip. ulated have become great in number also. for example, there are many meshocurrent matrices [ $\dot{I}^{\prime}$ ]. This line of reasoning leads in'a nato ural way to the following definition. .

Definition 8 (tensor): A collection of noway matrices forms a physe ical entity, a tensor of valence $n_{1}$ if with the aid of a group of transformation matrices [C] they can be transformed into one another: ${ }^{3}$

The process of changing from one set of meshes to another' set of meshes is equivalent to changing coordinate systems. The colleco tion of all the meshmeurent matrices forms the meshecurrent tensorb each of the mesh-current matrices is the projection of the mesh current tensor in that particular coordinate system (reference frame). Since the meshocurrent matrices are 1-way (column) matrices, the mesh-current tensor is a tensor of valence 1 . A tensor of valence 1 is called a vector. Thus the mesh-current vector is the collection of all the mesh-current matrices [ $I^{\prime \prime}$ ], each particular meshocurrent matrix being the projection of the meshecurrent vector in that particular reference frame. It has been shown that the meshecurrent matrices transform as contravariant quantities (5.71a). Hence the coliection of the meshocurrent matrices is a contravariant tensor (or vector) of valence 1.

For each of the meshocurrent matrices resulting from choosing several different sets of meshes, there is a corresponding meshe voltage matrix. The collection of all the l-way meshovoltage matroices is the meshovoltage tensor (or vector) of valence $I_{\text {. . It has been }}$
${ }^{3}$ Gabriel Kron, Tensor Analysis (New York, 1942): p. 40.
shown that the meshovoltage matrices transform as covariant quantites (5.76). Therefore the collection of all the meshwoltage matrioes constitutes a covariant tensor (or vector) of valence la

The transformation equation of the impedance [ $Z$ ] has been shom to be

$$
\begin{equation*}
\left[\stackrel{0}{z}^{\eta}\right]=\left[\mathrm{C}_{t}^{\prime}\right] \times[\stackrel{\theta}{\mathrm{Z}}] \times[\mathrm{C}] \tag{5,32}
\end{equation*}
$$

It should be noted that while the transformation equations of currents $(5.24)$ and voltages (5.34) attract only one transformation matian each the transformation equation of impedance (5.32) attracts two transformation matrices. The tem "valence" grew out of this "chemical" proper"ty of different kinds of tensore. Definition 9 (valence): The valence of a given tensor is the number of transformation tensors required to trensform the grien tonsor When the reference frame has been subjected to a linear fronsformaw tion.
From the previous analysis and definttions 8 and 9 , it is apparent that the collection of all the 2 may impedance matrices. correspond. ing to the various chojces of meshes, constitutes a tensor of valence 2. In index'notation, (5.32) is

$$
\begin{equation*}
\dot{Z}_{m^{\prime} n}=\dot{Z}_{m n} C_{m}^{m} C_{n}^{n} \tag{5.77}
\end{equation*}
$$

The equations of transformation for currents (5.24) and voltages (5.34) may be written in index notation as
and

$$
\begin{align*}
& \dot{I}^{m}=C_{n}^{m} \dot{I}^{m}  \tag{5.78}\\
& \dot{E}_{n}=C_{m}^{m} \dot{E}_{m} \tag{5.79}
\end{align*}
$$

The positions of the indices in (5.78) and (5.79) are used to indicate the contravariant nature of the currents and the covariant nature of the voltages. The double indices of $\dot{Z}$ in (5.77) are both subseriptis.

Equation (5.77) is a covariant transformation of $\dot{Z}_{m n}$ into $\dot{Z}_{m} n_{n}$. Thus the collection of all the impedance matrices [ $\dot{Z}]$ is a tensor of covariant valence 2 。

The law of transformation of the transformation matrix [C]
(5.23) will now be derived. Given the equation

$$
\begin{equation*}
[\dot{I}]=[C] \times[\dot{I}] \tag{5.80}
\end{equation*}
$$

let $[\dot{I}]$ and $\left[\dot{I}^{\prime}\right]$ be changed by
$[\dot{I}]=\left[C_{i}\right] \times\left[\dot{I}^{\prime \prime}\right]$
and
$\left[\dot{I}^{n}\right]=\left[C_{2}\right] \times\left[\dot{I}^{\prime \prime \prime}\right]$
Substituting (5.81) and (5.82) in (5.80) gives

$$
\begin{gather*}
{\left[C_{1}\right] \times\left[I^{\prime \prime}\right]=[C] \times\left[C_{2}\right] \times\left[I^{\prime \prime \prime}\right]}  \tag{5,83}\\
{\left[I^{\prime \prime}\right]=\left[C_{1}^{-1}\right] \times[C] \times\left[C_{2}\right] \times\left[I^{\prime \prime \prime}\right]}  \tag{5,84}\\
{\left[I^{\prime \prime \prime}\right]=\left[C^{\prime}\right] \times\left[I^{\prime \prime \prime}\right]} \tag{5.85}
\end{gather*}
$$

If

$$
\begin{equation*}
\left[C^{0}\right]=\left[C_{1}^{-1}\right] \times[C] \times\left[C_{2}\right] \tag{5.86}
\end{equation*}
$$

then

$$
\begin{equation*}
c_{n^{n^{\prime}}}^{n^{\prime \prime}}=c_{n^{8}}^{n} c_{n}^{n^{\prime \prime}} c_{n^{10}}^{n^{0}} \tag{5,86a}
\end{equation*}
$$

or in index notation $\quad C_{n^{n i}}^{n^{n}}=C_{n^{8}}^{n} C_{n}^{n^{n}} C_{n^{14}}^{n^{0}}$
It is evident from $(5,86)$ and (5.86a) that the collection of all the transformation matrices [C] is a tensor of valence two but the posice tions of the indices indicate that the transformation tensor is dife ferent from the impedance tensor. The two indices on the transformation tensor $C_{n}^{n}$ refer to two different reference frames. Whereas the two indices on the impedance tensor $Z_{\mathrm{mn}}$ both refer to the same reference frame. Since the transformation tensor has one upper and one lower index, it is called a mixed tensor of covariant valence $I$ and contravariant valence $I$.

The equation for the total voltomperes

$$
\begin{equation*}
\left[\dot{P}_{v}\right]=\left[\dot{I}_{t}\right] \cdot[\dot{E}] \tag{5.87}
\end{equation*}
$$

gives the sane results regardiess of what set of voltages and corresponding set of currents are used. The indicated matrix multiplication in ( 5.87 ) gives a single quantity, a scalar, hence $\dot{P}_{V}$ is an invariant. The essence of ( 5.87 ) is that the mere representation of currents and voltages in different reference frames does not change the total energy input to the network in which these voltages and currents exist. This result is certainly logical, and its tauth is selfoevident. In the Sumary of Chapter II, it was obsexved that the representation of amc voltages and currents by complex vectors lost part of the geometric description gained by the use of twodimensional real vectors. However the invariant nature of voltwamperes gained by using tensor (complex vector) notation is of far moxe significance than the slight loss of the desemiptiveness of twodimensional real vectors.

The greatest single advantage of representing ame network quantitities as tensors has not yet'been mentioned. A tensor equation is merely an expression of the natural behavior of several associated physical quantities. It can not be overemphasized that the natrual behavior of a physical quantity does not change'regardless of the system (network) that it is placed in or the mathematical reference frame in which it might be represented, Thus a tensor equation that has been established for one system (network) is the same for all analogous systems (networks). The form of a tensor equation is invariant. Of course, the components of the tensors, the n-way matrices, are different for different systems (netwowk). The two major differences in nwoy matrices and tensors are (1) a matrix equation is valid for only one reference frame, whereas a tensor
equation is valid for all reference frames of all physically anai. ogous syistems, and (2) a tensor always has associated with it a definite law of transformation but an noway matrix does not, For stationary networks, for example, the tensor equations

$$
\begin{aligned}
& \dot{E}=\dot{\mathrm{Z}} \times \dot{\mathrm{I}} \\
& \dot{P}_{v}=\dot{I}_{t} \cdot \dot{E}
\end{aligned}
$$

are invariant. Since these are tensor equations, the brackets, used to identify matrices, have been dropped. Furthermore; the transforma, tion equations of the tensors
and

$$
\begin{gathered}
\dot{I}=c \times \dot{I} \\
\dot{E}^{\prime}=C_{t} \times \dot{E} \\
\dot{Z}^{0}=C_{t} \times \dot{Z} \times C \\
C^{0}=C_{1}^{01} \times C \times C_{2}
\end{gathered}
$$

are invariant also. That is, each tensor has associated with it a permanent law of transformation.

## Summary of Chapter $V$

Id(a) In a conductively connected network having $N$ nodes, the mumber of independent current equations: ( $P$ ) that may be written is

$$
P=N-I_{0}
$$

(b): If the network in (a) has B branches, the number of meshowoltu, age equations (M) required for a solution of the network is

$$
M=B \approx P_{0}
$$

2. Stationary networks may be readily solved using matrices. The necessary steps may be summarized as follows:
(a) From the given network, write dow the two matrices [E] (5.19). and [z] (5.28).
(b) Construct a suitable (independent) set of B . P meshes, and determine the matrix [C] (5.23) which expresses the relations between the branch and mesh currents.
(c) Using the transformation equations (5.34) and (5.32), determine $\left[\dot{E}^{\prime}\right]$ and $\left[\dot{Z}^{\prime}\right]$, the mesh voltage and ampedance matrices. from the branch voltage and impedance matrices [ $\dot{E}$ ] and $[\dot{Z}$ ].
(d) Having detemined $\left[\dot{Z}^{0}\right]$ and $\left[\dot{E}^{4}\right]$, solve for $\left[\dot{I}^{\prime \prime}\right]$ in the equa.. tion $\left[\dot{I}^{4}\right]=\left[\dot{Z}^{1}-1\right] \times\left[\dot{E}^{3}\right]$
(e) Using the transformation matrix [C], determine the desired branch currents from the calculated mesh currents using the equation $\quad[\dot{I}]=[C] \times\left[\dot{I}^{i}\right]$
3. Because of the manner in which they transform, if either voltages or currents is covariant the other is necessarily contravariant. Following the forcearoltage, velocityocurrent system of meehan ical analogies, currents are contravariant and voltages are covariant. A contravariant vector is denoted by a single supera scroipt, and a covariant vector is denoted by a single subscript.
4. In advanced analysis, the basic nature of a quantity is determined by the manner in which the quantity behaves when the reference freme in which it is represented is subjected to a linear transformation. Such intuitive and primitive conceptes as "rotatco ing vectors" and "a vector heving magnitude, direction and sersel must be discarded.
5. As determined by their laws of transformation, the varoous elec. trical quantities have been found to be the following:
(a) current o a tensor of contravariant valence I - represented in each reference frame by a l-way matroix - the elements of
the laway matrices for different reference frames are different.
(b) voltage a tensor of covariant valence 1 - represented in each reference frame by a liway matrix o the elements of the laway matrices for different reference frames are different.
(c) impedance a tensor of covariant valence 2 - represented in each reference frame by al 2-way matrix o the elements of the 2wway matrices for different reference frames are different.
(d) voltwamperes a tensor of valence zero or a scalar represented in each reference frame by a single complex number o the complex number is the same for all reference frames of a given network.
6. A tensor equation may be written in terms of its components (matrices) for any particular reference frame of a given system. A tensor equation established for a given system is also valid for all analogous systems.
7. This chapter is the work of Kron and Le Corbeiller adapted to the complex vector notation. Of course, the use of complex veco tors necessitated the modification of several formulas, ioen (5.87).

## CHAPTER VI

## AN APPLICATION OF THE TENSOR METHOD TO THREE-PHASE CIRCUITS

## Basic Considerations

In Chapter V, the basic equations of stationary electric networks were derived and expressed as tensors, The elegance and simplicity of the forms of these basic formulas are indeed impressive. However, because of the necessary general character of these equations, the manipulations required for the numerical solution of a given problem may not be at all apparent to one having no previous training in tensor analysis. Consequently, as an illustration, the tensor equa tions of Chapter V will be used to solve a fomiliar threeaphase network. The first two sections of this chapter are the authorls own original work; the final two sections dealing with the combina. tions of series and parallel three-phase loads follow the or"ginal work of Sah. It is recognized, of course, that there are other. perhaps simpler, ways of solving the example which will be solved by the tensor method in this chapter, but it should be borne in mind that this is a very elementary illustration of a powerful tool which may be used to solve more complicated problems.

The stationary four-terminal network shown in figure 18 will now be considered. Terminals 1,2 , and 3 are assumed to be connected to the three lines of a threeuphase grounded system, and terminal 4 is connected to the system ground. The assumed positive directions of the three line currents are indicated in figure 18. Denoting the


Figure 18
Three-Phase Grounded Load
three Iineatoaground voltages by the symbols $\dot{\mathbf{E}}_{1}, \dot{E}_{2}$, and $\dot{\mathrm{E}}_{3}$, the Kirchhoff voltage equations for the three phases are

$$
\begin{align*}
& \dot{E}_{1}=\dot{Z}_{11} \dot{I}^{1}+\dot{Z}_{12} \dot{I}^{2}+\dot{Z}_{13} \dot{I}^{3} \\
& \dot{E}_{2}=\dot{Z}_{21} \dot{I}^{1}+\dot{Z}_{22} \dot{I}^{2}+\dot{Z}_{23} \dot{I}^{3}  \tag{6.1}\\
& \dot{E}_{3}=\dot{Z}_{11} \dot{I}^{1}+\dot{Z}_{32} \dot{I}^{2}+\dot{Z}_{33} \dot{\dot{I}}^{3}
\end{align*}
$$

where: the $\dot{E}^{\prime} ' s$ and $\dot{I}^{\prime}$ 's are onedimensional complex vectors.
the Zis with repeated subscript are the series sell imped. ances per phase, and
the $\dot{Z}^{\prime} s$ with two different subscripts are mutual impedances between the phases indicated by the two subscripts.

In index notation, (6.1) would be simply written as

$$
\begin{equation*}
\dot{E}_{\mathrm{m}}^{\prime}=\dot{Z}_{\mathrm{mn}} \dot{I}^{\mathrm{n}} \quad(m, n=1,2,3) \tag{6.12}
\end{equation*}
$$

The significance of (6.1a) is that the second subscript of $\dot{Z}(n)$ acts as a dummy inder with the superscript ( $n$ ) on $\dot{I}$, thereby leaving the first subscropt of $\dot{Z}(m)$ as the identifying index of $\dot{E}$. In terms of unit vectors, the vanishing of the $n$ index on $\dot{z}$ and $\dot{I}$ signitijes that
a unit vector associated with $\ddot{Z}$ is being dot (scalar) multiplied by a similar unit vector associated with $\dot{I}_{8}$ thus losing their vector identity. This leaves the unit vector associated with $i$ to the subscript $m$ as the identifying unit vector for the correspond inc component of $\dot{E}$. Using the customary unit real vectors $\dot{j}$. $\dot{j}$, and k. (6.1) can be written

$$
\begin{align*}
& \dot{E}_{3} \underline{k}=\dot{Z}_{3} 1 \underline{k i} \times \dot{I}_{\dot{j}}+\dot{Z}_{3} 2 k j \times \dot{I}^{2} j+\dot{Z}_{3} 3 k k \times \dot{I}^{3} \underline{k} \tag{6.2}
\end{align*}
$$

where

$$
\begin{array}{ll}
\dot{E}_{1}=\dot{E}_{1} \dot{I} & \dot{I}^{2}=\dot{I}^{1} \dot{I} \\
\dot{E}_{2}=\dot{E}_{2} \dot{I} & \dot{I}^{2}=\dot{I}^{2} \dot{J}  \tag{6.3}\\
\dot{E}_{3}=\dot{E}_{3} \underline{0} & \dot{I}^{3}=\dot{I}^{3} \underline{W}
\end{array}
$$

Expanding (6.2) gives

$$
\begin{align*}
& \dot{E}_{1 \dot{I}}=\left(\dot{Z}_{11} \dot{I}^{2}+\dot{Z}_{12} \dot{I}^{2}+\dot{Z}_{13} \dot{I}^{3}\right) \dot{I} \\
& \dot{E}_{2 \dot{I}}=\left(\dot{Z}_{21} \dot{I}^{2}+\dot{Z}_{22} \dot{I}^{2}+\dot{Z}_{23} \dot{I}^{3}\right) \dot{I}  \tag{6.4}\\
& \dot{E}_{3 k}=\left(\dot{Z}_{31} \dot{I}^{1}+\dot{Z}_{32} \dot{I}^{2}+\dot{Z}_{33} \dot{I}^{3}\right) \underline{K}
\end{align*}
$$

The three voltage vectors and the three current vectors of (6.3) may be thought of as the components along the three Cartesian coordinate axes of a space voltage vector and a space current vector. That is
and.

$$
\begin{align*}
& \dot{E}=\dot{E}_{1 i}+\dot{E}_{2 j}+\dot{E}_{3} k  \tag{6.5}\\
& \dot{\underline{I}}=\dot{I}_{\underline{i}}^{1_{i}}+\dot{I}_{\dot{j}}^{2}+\dot{I}^{3} k \tag{6.6}
\end{align*}
$$

The equations (6.2) are more neatiy expressed in matrix notation as

$$
\left[\begin{array}{l}
\dot{E}_{1}  \tag{6.7}\\
\dot{E_{2}} \\
\dot{E}_{3}
\end{array}\right]=\left[\begin{array}{lll}
\dot{Z}_{11} & \dot{Z}_{12} & \dot{Z}_{13} \\
\dot{Z}_{21} & \dot{Z}_{22} & \dot{Z}_{23} \\
\dot{Z_{31}} & \dot{Z_{32}} & 0 \\
Z_{33}
\end{array}\right] \times\left[\begin{array}{l}
\dot{I}^{1} \\
\dot{I^{2}} \\
0 \\
\dot{I}^{3}
\end{array}\right]
$$

Each phase of the threeゅphase system is thus represented by a
onewdimensional complex vector space. The collection of the three onemimensional complex vector spaces forms a threewdimensional complex vector space.

Phase 1 is represented by the lodimensional space $\ddagger$
Phase 2 is represented by the I-dimensional space i
Phase 3 is represented by the lmimensional space $k$

## Solution of Three@Phase Network

The threesphase network given in figure 18 will now be solved using the method presented in Chapter $V$. Reference will be made to each general equation of Chapter $V$ as it is used in the solution. It will be assumed that a wyemconnected generator with a grounded neutral supplies the threewphase voltages applied to terminals 1,2 , and 3 of figure 18.

The given network has two nodes, hence there is (5.1)

$$
P=2-1=1
$$

one independent current equation. Since the given network has three branches, the number of additional mesh voltage equations required for a solution (5.6) is $\quad M=3-1=2$

The two meshes that will be chosen for this example are (a) the mesh composed of phases 1 and 2 of source and load, and (b) the mesh composed of phases 2 and 3 of source and load. The two mesh currents will be assumed to circulate in a clockwise direction around their respective meshes. The equations relating the two mesh currents, $\dot{I}^{1}{ }^{\text {a }}$ and $\dot{I}^{2}$," and the three branch currents are

$$
\begin{aligned}
& \dot{I}^{1}=\dot{I}^{1} \\
& \dot{I}^{2}=\dot{I}^{1}+\dot{I}^{1} \\
& \dot{I}^{3}=-\dot{I}^{1}
\end{aligned}
$$

The famenomation matrix [C] (5.23) is

$$
[C]=\left[\begin{array}{rr}
1 & 0 \\
-1 & 1 \\
0 & -1
\end{array}\right]
$$

and $\left[\mathrm{c}_{\mathrm{t}}\right](5.30)$ is

$$
\left[C_{t}\right]=\left[\begin{array}{ccc}
1 & -1 & 0 \\
0 & 1 & -1
\end{array}\right]
$$

The branch voltage matrix (5.19) is

$$
[\dot{E}]=\left[\begin{array}{l}
\dot{E}_{2} \\
\dot{E}_{2} \\
\dot{E}_{2} \\
\dot{E}_{3}
\end{array}\right]
$$

and the branch impedance matrix $(5,28)$ is

$$
[\dot{Z}]=\left[\begin{array}{lll}
\dot{Z}_{11} & \dot{Z}_{12} & \dot{Z}_{13} \\
\dot{Z}_{21} & \dot{Z}_{22} & \dot{Z}_{23} \\
\dot{Z}_{31} & \dot{Z}_{32} & \dot{Z}_{33}
\end{array}\right]
$$

Vsing the transformation equation (5.34), the mesh woltage matrax is

$$
\left[\dot{E}^{\prime}\right]=\left[\begin{array}{ccc}
1 & -1 & 0 \\
0 & 1 & -1
\end{array}\right] \times\left[\begin{array}{c}
0 \\
E_{1} \\
E_{2} \\
E_{2} \\
E_{3}
\end{array}\right]
$$

or

$$
\left[\dot{B}_{E}^{\prime}\right]=\left[\begin{array}{cc}
\dot{E}_{1} & -\dot{E}_{2} \\
\dot{E_{2}} & -\dot{E}_{3}
\end{array}\right]
$$

Applying transformation equation (5.32), the mesh impedance matrix is

$$
\left[\dot{z}^{8}\right]=\left[\begin{array}{ccc}
1 & -1 & 0 \\
0 & 1 & -1
\end{array}\right] \times\left[\begin{array}{lll}
\dot{z}_{11} & \dot{z}_{12} & \dot{z}_{13} \\
\dot{z}_{21} & \dot{z}_{22} & \dot{z}_{23} \\
\dot{z}_{31} & \dot{z}_{32} & \dot{z}_{33}
\end{array}\right] \times\left[\begin{array}{cc}
1 & 0 \\
-1 & 1 \\
0 & \alpha
\end{array}\right]
$$

$$
\begin{gathered}
{\left[\dot{Z}^{\prime}\right]=\left[\begin{array}{ccc}
1 & -1 & 0 \\
0 & 1 & -1
\end{array}\right]\left[\begin{array}{llll}
\dot{Z}_{11}= & \dot{Z}_{12} & \dot{Z}_{12} & -\dot{Z}_{13} \\
\dot{Z}_{21} & -\dot{Z}_{22} & \dot{Z}_{22} & -\dot{Z}_{23} \\
\dot{Z}_{31} & 0 & \dot{Z}_{32} & \dot{Z}_{32} \\
- & -\dot{Z}_{33}
\end{array}\right]} \\
{\left[\dot{Z}^{\prime}\right]=\left[\begin{array}{lllll}
\dot{Z}_{11}-\dot{Z}_{12} & -\dot{Z}_{21}+\dot{Z}_{22} & \dot{Z}_{12}-\dot{Z}_{13}-\dot{Z}_{22}+\dot{Z}_{23} \\
\dot{Z}_{21}-\dot{Z}_{22} & -\dot{Z}_{31}+\dot{Z}_{32} & \dot{Z}_{22}-\dot{Z}_{23}-\dot{Z}_{32}+\dot{Z}_{33}
\end{array}\right]}
\end{gathered}
$$

The equation for the mesh currents is

$$
\left[\dot{I}^{0}\right]=\left[\dot{Z}^{8}-1\right] \times\left[\dot{E}^{8}\right]
$$

The matrix the elements of which are cofactors of the elements of $\left[\dot{z}^{i}\right]$ is Cof.matrix $=\left[\begin{array}{cc}\dot{Z}_{22}-\dot{Z}_{23}-\dot{Z}_{32}+\dot{Z}_{33} & \left.\dot{Z}_{21}-\dot{Z}_{22}-\dot{Z}_{31}+\dot{\bar{Z}}_{32}\right) \\ -\left(\dot{Z}_{12}-\dot{Z}_{13}-\dot{Z}_{22}+\dot{Z}_{23}\right) & \dot{Z}_{11}-\dot{Z}_{22}-\dot{Z}_{21}+\dot{Z}_{22}\end{array}\right]$

The transpose of the cofactor matrix is

$$
\left[\begin{array}{cc}
\dot{Z}_{22}=\dot{Z}_{23}-\dot{Z}_{32}+\dot{Z}_{33} & \left.-\dot{Z}_{12}-\dot{Z}_{13}-\dot{Z}_{22}+\dot{Z}_{23}\right) \\
-\left(\dot{Z}_{21}=\dot{Z}_{22}-\dot{Z}_{31}+\dot{Z}_{32}\right) & \dot{Z}_{11}-\dot{Z}_{12}-\dot{Z}_{21}+\dot{Z}_{22}
\end{array}\right]
$$

$\left[\begin{array}{l}\text { Hence } \\ {\left[\dot{Z}^{0}=1\right.}\end{array}\right]=\frac{1}{\bar{D}}\left[\begin{array}{cc}\dot{Z}_{22}-\dot{Z}_{23}-\dot{Z}_{32}+\dot{Z}_{33} & \left.-\dot{Z}_{12}-\dot{Z}_{13}-\dot{Z}_{22}+\dot{Z}_{23}\right) \\ \left.\dot{Z}_{21}-\dot{Z}_{22}-\dot{Z}_{31}+\dot{Z}_{32}\right) & \dot{Z}_{11}-\dot{Z}_{12}-\dot{Z}_{21}+\dot{Z}_{22}\end{array}\right]$
where

$$
\begin{aligned}
D= & \left(\dot{Z}_{11}-\dot{Z}_{12}-\dot{Z}_{21}+\dot{Z}_{22}\right)\left(\dot{Z}_{22}-\dot{Z}_{23}=\dot{Z}_{32}+\dot{Z}_{32}\right) \\
& -\left(\dot{Z}_{12}-\dot{Z}_{13}-\dot{Z}_{22}+\dot{Z}_{23}\right)\left(\dot{Z}_{21}-\dot{Z}_{22}-\dot{Z}_{31}+\dot{Z}_{32}\right)
\end{aligned}
$$

the determinant of the matrix $\left[\dot{Z}^{\prime}\right]$. If the given stationary networis (figure 18) were also bilateral, then

$$
\dot{z}_{i, j}=\dot{z}_{j i}
$$

and the expression for $\left[\dot{z}^{1}-1\right]$ would be greatly simplified. Performs Ing the indicated matrix multiplication in the equation

$$
\left[\dot{I}^{\prime}\right]=\left[\dot{z}^{\prime}-1\right] x\left[\dot{\mathbb{E}}^{\prime}\right]
$$

The branch currents as determined by (5.24) are

$$
\begin{aligned}
& {\left[\begin{array}{l}
\dot{I}^{1} \\
\dot{I} \\
\dot{I}^{2}
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
-1 & 1 \\
0 & -1
\end{array}\right] \times\left[\begin{array}{l}
\dot{I}^{1} \\
\dot{I^{1}} \\
\mathbf{I}^{1}
\end{array}\right]}
\end{aligned}
$$

From the definition of the equality of two matrices, the coefficients of the three branch currents are equal to the corresponding three rows of the matrix on the right of the above equation. That is

$$
\begin{aligned}
\dot{I}^{1}= & \left(\dot{Z}_{22}-\dot{Z}_{23}-\dot{Z}_{32}+\dot{Z}_{33}\right)\left(\dot{E}_{1-} \dot{E}_{2}\right)-\left(\dot{Z}_{12-} \dot{Z}_{13}-\dot{Z}_{22}+\dot{Z}_{23}\right)\left(\dot{E}_{2-}-\dot{E}_{3}\right) \\
\dot{I}^{2}= & \left(\dot{Z}_{12}-\dot{Z}_{13}-\dot{Z}_{22}+\dot{Z}_{23}\right)\left(\dot{E}_{2}-\dot{E}_{33}\right)-\left(\dot{Z}_{22-} \dot{Z}_{23-} \dot{Z}_{32}+\dot{Z}_{33}\right)\left(\dot{E}_{1-} \dot{E}_{2}\right)- \\
& \left(\dot{Z}_{21}-\dot{Z}_{22} \dot{Z}_{31}+\dot{Z}_{32}\right)\left(\dot{E}_{2}-\dot{E}_{6}\right)+\left(\dot{Z}_{11}-\dot{Z}_{12}-\dot{Z}_{21}+\dot{Z}_{22}\right)\left(\dot{E}_{1-}-\dot{E}_{2}\right)
\end{aligned}
$$

and

$$
\dot{I}^{3}=\left(\dot{Z}_{21 \infty} \dot{Z}_{22} \dot{Z}_{31}+\dot{Z}_{32}\right)\left(\dot{E}_{1-} \dot{E}_{2}\right)-\left(\dot{Z}_{\left.11-\dot{Z}_{12}-\dot{Z}_{21}+\dot{Z}_{22}\right)\left(\dot{E}_{2}-\dot{E}_{3}\right)}\right.
$$

Eyen though the three equations above for the three brench currents (Iine currents) are rather involved functions of the self impedances. the mutual impedances, and the phase voltages, the procedure used in deriving these equations is quite simple. Of course, the threemphase circuit of figure 1.8 , having no neutralotoaground impedance, ise a simple twomesh problem. Exactly the same procedure would have been
followed regardless of the number of meshes involved, or whether the network were unilateral or bilateral, symmetric or antisymmetric.

The total voltamperes input is

$$
\dot{P}_{v}=\left[\dot{I}_{t}\right] \cdot[\dot{E}]=\left[\dot{I}_{t}^{\prime}\right] \cdot\left[\dot{E}^{g}\right]
$$

or in vector notation

$$
\dot{\mathrm{P}}_{\mathrm{V}}=\dot{I} \cdot \dot{\mathrm{E}}
$$

Substituting $\dot{I}$ and $\dot{\mathbb{E}}$ from (6.5) and (6.6)

$$
\dot{P}_{V}=\left(\dot{I}^{1} \dot{\underline{j}}+\dot{I}^{2} \underline{j}+\dot{I}^{3} \underline{k}\right) \cdot\left(\dot{E}_{1} \dot{\underline{j}}+\dot{E}_{2 \dot{L}}+\dot{E}_{3} k\right)
$$

Thus

$$
\dot{P}_{V}=\dot{I}^{1^{*}} E_{1}+\dot{I}^{2}{ }^{*} E_{2}+\dot{I}^{3} E_{3}^{*}
$$

The complex scalar $\dot{P}_{v}$ is the sum of three complex scalars, each being the voltoamperes for one of the three phases of the given threeaphase network.

## Methods for Combining ThreemPhase Loads

In order to solve threeophase networks effectively, it will be necessary to show how to combine impedance tensors that are in series or parallel. Of course, for a given reference frame (choice of meshes and positive directions of currents) the impedance 2 tensor will be represented by a zowayimatrix.

Two sets of three impedances are shown connected in series in figure 19.


Assuming no coupling between the $\dot{Z}$ impedances and the $\ddot{Z}^{\prime \prime}$ impedances, the two impedance matrices are

The line currents are obviously common to both sets of impedances.
Thers

$$
\begin{equation*}
[\dot{E}]=[\dot{Z}] \times[\dot{I}] \tag{6.10}
\end{equation*}
$$

where the elements of the matrix

$$
[\dot{E}]=\left[\begin{array}{c}
\dot{E}_{2}  \tag{6.11}\\
\dot{E}_{2} \\
0 \\
\dot{E}_{3}
\end{array}\right]
$$

are the voltage-drops across the corresponding elements of the imped. ance matrix [iz]. Similarily

$$
\begin{equation*}
\left[\dot{E}^{\prime}\right]=\left[\dot{z}^{2}\right] x[\dot{I}] \tag{6.12}
\end{equation*}
$$

The voltage drops from teminals $(1,2,3)$ to $\left(I^{\prime}, 2^{\prime}, 3^{8}\right)$ are

$$
\begin{equation*}
\left[\dot{\dot{E}_{S}}\right]=[\dot{\mathrm{E}}]+\left[\dot{E}^{0}\right] \tag{6.13}
\end{equation*}
$$

Substituting (6.10) and (6.12) into (6.13)
gives

$$
\begin{equation*}
\left[\dot{E}_{S}\right]=[\dot{Z}] \times[\dot{I}]+\left[\dot{Q}^{0}\right] \times[\dot{I}] \tag{6.14}
\end{equation*}
$$

Using the distributive property of matrix multiplication, (6.14) becones

$$
\begin{equation*}
\left[\dot{E}_{S}\right]=\left([\dot{Z}]+\left[\dot{\theta}^{4}\right]\right) \times[\dot{I}] \tag{6.15}
\end{equation*}
$$

Setting
$\left[\dot{z}_{s}\right]=[\dot{z}]+\left[\dot{z}^{\dot{\prime}}\right]$
(6.15) can be written

$$
\begin{equation*}
\left[\dot{E}_{S}\right]=\left[\dot{Z}_{S}\right] x[\dot{I}] \tag{6.16}
\end{equation*}
$$

From (6.16), it is seen that two impedance matrices representing two sets of impedances which are connected as shown in figure 19 may be added to give the impedance matrix which represents the combination of both sets of impedances. In expanded form, (6.16) is

The threecphase circuit shown in figure 20 will now be considered.


Figure 20
ThreeoPhase Load with Resistance Ground

Each of the three line tomground voltages is composed of two parts, the voltage drop from the line to point $n$ and the voltage drop from point $n$ to ground across the common grounding resistor $R_{g}$. The three lineatomground Kirchhoff voltage equations are

$$
\begin{align*}
& \dot{E}_{1}=\dot{Z}_{11} \dot{I}^{4}+\dot{Z}_{12} \dot{\underline{I}}^{2}+\dot{Z}_{13} \dot{I}^{3}+R_{g}\left(\dot{I}^{1}+\dot{I}^{2}+\dot{I}^{3}\right) \\
& \dot{E}_{2}=\dot{Z}_{21} \dot{I}^{1}+\dot{Z}_{22} \dot{I}^{2}+\dot{Z}_{23} \dot{I}^{3}+R_{g}\left(\dot{I}^{1}+\dot{I}^{2}+\dot{I}^{3}\right)  \tag{6.18}\\
& \dot{E}_{3}=\dot{Z}_{31} \dot{I}^{1}+\dot{Z}_{32} \dot{I}^{2}+\dot{Z}_{33} \dot{I}^{3}+R_{g}\left(\dot{I}^{1}+\dot{I}^{2}+\dot{I}^{3}\right)
\end{align*}
$$

The first three terms on the right of (6.18) are the same as ( 6.1 ) and hence can be expressed in matrix form as (6.7). The last term on the right of (6.18) may be woitten in matrix form as

$$
\left[\dot{E}_{\mathrm{g}}\right]=\left[\begin{array}{l}
\dot{E}_{\mathrm{E}_{1}}  \tag{6.19}\\
\dot{E}_{\mathrm{g}_{2}} \\
\dot{E}_{\mathrm{g}_{3}}
\end{array}\right]=\left[\begin{array}{lll}
\mathrm{R}_{\mathrm{g}} & R_{\mathrm{g}} & R_{\mathrm{g}} \\
R_{\mathrm{g}} & R_{\mathrm{g}} & R_{\mathrm{g}} \\
R_{\mathrm{g}} & R_{g} & R_{g}
\end{array}\right] \times\left[\begin{array}{c}
\dot{I}^{2} \\
\dot{I}^{2} \\
\dot{I}^{3}
\end{array}\right]
$$

or

$$
\left[\dot{E}_{\dot{g}}\right]=R_{g}\left[\begin{array}{lll}
1 & 1 & I  \tag{6,20}\\
I & 1 & I \\
1 & 1 & 1
\end{array}\right] \times\left[\begin{array}{l}
1 \\
\dot{I}^{1} \\
\dot{I}^{2} \\
0 \\
\dot{I}^{3}
\end{array}\right]
$$

Equation (6.18) can then be written

$$
[\dot{E}]=[\dot{Z}] \times[\dot{I}]
$$

Where $\quad[\dot{Z}]=\left[\begin{array}{lll}Z_{11}+R_{g} & Z_{12}+R_{g} & Z_{23}+R_{g} \\ Z_{21}+R_{g} & Z_{22}+R_{g} & Z_{23}+R_{g} \\ Z_{31}+R_{g} & Z_{32}+R_{g} & Z_{33}+R_{g}\end{array}\right]$
As a final illustration, the circuit shown in figure 21 consisting of two threemphase loads in parallel will be analyzed.


Figure 21
Parallel Three. Phase Loads Solidly Grounded

$$
\begin{align*}
{[\dot{E}]=} & {[\dot{Z}] \times[\dot{I}]=\left[\dot{Z}^{0}\right] \times\left[\dot{I}^{0}\right] }  \tag{6.22}\\
& {[\dot{I}]=\left[\dot{Z}^{-1}\right] \times[\dot{E}] }  \tag{6.23}\\
& {\left[\dot{I}^{\prime}\right]=\left[\dot{Z}^{\prime}-1\right] \times[\dot{E}] } \tag{6.24}
\end{align*}
$$

Hence
and
The matrix of the total line currents $\left[\dot{I}_{S}\right]$ is

$$
\begin{equation*}
\left[\dot{I}_{s}\right]=[\dot{I}]+[\dot{I}] \tag{6.25}
\end{equation*}
$$

Substituting into (6.25) from (6.23) and (6.24), and simplifying gives

$$
\begin{equation*}
\left[\dot{I}_{s}\right]=\left(\left[\dot{Z}^{-1}\right]+\left[\dot{Z}^{01}\right]\right) \times[\dot{E}] \tag{6.26}
\end{equation*}
$$

Solving for [ $\dot{E}$ ] gives

$$
\begin{equation*}
[\dot{E}]=\left(\left[\dot{z}^{\infty 1}\right]+\left[\dot{Z}^{0}-1\right]\right)^{\infty 1} \times\left[\dot{I}_{S}\right] \tag{6.27}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
[\dot{E}]=\left[\dot{Z}_{S}\right] \times\left[\dot{I}_{S}\right] \tag{6.28}
\end{equation*}
$$

where

$$
\begin{equation*}
\left[\dot{z}_{S}\right]=\left(\left[\dot{z}^{-1}\right]+\left[\dot{z}^{8} 1\right]\right)^{-1} \tag{6.29}
\end{equation*}
$$

Thus the matrix which represents the combination of two parallel impedance matrices is the inverse of the sum of the inverses of the two impedance matrices. Equation $(6.29)$ is entirely analogous to the familiar rule for combining parallel scalar impedances.

## CHAPTER VII

## APPLICATION OF TENSORS TO THE ANALYSIS OF ELECTRIC NETWORKS WITH NONSINUSOIDAL APPLIED VOLTAGES

In Chapter $V$, the basic tensor formulas of electric networks were derived, and in Chapter VI these equations were applied to a few sime ple three phase circuits. Throughout these derivations it was al ${ }^{\text {w }}$ ays assumed, without being specifically pointed out, that the branch (or mesh) driving voltages were' all true sinusoids of a single frequency. A method of solving electric networks with nonsinusoidal applied voltages using the tensor equations of Chapter $V$ will be developed and illustrated in this chapter. 'Kron's original work which was adapted in Chapter $V$ considered only sinusoidal functions of a single frequency. The extension of Kron's work developed in this chapter is the authox's own original work. The impedance elements of the networks considered will be assumed to be lineax.

## Introductory Concepts

The solutions of a major portion of the problems encountered in electrical engineering are based upon the assumption that the droving voltage is a sinewwave variation. Such an assumption may or may not be justified. In many eireuits, nonsinusoidal voltage vaxiations are as common as sinusoidal variations, and in many supposedly "sinewwave circuits" nonsinusoidal variations must be occasionally considered.

Fortunately, most periodic nonsinusoidal variations that are encountered in electrical engineering vary in such a maner that they
can be analyzed by the methods of the Fourier Analysis into the Fourier Sine Series. Any function $f(x)$, that is periodic, singlew valued, piecerwise continuous, and does not have an infinite numbet of maxima or minima in the neigmborhood of any point. may be represented by the following series:

$$
\begin{aligned}
f(x)= & A_{0}+A_{1} \sin x+A_{2} \sin 2 x+\ldots+A_{n} \sin n x \\
& +B_{1} \cos x+B_{2} \cos 2 x+\ldots+B_{n} \cos n x
\end{aligned}
$$

where the $A^{\prime} s$ and the $B^{\prime}$ s are real numbers. By simply combining corresponding sine and cosine terms, (7.1) can be written

$$
f(x)=C_{0}+\dot{C}_{1} \sin x+\dot{C}_{2} \sin 2 x+\ldots+\dot{C}_{n} \sin n x(7.2)
$$

where $C_{0}=A_{0}$ and the other $C^{\prime} s$ are complex numbers defined as
follows


As shown in Chapters II and V, the terms in (7.2) may be represented by complex vectors which form an oxthogonal set. If $f(x)$ is the volto age function $e(t)$, then ( 6.2 ) can be written

The presence of the real vector oE $1 e$ presents no difficulty in manipulating $\dot{E}$, but it does cause $n-1$ to be associated with $n^{e}$. This would prevent the use of indices to indicate sumnation. Therem fore ( 7.4 ) will be written in the symetrite form

$$
\begin{equation*}
\dot{E}={ }_{1} \dot{E} 1 e+2 \dot{E} 2 E+{ }_{3} \dot{E}{ }_{3} E+\ldots+{ }_{n} \dot{E} n^{e} \tag{7,5}
\end{equation*}
$$

If the doc tem is present in (7.2) then it may be interpreted to be the 1 E 1 e term in (7.5), the a.c components being represented by the remaining terms of (7.5).

The purpose of this chapter is to present a method of solving linear networks by the use of matrices (components of tensors in a given reference frame) when voltages of the form (7.5) are applied to the networks. Theoretically, there is an infinite number of tems in (7.5), but in practical problems only a finite number of terms, usually only a very few, is required to obtain the desired accurasy. Thelefore this chapter will be concerned with the application of matrices having a finite number of elements.

Before proceeding further, it appears desirable to darify the symbolism that will be used.
[E] and [I] reier to branch values.
['E'] and [ $\left.\dot{I}^{\prime}\right]$ reier to mesh values. $\dot{E}_{1}, \dot{W}_{2}, \ldots \dot{E}_{n}$ are elenents of $[\dot{E}]$ 。 $\dot{I}^{2}, \dot{I}^{2}, \ldots, \dot{I}$ arementer of [I]. $\ddot{E}_{1}^{\prime}, \mathbb{E}_{2}^{\prime}, \ldots . \ddot{\mathbb{Z}}_{\mathrm{n}}^{1}$ are elements of [E']. $\dot{x}^{\prime}, \dot{I}^{\prime}, \ldots, . \dot{I}^{\prime}$ are oloments of $\left[\dot{x}^{1}\right]$.

Hermonios will be denoted by left-hend indices. The element representing the second harmonic of the voltage in braroh three will be writiten symbolically as $2 \dot{E}_{3}$.

As demonstrated in Chapters V and VI, the branch (or mesh) volt; ages and cuxrents of a given network may be represented as orthogonal components of the generalized space voltage and waryent vectors (tensors of valence 1). When hamonics are present, each of the branph (or mesh) voltages or currents is the sum of a set of
orthogonal time (or frequency) vectors (7.5). Thas each of the branch (or mesh) oneadimensional space vectors spans an nodimensional orthogonal timemvectormspace. The nedimensional oxthogonal timew vector-space of (7.5) is called a Hilbert Space.

## SinglewMesh Circuit Analysis



Figure 22
SingleaMesh Circuit with Nonsinusoidal Excitation

The voltage and current of figure 22 expressed as vectors may be written in terms of their components as

$$
\begin{equation*}
\dot{E}_{1}=\dot{E}_{1}{ }_{1} 1+\dot{E}_{1} \dot{E}_{1}+\dot{B}_{1} \dot{E}_{1}+\ldots+\dot{n}_{1} \dot{n}_{1} \tag{7.6}
\end{equation*}
$$

 where the left indices refer to the order of the harmonics and the right indices (all 1) identify the mesh. Since there is only one mesh in figure 22, the right indices in (7.6) and (7.7) could be dropped with no loss of clarity, resulting in the form (7.5). Howe ever, in order to maintain the notation here that will be required in the following section, the right indices will not be dropped. The voltage and current vectors of (7.6) and, (7.7) expressed as column matroices are

$$
\left[\dot{E}_{1}\right]=\left[\begin{array}{c}
\cdot  \tag{7.9}\\
\dot{E}_{1} \\
\dot{2}_{1} \\
\dot{E}_{1} \dot{E}_{1} \\
\vdots \\
\vdots \\
\cdot \\
\dot{E}_{1}
\end{array}\right] \quad(7,8), \text { and }\left[\dot{I}^{1}\right]=\left[\begin{array}{c}
\dot{I}^{\circ} \\
\dot{I}^{1} \\
{ }^{\circ} \dot{I}^{1} \\
3^{3} \dot{I}^{1} \\
\vdots \\
\vdots \\
\cdot \\
n_{I^{1}}
\end{array}\right]
$$

The a-e dmpedance of the circuit shown in figure 22 is generolly different for each different harmonic (frequency). The scalar equations are

$$
\begin{aligned}
& \dot{1}_{1}=\dot{Z}_{11} x^{1_{1}^{\circ}} 1 \\
& { }_{2} E_{1}=\dot{Z}_{11} X^{2} \dot{I}^{1}
\end{aligned}
$$

Expressed in tensor notation, (7.10) becomes

$$
\begin{aligned}
& \dot{1}_{1} \dot{E}_{1}={ }_{1} \dot{z}_{11} 1 e_{1} 1 e_{1} x^{1} \dot{I}_{1}^{1} e_{1}
\end{aligned}
$$



If the impedance tensor is represented by the matrix

$$
\left[\dot{z}_{11}\right]=\left[\begin{array}{ccccccc}
\dot{z}_{12} & 0 & 0 & 0 & 0 & 0 & 0  \tag{7.12}\\
0 & \dot{z}_{11} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \dot{z}_{11} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \cdot & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \dot{n}_{11}
\end{array}\right]
$$

then the matrix equation

or

$$
\begin{equation*}
\left[\dot{E}_{1}\right]=\left[\dot{Z}_{12}\right] \times\left[\dot{I}^{1}\right] \tag{7.14}
\end{equation*}
$$

is a correct representation of the set of equations (7.11). The matrix of the impedance to the various harmonics (7.12) is a diagonal matrix. The determinant of the matrix (7.12) is

$$
\begin{equation*}
D_{1}=\dot{Z}_{11} x \dot{2}_{11} \times \dot{Z}_{11} x \ldots x_{n}^{\dot{Z}_{11}} \tag{7.15}
\end{equation*}
$$

The cofactor of any element of the principal diagonal of (7.12) is merely the product of all the other elements of the principal diag oneal. The matrix whose elements are the cofactors of the elements of (7.12) is selfotransposed. Therefore the inverse of (7.12) is

$$
\left[Z_{11}^{-1}\right]=\left[\begin{array}{ccccccc}
\frac{1 A}{\bar{D}} & 0 & 0 & 0 & 0 & 0 & 0  \tag{7.16}\\
0 & \frac{2 A}{\bar{D}} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{3 \hat{A}}{\bar{D}} & 0 & 0 & 0 & 0 \\
0 & 0 & \cdot & 0 & \cdot & 0 & 0 \\
0 & 0 & \vdots & 0 & \cdot & 0 & 0 \\
0 & 0 & 0 & 0 & \cdot & \cdot & 0 \\
0 & 0 & 0 & 0 & 0 & \cdot & n_{\bar{D}}^{A}
\end{array}\right]
$$

where $k^{A}$ in (7.16) is the cofactor of $\dot{z}_{11}$ in ( 7.12 ). Substituting for the A's in (7.16) in terms of the $\dot{2} i s$ of (7.12), equation (7.16) becomes

Multiplying both sides of (7.14) by [ $\left.\mathrm{Z}_{21}^{0-1}\right]$, the current is

$$
\begin{equation*}
\left[\dot{I}^{1}\right]=\left[\dot{Z}_{11}^{1}\right] \times\left[\dot{E}_{1}\right] \tag{7.18}
\end{equation*}
$$

It is well known that currents and voltages of different integral free quencies do not combine to produce any average voltamperes. The total complex volteamperes $\left(\dot{P}_{\mathrm{v}}\right)$ is the algebraic sum of the complex scalar voltomperes due to each harmonic. Hence

$$
\begin{equation*}
\dot{P}_{v}=\left[\dot{I}_{t}^{1}\right] \cdot\left[\dot{E}_{1}\right] \tag{7.19}
\end{equation*}
$$



Multimesh Network Analysis with
Nonsinusoidal Applied Voltages
The analysis of general networks which may have nonsinusoidal voltages and currents present begins in a manner similar to the method used in analyzing the network of figure 14 in Chapter $V_{\text {. }}$ The essential difference between the method to be presented here and the method developed in Chapter $V$ is that the elements of equations ( 5.24 ) . ( 5.32 ), and ( 5.34 ) are themselves natrices; the matrices of Chapter $V$ are actually "compound matrices" when harmonics are present. The rules for manipulating compound matrices are given and illustrated below.

A given matrix may be partitioned into several submatrices by drawing horizontal or vertical lines through the matrix. These submatrices may then be manipulated exactly as if they were elements of the matrix. The matrix

$$
[Z]=\left[\begin{array}{cc|ccc}
1 & 3 & 2 & 4 & 0  \tag{7.20}\\
0 & -1 & 1 & 0 & -1 \\
-1 & 0 & 0 & 0 & 1 \\
\hline 2 & -1 & -3 & 1 & 0 \\
0 & -2 & 0 & 1 & 1
\end{array}\right]
$$

may be partitioned as indicated by the lines and written in the form

$$
\begin{gather*}
{[Z]=\left[\begin{array}{ll}
Z_{11} & Z_{12} \\
Z_{21} & Z_{22}
\end{array}\right]}  \tag{7.21}\\
\text { Where } \quad\left[Z_{11}\right]=\left[\begin{array}{cc}
1 & 3 \\
0 & -1 \\
-1 & 0
\end{array}\right], \quad\left[Z_{12}\right]=\left[\begin{array}{lll}
2 & 4 & 0 \\
1 & 0 & -2 \\
0 & 0 & 1
\end{array}\right],
\end{gather*}
$$

$$
\left[z_{12}\right]=\left[\begin{array}{rr}
2 & -1 \\
0 & -2
\end{array}\right] \text { and }\left[z_{22}\right]=\left[\begin{array}{ccc}
-3 & 1 & 0 \\
0 & 1 & 1
\end{array}\right]
$$

Similarly the matrix

$$
[I]=\left[\begin{array}{r}
I  \tag{7.22}\\
3 \\
2 \\
1 \\
-1
\end{array}\right]=\left[\begin{array}{l}
I^{1} \\
I^{2}
\end{array}\right]
$$

then

$$
[E]=\left[\begin{array}{ll}
Z_{11} & Z_{12}  \tag{7.23}\\
Z_{21} & Z_{22}
\end{array}\right] \times\left[\begin{array}{l}
I^{1} \\
I^{2}
\end{array}\right]
$$

or

$$
[E]=\left[\begin{array}{l}
E_{1}  \tag{7.24}\\
E_{2}
\end{array}\right]=\left[\begin{array}{l}
Z_{11} I^{1}+Z_{12} I^{2} \\
Z_{21} I^{2}+Z_{22} I^{2}
\end{array}\right]
$$

Either of the voltages $E_{1}$ or $E_{2}$ may be determined from (7.24) without calculating the other. If $E_{1}$ and $E_{2}$ were given, then $I^{1}$ or $I^{2}$ could be determined. The calculation of $I^{1}$ or $I^{2}$ would involve at most the calculation of the inverse of a $(3 x 3)$ matrix. rather than the given ( $5 \times 5$ ) matrix. If only the components of $I^{2}$ or $I^{2}$ wexe desired, the use of submatrices would achieve a tremendous economy of time and effort.

The matrices $I^{1}$ and $I^{2}$ of (7.24) may be evaluated by the followe ing procedure. Of the four submatrices, on Iy $Z_{2,1}$ and $z_{12}$ heve Inverses. Equation (7.24) written as two equations is

$$
\begin{align*}
& E_{1}=Z_{11} I^{1}+Z_{12} I^{2}  \tag{7.25}\\
& E_{2}=Z_{21} I^{1}+Z_{22} I^{2} \tag{7.26}
\end{align*}
$$

To determine $I^{2}$, first solve (7.26) for $Z_{2, i} I^{2}$, giving

$$
\begin{equation*}
Z_{21} I^{1}=E_{2}-Z_{22} I^{2} \tag{7.27}
\end{equation*}
$$

Multiplying both sides of (7.27) by $\mathrm{Z}_{21}^{-1}$ gives

$$
\begin{equation*}
I^{1}=Z_{21}^{-1}\left(E_{2}-Z_{22} I^{2}\right) \tag{7.28}
\end{equation*}
$$

By substitution of (7.28) into (7.25)

$$
\begin{gather*}
\mathbb{Z}_{1}=Z_{11} Z_{21}^{\infty 1}\left(E_{2}-Z_{22} I^{2}\right)+Z_{12} I^{2}  \tag{7.29}\\
E_{1}=Z_{11} Z_{21}^{-1} E_{2}=\left(Z_{12}-Z_{11} Z_{21}^{\infty} Z_{22}\right) I^{2} \\
I^{2}=\left(Z_{12}=Z_{11} Z_{21}^{-1} Z_{22}\right)^{-1}\left(E_{1}^{1}=Z_{11} Z_{21}^{-1} E_{2}\right) \tag{7.30}
\end{gather*}
$$

A similar determination of $I^{1}$ gives

$$
\begin{equation*}
I^{1}=\left(Z_{21}-Z_{22} Z_{12}^{1} Z_{11}\right)^{-1}\left(E_{2}-Z_{22} Z_{12}^{1} E_{1}\right) \tag{7.31}
\end{equation*}
$$

It should be emphasized that in calculating $I^{2}$ and $I^{1}$ it its necessary to determine the inverses of only (2x2) and (3x3) matrices. In partitioning the two matrices $(7.20)$ and $(7.22)$, care must be taken that the submatrices so formed are conformable, else they cannot be multiplied. Two matrices in a matrix product are corformably partitioned if for every vertical partitioning line between columns of the matrix on the left there is a partitioning line between corresponding rows of the matrix on the right.

As a means of illustrating the procedure to be used in analyzing a general network, the network shown in figure 23 will be solved.


Figure 23
Illustrative Example

The positive directions of the five branch currents will be chosen so that the currents flow out of the positive terminals of the generators. It will be assumed that there is no magnetic coupling among branches, and the generators generate first, third, and fifth harmonics. The presence of magnetic coupling among branches would merely require additional non-zero elements in the "branch impedance matrix: the procedure would be exactly the same.

From figure 23, the equations relating the branch and mesh
currents are $\quad \dot{I}^{1}=\dot{I}^{1}+0+0$

$$
\dot{I}^{2}=0-\dot{I}^{2}+0
$$

$$
\dot{I}^{3}=\dot{\dot{I}}^{1}-\dot{I}^{2}+0
$$

$$
\dot{I}^{4}=0+\dot{I}^{2}-\dot{I}^{3}
$$

$$
\dot{I}^{5}=\dot{I}^{1^{1}}+0 \quad \dot{I}^{3}
$$

The transformation matrix is

$$
[C]=\left[\begin{array}{ccc}
1 & 0 & 0  \tag{7.33}\\
0 & \infty 1 & 0 \\
1 & -1 & 0 \\
0 & 1 & -1 \\
1 & 0 & -1
\end{array}\right]
$$

The branch voltage matroix is:

$$
[\dot{E}]=\left[\begin{array}{l}
\dot{E}_{1}  \tag{7.34}\\
\dot{E_{2}} \\
\dot{E}_{3} \\
\dot{E_{4}} \\
\dot{E_{5}}
\end{array}\right]
$$

From (7.34) and the voitage transiormation equation

$$
\begin{equation*}
\left[\dot{E}^{\prime}\right]=\left[C_{t}\right] x[\dot{E}] \tag{7.35}
\end{equation*}
$$

the mesh roltage matrix is

$$
\begin{align*}
& \operatorname{matx} i x \text { is }  \tag{7.36}\\
& {\left[\dot{E}^{\prime}\right]=\left[\begin{array}{ccccc}
1: & 0 & 1 & 0 & 1 \\
0 & -1 & -1 & 1 & 0 \\
0 & 0 & 0 & -1 & -1
\end{array}\right] \times\left[\begin{array}{l}
\dot{E}_{1} \\
\dot{E}_{2} \\
\dot{E}_{3} \\
\dot{E}_{4} \\
0 \\
\dot{E}_{5}
\end{array}\right]}
\end{align*}
$$

$$
\left[\dot{E}^{\prime}\right]=\left[\begin{array}{c}
\dot{E}_{1}+\dot{E}_{3}+\dot{E}_{5} \\
-\dot{E}_{2}-\dot{E}_{3}+\dot{E}_{4} \\
-\dot{E}_{4}-\dot{E}_{5}
\end{array}\right]
$$

The product of the branch impedance matrix

$$
[\dot{z}]=\left[\begin{array}{ccccc}
\dot{z}_{11} & 0 & 0 & 0 & 0  \tag{7.38}\\
0 & \dot{z}_{22} & 0 & 0 & 0 \\
0 & 0 & \dot{z}_{33} & 0 & 0 \\
0 & 0 & 0 & \dot{z}_{44} & 0 \\
0 & 0 & 0 & 0 & \dot{z}_{55}
\end{array}\right]
$$

and [C] is

$$
\begin{gather*}
{[\dot{z}] x[C]=\left[\begin{array}{ccccc}
\dot{z}_{11} & 0 & 0 & 0 & 0 \\
0 & \dot{z}_{22} & 0 & 0 & 0 \\
0 & 0 & \dot{z}_{33} & 0 & 0 \\
0 & 0 & 0 & \dot{z}_{44} & 0 \\
0 & 0 & 0 & 0 & \dot{z}_{55}
\end{array}\right] x\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & -1 & 0 \\
1 & -1 & 0 \\
0 & 1 & -1 \\
1 & 0 & -1
\end{array}\right]}  \tag{7.39}\\
{[\dot{z}] x[C]=\left[\begin{array}{ccc}
\dot{z}_{11} & 0 & 0 \\
0 & \dot{z}_{22} & 0 \\
\dot{z}_{33} & \dot{z}_{33} & 0 \\
0 & \dot{z}_{44} & \dot{z}_{44} \\
\dot{z}_{55} & 0 & \dot{-} \\
\hline \dot{z}_{55}
\end{array}\right]}
\end{gather*}
$$

Substituting (7.40) into the impedance transformation equation
gives

$$
\begin{align*}
& {\left[\dot{z}^{\prime}\right]=\left[C_{t}\right] \times[\dot{z}] \times[C]}  \tag{7.41}\\
& {\left[\dot{Z}^{\dot{Z}}\right]=\left[\begin{array}{ccccc}
1 & 0 & 1 & 0 & I \\
0 & -1 & -1 & 1 & 0 \\
0 & 0 & 0 & -I & -1
\end{array}\right] x\left[\begin{array}{ccc}
\dot{z}_{11} & 0 & 0 \\
0 & \dot{z}_{22} & 0 \\
0 & \dot{z}_{33} & 0 \\
\dot{Z}_{33} & -\dot{Z}_{3} & \dot{Z}_{44} \\
0 & \dot{Z}_{4} & -\dot{z}_{44} \\
\dot{Z}_{55} & 0 & -\dot{Z}_{55}
\end{array}\right]} \\
& {\left[\dot{Z}^{1}\right]=\left[\begin{array}{ccc}
\dot{Z}_{11}+\dot{Z}_{33}+\dot{Z}_{55} & -\dot{Z}_{33} & -\dot{Z}_{55} \\
-\dot{Z}_{33} & \dot{Z}_{22}+\dot{Z}_{33}+\dot{Z}_{44} & -\dot{Z}_{44} \\
-\dot{Z}_{55} & -\dot{Z}_{44} & \dot{Z}_{44}+\dot{Z}_{55}
\end{array}\right](7.42)}
\end{align*}
$$

The mesh currents are

$$
\begin{equation*}
\left[\dot{I}^{\prime}\right]=\left[\dot{Z}^{\prime}-1\right] \times\left[\dot{E}^{\prime}\right] \tag{7.44}
\end{equation*}
$$

Using general impedance symbols, the inverse of (7.43) is too buiky to write down. For given numerical values of the parameters, of course, each elenent of $\left[\dot{z}^{1}\right]$ and $\left[\dot{z}^{\prime}=1\right]$ would be a single complex number. If the elements of the inverse of $\left[\dot{Z}^{r}\right]$ are denoted by

$$
\left[\dot{z}^{1-1}\right]=\left[\begin{array}{lll}
\dot{A}_{11} & \dot{A}_{12} & \dot{A}_{13}  \tag{7.45}\\
\dot{A}_{21} & \dot{A}_{22} & \dot{A}_{23} \\
\dot{A}_{31} & \dot{A}_{32} & \dot{A}_{33}
\end{array}\right]
$$

then from ( 7.44 )

$$
\begin{gather*}
{\left[\dot{I}^{1}\right]=\left[\begin{array}{lll}
\dot{A}_{11} & \dot{A}_{12} & \dot{A}_{13} \\
\dot{A}_{21} & \dot{A}_{22} & \dot{A}_{23} \\
\dot{A}_{31} & \dot{A}_{32} & \dot{A}_{33}
\end{array}\right] \times\left[\begin{array}{c}
\dot{E}_{1}+\dot{E}_{3}+\dot{E}_{5} \\
\dot{E}_{2}-\dot{E}_{3}+\dot{E}_{4} \\
\dot{E}_{4}-\dot{E}_{5}
\end{array}\right]}  \tag{7.46}\\
{\left[\dot{I}^{\prime}\right]=\left[\begin{array}{l}
\dot{A}_{11}\left(\dot{E}_{1}+\dot{E}_{3}+\dot{E}_{5}\right)+\dot{A}_{12}\left(-\dot{E}_{2}-\dot{E}_{3}+\dot{E}_{44}\right)+\dot{A}_{23}\left(6 \dot{E}_{40} \dot{E}_{5}\right) \\
\dot{A}_{21}\left(\dot{E}_{1}+\dot{E}_{3}+\dot{E}_{5}\right)+\dot{A}_{22}\left(0 \dot{E}_{\left.2-\dot{E}_{3}+\dot{E}_{4}\right)+\dot{A}_{23}\left(0 \dot{E}_{40}\right.}^{\left.\dot{E}_{5}\right)}\right. \\
\dot{A}_{31}\left(\dot{E}_{1}+\dot{E}_{3}+\dot{E}_{5}\right)+\dot{A}_{32}\left(-\dot{E}_{20} \dot{E}_{3}+\dot{E}_{44}\right)+\dot{A}_{33}\left(-\dot{E}_{4-\dot{E}_{5}}\right)
\end{array}\right]} \tag{7.47}
\end{gather*}
$$

From the current transformation equation

$$
\begin{equation*}
[\dot{I}]=[C] \times\left[\dot{I}^{\prime}\right] \tag{7.48}
\end{equation*}
$$

the branoh currents may now be determined. If (7.47) is wroitten in the foxm

$$
\left[\dot{I}^{1}\right]=\left[\begin{array}{c}
\dot{I}^{1}  \tag{7.49}\\
\dot{I}^{1} \\
\dot{I}^{1}
\end{array}\right]
$$

then the branch current matrix is

$$
[\dot{I}]=\left[\begin{array}{ccc}
\dot{I^{1}} & 0 & 0  \tag{7.50}\\
0 & -\dot{I}^{2} & 0 \\
\dot{I}^{1} & -\dot{I}^{2^{1}} & 0 \\
0 & \dot{I}^{2} & -\dot{I}^{3} \\
\dot{I}^{1} & 0 & \infty \dot{I}^{3}
\end{array}\right]=\left[\begin{array}{c}
\dot{I}^{1} \\
\dot{I^{2}} \\
\dot{I^{3}} \\
\dot{I^{4}} \\
\dot{I^{5}}
\end{array}\right]
$$

The branch impedance matrix (7.38), the branch roltage matrix (7.34), and the branch current matrix (7.50) have been determined.

From the results of the preceding section of this chapter, the elements of the branch matrices (7.34) . (7.38), and (7.50) are them selves matrices. The elements of the mesh matrices (7.37), (7.43), and (7.49) are matrices also, but branch values are more useful in calculating voltageadrops, voltamperes per branch, etc.

The voltage drops across the branch impedance elements of figure 23 are $\left[\begin{array}{c}\dot{V}_{1} \\ \dot{V}_{2} \\ \dot{V}_{3} \\ \dot{V}_{4} \\ \dot{V}_{5}\end{array}\right]=\left[\begin{array}{ccccc}\dot{Z}_{11} & 0 & 0 & 0 & 0 \\ 0 & \dot{Z}_{22} & 0 & 0 & 0 \\ 0 & 0 & \dot{Z}_{33} & 0 & 0 \\ 0 & 0 & 0 & \dot{Z}_{44} & 0 \\ 0 & 0 & 0 & 0 & \dot{Z}_{55}\end{array}\right] \times\left[\begin{array}{l}\dot{I}^{1} \\ \dot{I}^{2} \\ \dot{I}^{3} \\ \dot{I}^{4} \\ \dot{I}\end{array}\right]$

Equation (7.51) is actually the equation of the primitive netwow of the given network (see Chapter $V$ ). Recalling the assumption that only the first, third, and fifth hamonics were present in the generated voltages, the five equations given by (7.51) are actually matrix equations. Thus

$$
\left[\dot{V}_{1}\right]=\left[\begin{array}{c}
0 \\
1 \bar{V}_{1} \\
\dot{3} \dot{V}_{1} \\
\dot{0} \dot{V}_{1}
\end{array}\right]=\left[\begin{array}{ccc}
0 & 0 & 0 \\
1 \dot{Z}_{11} & 0 & 0 \\
0 & 3 \dot{Z}_{11} & 0 \\
0 & 0 & 5 \dot{Z}_{11}
\end{array}\right] \times\left[\begin{array}{c}
\dot{I}^{1} \\
3^{3} \dot{I}^{4} \\
5_{I}
\end{array}\right]
$$

The other four equations for branches 2, 3, 4, and 5 are similar to (7.52). The voltage drop across any impedance due to any harmonic can be calculated using the five sets of equations of the type (7.52) as determined by ( 7.51 ).

The total voltwamperes of the given network are given by

$$
\begin{aligned}
& \dot{P}_{v}=\left[\dot{I}_{t}\right] \cdot[\dot{E}]=\left[\begin{array}{lllll}
\dot{I}^{1} & \dot{I}^{2} & \dot{I}^{3} & \dot{I}^{4} & \dot{I}^{5}
\end{array}\right] \cdot\left[\begin{array}{c}
\dot{E}_{1} \\
\dot{E}_{2} \\
\dot{E}_{3} \\
0 \\
\dot{E}_{4} \\
\dot{E}_{5}
\end{array}\right] \\
& \dot{P}_{\mathrm{V}}=\dot{I}^{1^{*}} \times \dot{E}_{1}+\dot{\bar{I}}^{2^{*}} \times \dot{E}_{2}+\dot{I}^{3^{*}} \times \dot{E}_{3}+\dot{I}^{4}{ }^{*} \times \dot{E}_{4}+\dot{I}^{5}{ }^{*} \times \dot{E}_{5} \quad(7.54)
\end{aligned}
$$

or

Each of the elements in the matrices of (7.53) is a 3-element matroix. The voltamperes delivered to branch 1 are

Equation (7.56) may be written

$$
\begin{equation*}
\dot{P}_{V 1}=\dot{P}_{1}{ }_{V_{1}}+\dot{P}_{3}+\dot{P}_{51} \tag{7.57}
\end{equation*}
$$

 branch I due to the first, third, and fifth harmonios, respectively.

## Summary of Chapter VII

1. In many network problems encountered in electrical engineeroing, the presence of hamonics must be considered in the solutions of the networks.
2. The harmonic components of a ldimensional voltage (or curcent) vector nay be represented by an orthogonal set of complex vectors. The $n$ harmonic components of a voltage vector span an nodimensional time subspace of the ladimensional complex vector space in which the voltage vector is represented.
3. Singlemesh circuits in which the applied voltages contain harmonics may be solved using matrix algebre. The orthogonal components of the voltage and current vectors are represented by the elements of singledeolum matrices, and the ase impeda ances to the different hamonics are represented by the elements on the principal diagonal of a 2 matrix, all elements not on the principal diagonal being zero (no magnetic coupling).
4. The addition of more than one branch or mesh to the network merely adds more space dimensions to the eomplex voltage and current vectors.
5. Matrices, the elements of which are themselves matrices, are called corround matrices, and the elements are called submatrices. Compound matrices are manipulated in the same manner as ordinary matrices.
6. The method of analysis of Chapter $V$ may be applied to the solution of networks with nonsinusoidal applied, voltages. This extension of the analysis of Kron was originally developed by the author. It is necessary to recognize that the matrices of Chapter $V$ are then actually compound matrices; the submatrices (elements) of these compound matrices form the equations for each branch or mesh in terms of the harmonic components of the branch or mesh voltage, current, and impedance,

CHAPTER VIII

## SUMMARY AND CONCLUSIONS

The analysis of ame oircuits was originally performed using unwieldiy trigonometric equations. The use of complex numbers. foirst adapted to awc circuit analysis by Steinmetz, was a tremendous stride in the advancement of electrical engineeroing technology. Rather than manipulating equations in terms of instantaneous values, the complex notation expressed a-c quantities in terms of effective (r.m.s.) or average values. Thus answers obtained using the complex notation were the same values that could be read directiy from cone ventional electrical indicating instruments. The contrast between complex and trigonometric equations was equivalent to that between shorthand and longhand. The advantages of the compaot complex nota tion over the cumbersome trigonometric notation were manifold. Withe in a few years af"ter its inception, the complex notation had supplanted. the trigonometric notation in most electrical engineering textbooks: the trigonometric notation was usually retained only for the'purpose of introducing the student to the complex notation in a logical. manner.

The relative advantages of the complex notation were so manifest that appaxenty few electrical engineers have ever questioned the validity of the complex representation of ace circuit quantities. Yet there are glaxing defeets and inconsistencies in this representation of ade quantities that cannot be compromised. Several of these
defticiencies are as following:
(1) The complex notation can be simultaneously applied to cuantities of different frequencies only by exercising great care and with an understanding of complex numbers not possessed by the average juniorlevel studert in electrical engineering. For example, when the come plex product of current and voltage is formed to give voltwamperes. (a doublefrequency quantity), the result is not the correct answer. It is customary in all elementary texts to employ the conjugate of either the current or the voltage' simply because this artifice yields the known correct result. In engineering, correct answers are imporo tant, but to tacitly inject such an artifice with no explanation is indeed distressing to the true scholar.
(2) The same type of complex notation is used to represent constants and time functions. No distinction is made between the sinusojdal current $\dot{I}=I^{\prime}+j I^{\prime \prime}$ and the constant impedance $\dot{Z}=R+j X$. (3) The complex notation does not distinguish between two sinusoidal functions of two different frequencies.

A method has been devised in Chapter II and illustrated in Chapter III for representing ame voltages and currents by complex vectors. Although the representation of ame voltages and currents by complex vectors was introduced in Chapter II using the intuitive (geometric) concept of a rotating vector, the analytical justification was pur; posely delayed unt;il Chapter $V$. The use of the complex vector representation of anc voltages and currents avoids most of the shorto comings of the complex scalar notation discussed above. At no place in the analysis is the use of artifices necessary in order to obtain the correct results. Rather the rules that have been given fox
manipulating complex vectors are based upon the metric properties of the space in which the complex vectors are represented. A space in which a rule exists for calculating the distance between two points (the length of a line segment or magnitude of a vector) is called a metric space. In engineering, the most useful expression for the magnitude of a vector is that the square of the real magnitude (norm) be equal to the sum of the squares of the components: a metro space in which such a rule exists is called a Euclidean space. The scalar product of two complex vectors was so formulated in Chapter II that the complex vector space would be Euclidean. The examples solved in Chapter II were included principally to demonstrate that complex vector algebra can be used to solve the simpler types of problems just as readily as complex scalar algebra.

The extension of complex vector analysis to multimesh networks adds additional dimensions to the voltage and current vectors. Matrix algebra was introduced in Chapter IV as a tool to be used in manipo ulating complex vectors of higher dimensions. In matrix notation, a complex current or voltage vector is represented by a one-column matrix the elements of which are the complex coefficients of the difo ferent components of the given vector. 'Matrix algebra is'basically a condensed shorthand notation for representing a set (any number) of linear equations. A set of linear equations is a single matroix equation. Thus the use of matrices enables the engineer to focus his attention upon the basic physical principles of the problem which he is solving rather than a host of numbers, variables, and equations. Matrix algebra does not elinjnate the necessity of making numerical calculations in the solution of a specific problen; it merely places
the numerical calculations in an inconspicuous location at the end of the solution. However, in event that the values of only part of the variables involved are desired. then matrix algebra can greatiy reduce the labox involved in making the numerical calculations. The analytical foundation for the comp'lex'vector representation used throughout this dissertaion was presented in Chapter V. A major portion of the analysis presented in Chapter $V$ is the author's adaptation of work previously published by Gebriel Kron and P. Le Corbeiller. The nature of a quantity is determined by the way it behaves when the coordinate system in which it is represented is subw jected to a linear transformetion. As determined by their laws of transformation, it was established in Chapter $V$ that the various electrical quantities are as following:
(1) current a tensor of contravariant valence 1 (a vectox)
(2) voltage - a tensor of covariant valence l (a vector)
(3) impedance a tensor of covariant valence 2
(4) volt-amperes - a tensor of valence 0 (a scalar)

These tensors are represented in a particular coordinate system by a matrix, the order of which is equal to the valence of the tensor. Therefore for a specific coordinate system (reference frame) currents and voltages (branch or mesh values) were expressed as the elements of laway (column) matrices, and impedances were represented by the elements of a 2 wway matrix. In electric nettrork analysis, the selection of the required meshes and the assignment of positive directions in the meshes and branches determine the coordinate system.

The components (natrices) of the voltage and carrent tensors will generally have different values (different elements) in different
eoordinate systems. In the electrical engineer:s language, this means that the mesh curments will be different for each different set of meshes chosen. From a physical viewpoint, this result is almost selfo evident. A similar argument is valid for the impedance tensor. The results of the analysis showed that the voltwamperes for a given network were a scalax. In tensor parlance, this means that the volte amperes were invariant. That is, when the cobrinate system was subjected to a linear transformation the voltamperes did not change. Physically, this is exactly as it should be, since the mere choice of a different set of meshes in the analysis of a network certainly does not alter the voltwamperes input to the network.

The voltages or currents of independent branches or meshes may be considered as the orthogonal components of a generalized space voltage or current vector. Perhaps the most common multiamesh net. works are the variations of threemphase networks. In Chapter VI, several threewhase networks were solved illustrating the correlation between the orthogonal components of space vectors and the elements of Iwway matrices.

The method of analyzing networks using matrices that was developed in Chapter $V$ was extended by the author in Chapter VII to apply to networks with nonsinusoidal applied voltages. The voltages were assumed to be such that they could be analyzed by the methods of Fourier Analysis into the Fourier Sine Series. It was shown that the harmonic components of a nonsinusoidal function, when expressed. in complex vector notation, form an orthogonal set. For a singlea mesh network the $k$ harmonics of the voltage or current span a,ke. dimensional orthogonal time subspace of the Imdimensional voltage ox
current space vectors. The addition of meshes (or branches) merely changes the spacediniensions of the voltage and current vectors.

The method to be followed in solving singlemesh circuits in which the applied voltage contains harmonies'was devised in Chapter VII. The orthogonal hamonic components of the voltage and current vectors were represented by the elements of singleacolumn matroices. The auc impedances to the different harmonics were represented by the elements on the principal diagonal of a 2 way diagonal matrix. In extending the method of analysis of Chapter $V$ to multiamesh neto works with nonsinusoidal applied voltages, it was necessery to reco ognize that the matrices of Chapter $V$ were actually compound matrices. The submatrices (elements) of these compound matrices formed the equations for each branch (or mesh) in terms of the hermonic compo nents of the branch (or mesh) roltage, current, and impedance.

A tensor equation is an expression of the natural behavior of several associated physical quantities. It follows then that the form of a tensor equation is the same for all analogous networiks. The tensor equations in this dissertation were formulated for stam tionary networks. One of the most important aspects of tensor analysis is that once a tensor equation has been formulated for a given system, exactly the same equation applies to all analogous systems. Thus the tensor equations which have been established are valid for all stationary networks.

The analysis of electric networks which has been developed in this treatise using matrices and tensors is only a fragmentary poxtion of the possible applications'of these powerful tools in the solution of electrical engineering problems. Engineers are currently using
matrix algebra more and more in the analysis of electron tube and transistor circuits. There are myriad other applications of these tools to networks, rotatirg machinery, etc. With the ever increasing number of rariations in circuits and equipments which he must undero stand, it is becoming increasingly imperative that the electrical engineer risualize physical laws in tensor form and think of the projections of tensors in different coordinate systems as matrices.

## BIBLIOGRAPHY

Brand, Louis. Vector and Tensor Analysis. New York: John Wiley and Sons, Inc. 1947.

Churchill, Ruel. V. Fourier Series and Boundary Vaiue Problems. New Yorik: McGraw-Hill Book Company, Inc., 194I.

Clarke, Edith. Circuit Analysis of AmC Power Systems. New York: John Wiley and Sons, Ine., Vol. I, 1943.

Courant, R., and D. Hilbert. Methods of Mathematical Physics. New York: Interscience Pubiishers, Inc., Vol. I, First Edition, 1953.

Jiles, Charles W. A Comorehensive Study of Electrical Power Quantities. Stillwater: Oklahoma Acricultural and Mechanical College, 1950.

Kerchner, Russell M. and George $F$. Corcoran. Alternatingeurrent Cirm Guits. New York: John Wiley and Sons, Ine., Third Edition, 7951.

Kron, Gabriel. The Application of Tensors to the Analysis of Rotating Electrical Machinery. Schenectady, New York: General Electric Review, 1938.
--mom. Tensox Analysis. New York: John Wiley and Sons, Inc., 1942.
mon-w... Tensor Analysis of Networks. New'York: John Wiley and Sons, Ince. 1939.

Le Corbeiller, P. Matmix Analysis of Electric Networks. New York: John Wiley and Sons, Inc., 1950.

Michal. Aristotle D. Matrix and Tensor Calculus. New York: John Wiley and Sons, Ine., I947.

Murnaghan, Francis D. Applied Mathematics. New York: John Wiley and Sons, Inc., 1943.

Persico, Enrico, and George M, Temmer. Fundamentals of Quantum Mechanics. New York: Prentice-Hall, Inc., 1950.

Saht, A. Penliung. Dyadic Circuit Analysis. Scranton, Pennsylvania: International Book Company, 1939.

Sokolnikoff, I. S. Tensor Analysis. New York: John Wiley and Sons, Ine: 1951.

Thomas, Joseph M. Theory of Equations. New York: MeGrawnill Book Company, Inc., First Edition, 1938.

## APPENDIX

Key to Notation

Real number - A, D
Complex number $\dot{Z}, \dot{I}$
Conjugate of Complex number $-\dot{Z}^{*}, \dot{I}^{*}$
Real vector a $E{ }^{\prime}$ A
Complex vector - $\mathbf{E}, \dot{I}$
Conjugate of complex vector $-\dot{E}^{*}, \dot{I}^{*}$
Complex contravariant vector - $\dot{I}^{\text {k }}$
Complex covarizant vector $-\dot{E}_{k}$
Matrix having real elements - [C]
Matrix having complex elements - [íz]
Matrix composed of branch elements - [立], [壬]
Matrix composed of mesh elements - $\left[\dot{Z}^{\prime}\right],\left[\dot{I}^{\prime}\right]$
Total current in branch one $\dot{I}^{1},\left[\dot{I}^{1}\right]$
Second harmonic current in branch one - ${ }^{2} \dot{I}^{1}$
Transpose of matrix $-\left[\dot{Z}_{t}\right]$
Inverse of matrix - $\left[C^{-1}\right]$
$\sqrt{-1}=j$
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