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Abstract 

Freeze desalination (FD) emerges as a promising method for treatment of high-salinity brines. In 

this work, experimental and theoretical studies are conducted on the design, fabrication, and testing 

of a novel FD system for desalinating brines with salinities up to 100,000 ppm. The system 

integrates a refrigeration unit with a desalination unit via an intermediate cooling liquid (ICL). The 

desalination unit is comprised of a freezing chamber, a slurry transport section, and separation 

modules. Operating at atmospheric pressure, the FD system leverages the efficient heat transfer 

achieved through direct contact between the brine and the ICL, thus avoiding complications like 

ice adhesion to cooling surfaces and the mixing of refrigerant with the treated water. A key factor 

in increasing the energy efficiency of the developed method is recovering the cold energy of the 

generated ice to cool the condenser of the refrigeration unit. This can be achieved by running an 

ice-water slurry through a heat exchanger to absorb heat from the condensing refrigerant. To better 

understand the fundamentals of ice-water slurry heat transfer, a computational model is developed 

to simulate the melting of a suspended solid particle in its own melt. The fabricated prototype is 

used to study the impacts of various operational parameters such as feed brine salinity, cooling 

temperatures, and centrifugation times on the recovery ratio and the purity of the treated water. It 

is found that lower cooling temperatures and feed brine salinities enhance the recovery ratio, while 

increasing the salinity of the treated water. Specifically, a feed brine with a TDS of 70,000 ppm 

and a cooling temperature of -17°C resulted in a recovery ratio of approximately 50% and a treated 

water TDS of about 2,600 ppm. This study demonstrates a novel method for desalinating high-

salinity brines, which potentially offers greater energy efficiency compared to conventional 

evaporative methods. This method could have significant applications in industrial brine 

management and brine mining. 
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1. Introduction 

This chapter aims to provide a comprehensive understanding of the necessity, and current 

challenges and opportunities in water treatment, establishing the foundation for a detailed 

exploration of freeze desalination as an effective approach to address a specific subset of these 

issues. The chapter begins with an overview of the water scarcity problem and the growing demand 

for innovative water treatment solutions. Next, desalination is introduced as a potential solution 

for addressing the increasing freshwater demand and a brief review of the most widely used 

desalination technologies is presented. Afterwards, brine management strategies, which are crucial 

for the treatment of high salinity water resources, are discussed. Lastly, a description of freeze 

desalination, the focus of this study, is provided, presenting it as a promising technique for 

managing high salinity brine.  

1.1. Background 

Water is an essential natural resource, crucial for the survival of all living organisms [1]. Often 

perceived as a basic and freely accessible right, water is abundant, covering about 71% of the 

Earth's surface. Despite its prevalence, 97% of the Earth's water is saline, leaving only 3% as fresh 

water, which is suitable for human, plant, and animal consumption [2]. Out of this small portion, 

nearly 2.5% is trapped in polar ice caps, glaciers, and the atmosphere, making it largely 

inaccessible, making just about 0.5% available for human use in rivers and groundwater. 

Freshwater, found both on the Earth’s surface and underground, has low salinity and is considered 

renewable due to the natural water cycle. Surface freshwater, which is found in rivers and lakes, is 

low in salinity and thus potable [3]. In contrast, fresh groundwater, which exists beneath the Earth's 

surface, has a higher salinity than surface freshwater [4]. Saline water, found in oceans, seas, and 
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saltwater lakes, dominates the Earth’s water resources, making up most of the total water volume. 

This vast majority highlights the scarcity and critical importance of managing our limited 

freshwater resources effectively. 

Escalating water demands driven by population growth, rising living standards, increased 

per capita water usage, and economic expansion are intensifying global water scarcity. These 

demands are further intensified by diminishing water supplies due to climate change and 

contamination [5,6]. Consequently, water sources are depleting more rapidly than their natural 

replenishment rate. Numerous communities worldwide are struggling with challenges such as 

increased demand, persistent droughts, resource depletion, and the degradation of both surface and 

groundwater sources. These communities are frequently reliant on a solitary water supply source, 

underscoring the vulnerability of their water systems [7]. Recent estimates indicate that 40% of 

the global population currently experiences severe water scarcity, a figure projected to increase to 

60% by 2025 [8]. Approximately 30% of the global population lacks access to clean water sources 

necessary for basic sanitation needs [9], and 66% of the global population currently experiences 

severe water scarcity for at least one month each year [10]. These alarming trends highlight the 

insufficiency of "conventional" water sources—rainfall, snowmelt, and river runoff stored in lakes, 

rivers, and aquifers—to meet the demands in water-scarce regions.  

Addressing water scarcity requires a fundamental reassessment of water resource planning 

and management. This includes harnessing a diverse array of viable, while unconventional, water 

resources for various uses such as supporting livelihoods, ecosystems, climate change adaptation, 

and sustainable development [11]. Although water demand mitigation strategies like water 

conservation and efficiency improvements can help narrow the gap between water demand and 

supply, they need to be integrated with supply enhancement strategies to effectively tackle water 
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scarcity [7]. Practices for conserving water resources and enhancing supply are already in place in 

some water-scarce areas, but there is a pressing need for wider implementation, especially in 

regions where water scarcity and quality deterioration are escalating [12,13]. Due to the scarcity 

of freshwater resources and the pressing need for enhanced water supply, desalination— the 

process of treating saline water to obtain freshwater—has emerged as a viable solution for many 

countries with limited or no access to natural freshwater supplies. This technology taps into the 

abundant supplies of saline water, including seawater and brackish water, offering a crucial 

alternative for regions struggling with water scarcity. 

1.2. Desalination 

Desalination is a process of extracting freshwater from saline sources such as seawater or brackish 

water, producing water that meets the quality standards required for various human activities [14]. 

Developed as an alternative to conventional water sources, desalination leverages the vast 

availability of saline water to address the critical issue of freshwater scarcity [15]. Over time, 

desalination has proven to be a dependable method for securing water supplies, with significant 

advancements in both technical and economic viability [1]. As of 2018, the global annual 

desalination capacity reached 38 billion cubic meters per year (BCM/yr), or 95 million cubic 

meters per day (MCM/d), nearly doubling from 44.1 MCM/d in 2006 [16,17]. Forecasts predict 

this capacity will increase by another 42%, reaching 54 BCM/yr by 2030 [18].  

The process of converting brackish water or seawater into fresh drinking water through 

heating is the oldest desalination technique, primarily due to the historically low cost of fossil fuels 

[19]. This method mimics the natural hydrological cycle, which naturally purifies seawater and 

brackish water. The desalination process can be categorized based on feedwater type, separation 
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technique, or the energy source driving the process. Types of feedwaters include seawater, brackish 

water, river water, and wastewater. Separation techniques comprise thermal desalination, 

membrane desalination, crystallization, and other emerging methods. Energy sources utilized in 

these processes are primarily thermal, mechanical, or electrical. Thermal desalination involves 

converting seawater from liquid to vapor phase through boiling, then condensing the vapors back 

to liquid form to produce potable water. Membrane desalination employs chemical, electrical, or 

mechanical energy to filter salts from seawater through semi-permeable membranes, separating 

the potable water. Crystallization separates pure water from saline solutions through a freeze-melt 

process [19].  

In terms of global capacity and distribution, seawater desalination dominates, comprising 

about 61% of desalination capacity and representing 37% of the total number of desalination 

plants. Brackish water desalination accounts for 21% of capacity and 41% of the total plant count, 

with the remainder attributed to river water and wastewater desalination [17]. Membrane 

desalination leads in technology usage, constituting approximately 69% of global desalination 

capacity and about 85% of all desalination plants. Thermal desalination, while less prevalent, 

contributes about 25% of the global capacity and 8% of the plant count [17]. 

Before exploring the various desalination methods, it is essential to clearly define the 

different types of saline water. Water sources can be classified based on their total dissolved solids 

(TDS), as shown in Table 1-1 [20]. Salinity refers to the total salt concentration, quantified as the 

amount of dry solids per kilogram or liter of seawater, and can also be expressed as parts per 

million (ppm). The chemical makeup of ocean and sea water varies by location, affecting both the 

composition and temperature of different seawater samples. Sodium and chloride are the most 

prevalent ions, but seawater also contains other dissolved salts beyond sodium chloride. In the 
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desalination process, saline water, whether seawater or brackish water, is divided into two separate 

streams. The desalinated stream yields the desired product, freshwater, which meets specific 

salinity requirements. The other stream, known as the "brine" stream, is highly concentrated and 

must be properly disposed of as waste or treated using appropriate methods to mitigate 

environmental impact.  

Table 1-1 Categorization of water sources based on dissolved solids content 

Water classification Total dissolved solids (TDS) 

High-quality drinkable water <200 ppm 

Drinkable water 200 - 500 ppm 

Freshwater 500 - 1,000 ppm 

Mildly brackish water 1,000 - 5,000 ppm 

Moderately brackish water 5,000 - 15,000 ppm 

Heavily brackish water 15,000 - 32,000 ppm 

Low salinity seawater 32,000 - 37,000 ppm 

High salinity seawater >37,000 ppm 

The applicability of various desalination methods for different ranges of input feed brine TDS and 

their specific energy consumption are illustrated in Fig. 1-1. The membrane-based methods shown 

include reverse osmosis (RO), forward osmosis (FO), and electrodialysis (ED). The thermal-based 

desalination technologies presented are multi-effect desalination (MED), freeze desalination (FD), 

and brine concentrator (BC). The following sections will discuss the most widely used desalination 

technologies for both membrane-based and thermal-based methods. 



6 

 

 

Fig. 1-1 Comparison of the specific energy consumption across various desalination 

technologies within their respective feed brine TDS ranges 

1.2.1. Membrane Desalination 

Membrane processes for desalination evolved during the 1960s and 1970s, driven by rising energy 

costs and stricter environmental regulations [21]. These technologies have become more popular 

than thermal methods because they are more energy-efficient and compact. Membrane-based 

desalination processes typically use mechanical pressure, electrical potential, or a concentration 

gradient as the driving force across a semi-permeable membrane to achieve physical separation. 

Some of the pressure-driven membrane desalination processes are Microfiltration (MF), 

Ultrafiltration (UF), Nanofiltration (NF), and Reverse Osmosis (RO) [22]. Microfiltration and 

ultrafiltration processes require low-pressure membranes to accomplish the filtration, whereas 
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nanofiltration and reverse osmosis processes necessitate high-pressure membranes. Reverse 

osmosis is the most prominent membrane process, followed by nanofiltration. Figure 1-2 depicts 

the comparison between different pressure-driven membrane-based desalination processes.  

 

Fig. 1-2 Different pressure-driven membrane processes [22] 

Electrodialysis (ED) process is a membrane-based desalination method in which ions 

migrate under the influence of an applied electric field, allowing for the removal of salt ions 

through ion-permeable membranes. Positive ions (cations) travel in one direction, while negative 

ions (anions) travel in the opposite direction. The cation-permeable membrane selectively permits 

the passage of cations, whereas the anion-permeable membrane facilitates the movement of anions 

out of the solution [23]. The Forward osmosis (FO) desalination process leverages the natural 

osmotic pressure gradient across a membrane to facilitate the movement of water molecules, unlike 

Reverse osmosis (RO) which requires external pressure to counteract the feed's osmotic pressure. 

In the FO process, a highly concentrated salt solution is used. This solution has a low water 

chemical potential (high osmotic pressure) and serves to attract water molecules from a feed 

solution (such as brackish water or seawater) that has a higher water chemical potential (lower 
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osmotic pressure) relative to the draw solution. In the subsequent sections, two of the most widely 

used membrane-based desalination methods, namely RO and FO, are described in further detail. 

Reverse Osmosis (RO) 

Reverse osmosis (RO) desalination was first applied to brackish groundwater in the late 1960s and 

later to seawater desalination by the 1980s [24]. Osmosis is the natural flow of a solvent (e.g., 

water) through a semipermeable membrane from a solution with a low concentration of solutes 

(e.g., salts) to a more concentrated solution. The driving force for this solvent transport is known 

as osmotic pressure, which depends on the difference in solute concentrations between the two 

solutions. This transport process continues until osmotic equilibrium is reached between the 

solutions [25]. Conversely, RO is a pressure-driven membrane separation process in which a 

membrane allows the diffusion of the solvent and solutes. When pressure higher than the osmotic 

pressure is applied to the concentrated solution, the flow of the solvent through the membrane is 

reversed. The solvent then flows from the concentrated solution side through the membrane to the 

diluted solution side, while the solutes are rejected by the membrane [21]. The osmosis process is 

presented in Fig. 1-3.  

RO membranes are typically composed of two distinct layers. The active or selective layer 

is made of polymeric materials thin-film composite of polyamide, which are responsible for the 

semi-permeability characteristics [26]. The second layer is a thick support layer that provides 

mechanical strength to withstand high hydraulic pressures, which can reach up to 70 bars [21,27]. 

The driving force for the RO process is the hydraulic pressure applied to overcome osmotic 

pressure. This pressure varies considerably according to the feedwater salinity, ranging from 15–

25 bar for brackish water desalination to 60–70 bar for seawater desalination [28]. Energy 
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requirements differ depending on the feedwater source, with higher energy requirements for 

seawater RO and lower for brackish water RO, due to the lower pressures involved. Pretreatment, 

including filtration and chemical addition, is a necessary step in RO systems to prevent biofouling 

of the membranes [28,29].  

Large-scale RO desalination units currently operate with a water flux of up to 400,000 

m³/day [30]. As with other membrane-based filtration methods, the most critical challenge for RO 

is membrane fouling [27]. Fouling occurs when insoluble rejected matter accumulates on the 

membrane surface, leading to a decline in permeation production [31]. This issue obstructs long-

term performance and escalates operational and maintenance costs.  

 

Fig. 1-3 Osmosis process representation [32]. 

Forward Osmosis (FO) 

Forward osmosis (FO) stands out as a membrane-based technology that employs osmotic pressure 

differentials rather than hydraulic pressure [33]. In this process, a highly concentrated solution, 

known as the 'draw solution' is employed to create an osmotic pressure gradient across a semi-

permeable membrane. This gradient prompts the movement of water molecules from a less 

concentrated feed brine solution towards the more concentrated draw solution, thereby effecting 
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the separation of freshwater from the draw solution [34–36]. FO exhibits greater energy efficiency 

compared to RO, as it operates without the need for external pressure. However, recent studies 

conducted at commercially viable flow rates have identified fouling as a significant challenge in 

FO systems [37]. The draw solution plays a crucial role in establishing osmotic pressure gradients, 

thereby impacting the performance of FO technology [38]. An ideal draw solution should be cost-

effective, readily available, promote high water flux, exhibit low fouling potential and reverse 

solute diffusion, possess minimal toxicity to microorganisms, and facilitate easy recovery [39]. 

Presently, only a limited number of FO units suitable for high TDS brine are commercially 

accessible. A schematic representation of the FO system is shown in Fig. 1-4.  

 

Fig. 1-4 A schematic diagram of FO [40]. 

1.2.2. Thermal Desalination 

Thermal desalination, mirroring the natural hydrological cycle, is a prevalent method used to 

produce fresh water. In the natural hydrological cycle, sunlight heats water on Earth’s surface, 

causing it to evaporate into the atmosphere. The vapor then rises, condenses into clouds, and 

eventually precipitates as rain when it encounters cold air. Similarly, thermal desalination employs 
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the principles of evaporation and condensation. In this process, an energy source heats saline feed 

water in an evaporator. As the water evaporates, the resulting vapors, driven by density differences, 

rise towards a condenser where they cool and condense back into liquid form. The distilled water, 

now with significantly reduced salt concentrations collected as potable water. The thermal 

desalination process is capable of producing water with extremely low salt concentrations, 

achieving TDS levels of 10 ppm or less from sources with very high salt concentrations, ranging 

from 60,000 to 70,000 ppm TDS [41]. Thermal desalination processes have long dominated the 

world's desalination capacity, until recent advancements in membrane desalination technologies 

began to shift the landscape [21]. However, despite its effectiveness in producing high-quality 

water, the considerable energy consumption associated with thermal desalination results in high 

operating costs. This factor makes it less economically attractive compared to membrane 

desalination methods, which are generally more energy-efficient. 

The primary methods in thermal desalination include multistage flash desalination (MSF), 

multiple effect distillation (MED), single effect evaporation (SEE), humidification-

dehumidification (HDH), and solar stills (SS) [42]. Among these, MSF and MED are the mainstays 

in commercial applications, holding market shares of approximately 87% and 12% respectively in 

commercial desalination plants. Conversely, other thermal desalination methods like SS and HDH 

are not commercially utilized, remaining largely within the realms of experimental prototypes or 

conceptual designs [43]. In the sections that follow, MSF and MED technologies are introduced 

and their processes are described in detail due to their predominant roles in commercial 

desalination. 
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Multi-Effect Desalination (MED) 

The MED process was the first thermal method implemented for seawater desalination intended 

for consumption. The MED process produces freshwater by condensing vapor from boiling saline 

water through a series of stages, or effects, each maintained at progressively lower temperatures 

than the previous one [44]. A heat source, usually coming from a boiler, is used to increase the 

temperature of the input water up to 110°C for the first effect. In the first effect, steam is generated 

and transferred through a tube to subsequent effects, where it continues to boil the saline water 

[30]. The amount of vapor produced in each effect is slightly lower than in the previous one due 

to the increase in latent heat of vaporization as the evaporation temperature decreases. The heat of 

condensation from each effect supplies the heat needed for the next effect to vaporize part of the 

brine. Consequently, the only external heat source required is to heat the feed saline water for the 

first effect. As the primary steam does not come into direct contact with the saline water, the 

condensate inside the evaporator is typically recycled to the boiler for reuse [45]. A schematic of 

the MED desalination process is shown in Fig. 1-5. 

Industrial MED systems can include up to 12 evaporation effects, resulting in water 

production capacities ranging from 600 to 30,000 m3/day. Among thermal desalination processes, 

the MED thermal process is particularly promising due to its low electrical energy consumption, 

low operating costs, and high thermal efficiency [46,47]. To further enhance energy efficiency, 

MED systems can be coupled with either thermal or mechanical vapor compression units [48]. 

Hybrid configurations, which integrate other thermal or membrane technologies, are increasingly 

seen as more efficient and effective than traditional thermal desalination methods. 
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Fig. 1-5 Schematic of the MED desalination [30]. 

Multi-Stage Flash Desalination (MSF) 

The MSF process shares some similarities with the previously described MED process. Both 

require an initial heat supply, often utilizing steam from a power plant, and rely on decreasing 

pressure to promote vapor production [49]. The basic principle of MSF desalination is flash 

evaporation. In the MSF process, saline water input is pressurized and heated to the maximum 

allowable temperature. When this heated liquid is discharged into a chamber held slightly below 

the saturation vapor pressure of water, a portion of its water content converts to steam. This flash 

vapor is then separated from suspended brine droplets as it passes through a mist eliminator and 

condenses on the outer surface of heat transfer pipes. The condensed liquid drips into trays, 

producing hot freshwater [50]. To maximize output and maintain economic efficiency, 

regenerative heating is typically performed. Therefore, this process involves distinct stages, with 

the temperature of incoming saline water gradually increasing at each stage. Modern MSF plants 

use multi-stage evaporators with 19 to 28 stages [51], enabling production volumes of 10,000 to 

40,000 m3/day [48]. The advantages of the MSF system for desalination include its reliability for 

large-scale desalinated water production, tolerance to varying saline water quality, and the high 
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quality of the desalinated water. However, this technology also has disadvantages, such as high 

energy consumption and the considerable expense of the plant [52]. [45]. A schematic of the MSF 

desalination process is shown in Fig. 1-6. 

 

Fig. 1-6 Schematic of the MSF desalination [30] 

1.3. Brine Management 

In desalination, feedwater is separated into two streams: the product stream (freshwater) and the 

by-product stream (brine). Although desalination produces freshwater, a critical environmental 

issue is the coproduction of brine. Brine also originates from other industries, including oil and 

gas production, textiles, and dairy [53]. Currently, global brine production is approximately 141.5 

million m³/day, or 51.7 billion m³/year [17]. This brine contains high concentrations of dissolved 

salts (up to 400,000 mg/L), along with minor amounts of organic matter, metals, nutrients, and 

pathogenic substances [54,55]. The characteristics of brine depend on the quality of the feedwater, 

the industry, recovery rate, purity of the produced freshwater, pre-treatment units, and chemical 

additives used [40]. Brine is commonly disposed of through various methods, such as surface water 

discharge, sewer discharge, deep-well injection, evaporation ponds, and land application [56]. 
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Despite the widespread use of traditional disposal methods, concerns about the long-term 

impact on the environment and human health necessitate a different approach to brine management 

[40]. Potential adverse effects of rejected brine on the environment include pollution, pH 

fluctuations, and the accumulation of heavy metals in receiving ecosystems [57,58]. To select a 

suitable and sustainable brine management method, several factors must be considered. These 

include the volume of rejected brine, the chemical characteristics of the concentrate, geographical 

location, availability of disposal sites, feasibility of treatment technology in terms of legal and 

public acceptance, capital and operational costs, and the facility's capacity for storage and 

transportation of brine to treatment locations [57]. Approaches to eliminate the demand for brine 

disposal and allow for the recovery of both freshwater and salt are membrane-based and thermal-

based brine treatment technologies. However, these technologies currently have very high capital 

and operating costs, limiting their adoption [59]. Some of the thermal processes are MSF, MED, 

and brine concentrators, which have been utilized in full-scale plants for many years [60]. 

However, these thermal processes are often not cost-efficient due to their high capital investment 

and significant energy requirements. To reduce the costs, membrane-based processes such as RO 

and FO can be used to further concentrate the brine before thermal treatment. Additionally, various 

pre-treatment methods can be applied before the membrane processes to address the primary 

challenge of membrane fouling [61].  

Many desalination technologies, including MSF, MED, RO, and FO, are viable for treating 

high-salinity brine, but each has its own set of challenges that need addressing. Thermal-based 

methods such as MED and MSF are effective at handling high-salinity brine; however, they require 

extensive pretreatment to prevent fouling and scaling. Additionally, their capital costs can be 

significant due to the need for corrosion-resistant materials. Membrane-based methods such as RO 
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offer a more cost-effective solution for producing fresh water, but they face limitations with brine 

salinity levels exceeding 70,000 ppm, beyond which energy consumption increases significantly 

and water recovery rates drop [40]. FO represents an innovative approach within membrane-based 

methods, capable of treating high-salinity brine at relatively low costs. Another promising and 

emerging method is freeze desalination (FD), which offers potential advantages for high-salinity 

brine treatment. The subsequent sections will explore conventional brine disposal methods and 

introduce freeze desalination as an emerging technique in the field. 

1.3.1. Disposal Methods 

The desalination industry has developed various methods for brine disposal, including surface 

water discharge, sewer discharge, deep-well injection, evaporation ponds, and land application. 

Brine disposal expenses can range from 5% to 33% of the total process costs, influenced by the 

characteristics and volume of the brine, the level of pretreatment required, the means of disposal, 

and the nature of the disposal environment [62]. In the following, three of the most employed brine 

disposal approaches are described. 

Surface Water Discharge 

Surface water discharge, a prevalent brine disposal method, involves directly releasing brine into 

oceans, rivers, bays, lakes, and other open water bodies. The process entails transferring the brine 

to the disposal site, where it is discharged into the receiving water body. This method is widely 

utilized by the majority of seawater desalination plants. However, its feasibility depends on 

whether the brine's composition aligns with that of the receiving water body to avoid harmful 

effects on the marine environment [63,64]. Brine can pose risks due to its elevated salinity or the 
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presence of pollutants not naturally occurring in the receiving water. For instance, before 

discharge, the brine can be diluted with regular seawater or municipal wastewater to reduce its 

salinity level [65]. Research indicates that careful dilution and rapid mixing can mitigate adverse 

impacts [66]. The cost of this disposal method typically ranges from US$0.05/m³ to US$0.30/m³ 

of rejected brine [65,67]. 

Sewer Discharge 

Sewer discharge is a brine disposal method that involves releasing brine into the wastewater 

collection system. This approach is commonly favored by small-scale brackish water desalination 

plants, primarily due to concerns about the adverse effects of the brine's high TDS content on the 

receiving wastewater treatment plant [68]. The high salinity of brine can impede the biological 

treatment process in a wastewater treatment plant, particularly when the TDS concentration of the 

influent exceeds 3000 mg/L [69]. As a result, sewer discharge is predominantly utilized by 

brackish water desalination plants and is seldom employed for seawater desalination purposes. The 

cost of this disposal method typically ranges from US$0.32/m³ to US$0.66/m³ of rejected brine 

[65,67]. 

Deep-Well Injection 

Deep-Well Injection, a technique for disposing of brine, involves the careful injection of brine into 

deep underground aquifers that are sufficiently isolated from the water aquifers above. This 

method is commonly employed by brackish water desalination plants. The process entails injecting 

the brine into a well-equipped with multiple layers of casing. Porous rocks are utilized to confine 

the brine, while impermeable formations such as clay serve to prevent contamination of the water 
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aquifers [70,71]. The receiving aquifer must have the capacity to accommodate the brine generated 

over the plant's operational lifespan, which typically spans 25 to 30 years [72,73]. A primary 

environmental concern associated with deep-well injection is the potential contamination of nearby 

water aquifers that may serve as sources of drinking water [74]. The cost of employing this disposal 

method typically falls within the range of US$0.54/m3 to US$2.65/m3 of brine discharged [65,67]. 

1.3.2. Freeze Desalination (FD) 

Freeze desalination (FD) technology presents a promising solution to circumvent common 

challenges encountered in traditional desalination methods. Unlike thermal-based methods, which 

often face issues such as high energy consumption and corrosion, or membrane-based methods, 

which contend with fouling and demanding pretreatment requirements, FD offers an alternative 

approach. In FD, the process involves the partial or complete freezing of the solution, wherein 

newly formed ice crystals gradually enlarge, displacing impurities, including salts, into the 

remaining brine solution. Freshwater is then obtained in the form of ice blocks or ice crystals [75]. 

The produced ice is subsequently separated from the highly saline brine, washed, and finally 

melted to yield pure water.  

Freeze desalination has several attributes that address the limitations of major desalination 

technologies, namely thermal-based desalination, and membrane-based desalination. Unlike 

membrane-based processes, FD is insensitive to fouling issues, a common challenge in membrane 

desalination, where cleaning fouled membranes can be exceedingly challenging [76,77]. 

Additionally, unlike RO, which necessitates extensive pretreatment and chemical additives, FD 

operates without such requirements. RO typically generates concentrated brine, posing 

environmental concerns, whereas FD shows promise in treating this concentrated brine toward 
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achieving close to zero liquid discharge [78]. Moreover, FD encounters minimal scaling and 

corrosion problems due to its lower operating temperatures compared to thermal desalination 

processes. From an energy perspective, the latent heat of ice fusion in FD is significantly lower at 

333 kJ/kg compared to the 2500 kJ/kg required for water evaporation in thermal desalination 

processes [79]. Consequently, FD demands approximately one-seventh of the energy needed for 

thermal desalination. Furthermore, FD exhibits versatility in handling highly concentrated brines, 

offering flexibility in treatment options [80]. 

Freeze desalination involves a phase change, transitioning from liquid to solid, with saline 

water or brine transforming into ice. The freezing process results in the formation of ice crystals, 

predominantly composed of pure water [81]. Consequently, fresh water is extracted in the form of 

ice, leaving behind a more concentrated liquid. FD relies heavily on refrigerants to achieve the 

lower temperatures required for operation [82]. Typically, based on freezing conditions and 

processes, freeze desalination configurations can be categorized into four main types: Direct, 

Indirect, Eutectic, and Vacuum freezing, each defined by specific operational parameters [83]. In 

direct FD, the refrigerant comes into direct contact with the saline solution. Conversely, in indirect 

FD, a thermally conducting solid surface separates the refrigerant from the solution, with heat 

transferred from the solution through the conducting surface cooled by circulating refrigerant. Both 

direct and indirect FD operate with cooling temperatures below the freezing point of the solution. 

If the operational cooling temperature is further reduced to reach the eutectic point, eutectic 

freezing (EF) occurs [84]. The eutectic point is the lowest temperature at which the liquid phase is 

stable. Below the eutectic point, only solid phases exist. In EF, salt crystals and ice form 

simultaneously. Additionally, vacuum freezing operates under high vacuum pressure to rapidly 

vaporize a portion of the water, extracting significant heat from the solution (refrigeration effect) 
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and facilitating the freezing of the remaining portion into fresher ice [85]. In the subsequent 

sections, two of the most prevalent FD systems, the indirect and direct methods, are explored in 

great detail. 

Indirect Freeze Desalination 

In indirect freeze desalination, the saline solution and refrigerant are kept separate by a solid 

barrier, with heat from the solution transferred through this barrier to the refrigerant [86]. There 

are two primary categories of indirect FD: suspension crystallization and progressive freezing on 

a cold surface [79]. In suspension crystallization, the pre-cooled saline solution is circulated 

through a scraped-surface heat exchanger operating at low sub-cooling temperatures to facilitate 

the nucleation of small crystals. The resulting slurries are then returned to the main vessel for ice 

growth, with the ice subsequently separated from the slurry using a filter [76]. However, 

suspension crystallization typically falls short of reaching freshwater standards due to the small 

size of the ice crystals and the contamination of their surfaces by salt [87]. Furthermore, the costs 

and complexities associated with achieving freshwater standards through suspension 

crystallization are considerably higher compared to those required for progressive freezing [88,89]. 

In progressive freezing, a single ice layer is initially formed on the cooled surface, gradually 

increasing in thickness as the remaining brine comes into close contact with the ice for further 

crystallization. The primary advantage of freezing desalination on a cold plate lies in the higher 

quality of the produced ice. The ice forms layer by layer in a one-dimensional direction, 

minimizing impurities entrapped between ice crystals and simplifying the separation of ice and 

saline water. 

 



21 

 

Direct Freeze Desalination 

Direct contact freezing desalination employs refrigerant directly in contact with the solution to be 

frozen [79]. Pressurized liquid refrigerant is injected into the brine solution, causing expansion and 

vaporization within the solution at low pressure. This process results in the absorption of a 

substantial amount of heat from the solution, enhancing cooling and lowering it to its freezing 

point to form ice crystals [90]. One advantage of direct FD is its exceptionally high surface area 

and heat transfer coefficient due to the direct interaction between the brine solution and the 

refrigerant. It is widely regarded as the most efficient FD mode, utilizing insoluble refrigerants 

such as butane and Freon, which evaporate upon contact with seawater, drawing latent heat from 

the brine and facilitating ice crystal formation [91]. Critical to the success of direct FD is the careful 

selection of refrigerant. It should possess a boiling point lower than -4°C, exhibit low vapor 

pressure at room temperature, be non-toxic, immiscible, chemically stable in seawater, and 

resistant to hydrate formation during expansion [92]. Additionally, the refrigerant should be 

readily available from commercial suppliers at an affordable price [93]. Despite its high cooling 

efficiency, direct FD has notable drawbacks. One concern is the potential contamination of the 

produced ice by the refrigerant, rendering it unsuitable for potable water [94]. Moreover, the use 

of explosive refrigerants like butane raises safety concerns [94]. Current research in direct FD is 

increasingly exploring the utilization of waste cold energy released from LNG regasification 

processes [87,95]. A typical direct contact freeze desalination system comprises ice crystallization 

components and ice separator units [96]. 
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Ice Crystallization Unit 

Refrigerant, maintained in a pressurized liquid state, is expanded into the brine solution, where it 

undergoes vaporization at low pressure. This vaporization induces a refrigeration effect, leading 

to the formation of ice crystals within the brine [83]. The quality of these ice crystals depends on 

the circulation of the immiscible refrigerant [97]. Optimal mixing methods include utilizing fine 

spray nozzles to introduce liquid refrigerant in the brine, pumping vapor from the vapor space 

through a spurge system for reintroduction in the brine, rapidly circulating the entire liquid content 

of the freezer, and employing conventional mechanical agitators [98]. Alternatively, a spray 

freezer approach involves spraying refrigerants and brine into a low-pressure space, resulting in 

instantaneous slurry formation.  

Ice Separation Unit 

Ice crystals must undergo separation from the brine, which adheres to them due to interfacial 

tension. Ice crystals formed within the crystallization unit are gathered and transferred to an ice 

separator to rid them of adhered brine. Separation devices fall into several categories: presses, 

gravity drainage systems, hydrocyclone separators, centrifuges, filters, and wash columns 

[99,100]. Filtration has proven less effective for crystal separation, posing challenges in removing 

adhered brine. Frequently, screens or filters experience freezing issues, with brine freezing in the 

openings. Wash columns emerge as the preferred choice for ice washing and brine rejection [101]. 

Efficient removal of adhered brine presents one of the most challenging unit operations.  

Among the most prevalent methods is the wash column, which can take the form of either 

a flooded or drained column [102]. Wash columns come in two types: pressurized and gravity-

based. In a pressurized wash column, crystals ascend to the top while hydraulic pressure compels 
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a wash liquid, derived from melted pure crystals, to descend. This liquid, as it flows down the 

column, purges impurities from the crystal surfaces. At the interface between washed and 

unwashed crystals, known as the wash front, the wash liquid encounters colder crystals, enhancing 

crystallization. Consequently, the wash liquid remains separate from the concentrated liquid [83]. 

The gravity wash column, though simpler in design, requires larger dimensions than its pressurized 

counterpart. Its increased height generates the necessary pressure to compress the ice bed. 

Functioning similarly to the pressurized column but at lower pressures, it still facilitates the 

hydraulic movement of an ice pack up the column. To overcome challenges posed by surface 

tension forces, clean fresh water can act as a displacing liquid. Enhanced separation via drainage 

occurs when, in addition to draining brine from the bottom of ice crystals, pure water is introduced 

at the top of the batch, filtering through the ice bed interstices to displace the brine. The 

effectiveness of wash columns hinges on factors such as crystal size, shape, and the viscosity of 

concentrated brine. Ensuring uniformity in crystal size and shape is crucial to prevent wash water 

from unevenly permeating through the crystals, potentially following paths of least resistance. 

Centrifuges have been employed for separating ice crystals from concentrated brine as 

well. Filtering centrifuge leverages the disparity in specific gravity between ice crystals and brine 

concentrate, with centrifugal force propelling the brine through the filter basket. Typically, water 

rinsing is necessary to ensure there is no salt carryover. Additionally, ice particles from brine can 

be separated using a filter.  
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2. Design and Fabrication of a Novel Freeze Desalination System1 

In this chapter, the innovative freeze desalination system is introduced, providing a comprehensive 

and detailed explanation of its mechanism. The section starts with an overview of freeze 

desalination, exploring its applications across various industries, examining different 

methodologies, and comparing these approaches. A thorough literature review of direct contact 

freeze desalination systems is also included to contextualize the current advancements and identify 

gaps in existing technologies. Subsequently, a detailed presentation of the experimental setup is 

provided, and each component used in the system is described in detail.  

2.1. Literature Review & State of the Art  

The freeze desalination method involves cooling saline water until it partially freezes, resulting in 

the extraction of freshwater in the form of ice while the remaining unfrozen brine becomes more 

concentrated. [81]. This method experiences fewer issues related to scaling, fouling, and corrosion 

due to its operation at low temperatures [103]. Additionally, from an energy perspective, the 

freezing process is inherently less energy-intensive than evaporation, with the latent heat of fusion 

of water being almost one-seventh of its latent heat of evaporation [103]. Hence, freeze 

desalination is a viable option for treating rejected brine from reverse osmosis processes, thereby 

moving towards zero liquid discharge. Moreover, freeze desalination systems require minimal 

pretreatment of the feed brine, resulting in significantly fewer chemicals discharged into the 

environment [104]. Researchers have explored the application of freeze desalination in various 

fields, including the treatment of oil and gas produced water [105], the concentration of fruit juice 

 
1 The content of this chapter is an extension of a published paper by the author. The paper contains results of research 

which was solely conducted as partial fulfillment for the PhD requirement. Materials presented in the paper have not 

been submitted for a course or extra credit. 
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and glucose solutions [106,107], dairy products [108], pharmaceutical applications [109], and 

wastewater treatment [110].  

Freeze desalination can be classified into direct and indirect contact methods based on the 

interaction between the brine and refrigerant. [76,111]. In the direct FD method, a refrigerant 

directly contacts the saline solution, whereas the indirect FD method utilizes a thermally 

conducting solid surface to separate the refrigerant from the saline water. In both direct and indirect 

FD processes, the cooling temperature is maintained below the freezing point of the solution [112]. 

Various experimental and numerical investigations [113–116] have explored both direct and 

indirect contact FD methods. Indirect FD can be broadly categorized into two types: suspension 

freeze crystallization and layer freeze crystallization [112]. Suspension freeze crystallization 

involves the creation of numerous small suspended ice crystals within a cooled scraped-surface 

heat exchanger, which then grows in a stirred growth vessel before undergoing separation [103]. 

On the other hand, layer freeze crystallization results in the formation of an ice crystal layer on the 

cooling surface. Studies on indirect FD systems have indicated that as the salinity of the feed brine 

increases, both the recovery ratio (the mass ratio of produced ice to feed brine) and the desalination 

rate (the ratio of salt mass in the unfrozen concentrated brine to that in the feed brine) decrease 

[104,117,118]. Additionally, reducing the cooling temperature increases the recovery ratio [119] 

while decreasing the desalination rate [104]. Various techniques such as ice pressing [120,121], 

sweating [122], washing [89], and centrifugation [118,123] are employed to improve the quality 

of the produced ice and lower its salinity. Desalination rates of up to 99% have been reported for 

indirect FD methods in certain experiments [120,123,124]. However, these high desalination rates 

often coincide with low recovery ratios. Multi-stage FD, where treated water is reintroduced into 
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the system multiple times to further reduce the salinity of the final product, has also been 

investigated [125].  

One of the pioneering studies on direct freeze desalination was conducted by Landau and 

Martindale [126], who explored the influence of various operational parameters on ice quality. 

Their research demonstrated that reducing the salinity of the feed brine and the flow rate of the 

refrigerant significantly enhanced the quality of the ice produced. Gibson et al. [127] investigated 

the spray freezing of seawater, employing a technique in which Freon-114 and saltwater feed were 

atomized through nozzles. To extract the residual Freon from the ice crystals, they utilized a 

pressurized wash column and emphasized the necessity of maintaining adequate turbulence to 

prevent the formation of an ice-cake layer near the spray nozzles. Further exploration of continuous 

brine crystallization was conducted by Wiegandt et al. [97], who utilized butane as the refrigerant. 

Their findings indicated that atomizing the liquid refrigerant significantly increased the heat 

transfer area and promoted vigorous turbulent flows, thus enhancing the efficiency of the heat 

transfer process. More recent advancements by Xie et al. [87] introduced an innovative freeze 

desalination setup leveraging cold energy from liquefied natural gas (LNG) to cool a secondary 

fluid, which was then mixed with seawater. In their experiments, HFE-7100 was used as the 

intermediate cooling liquid and injected into a cylinder containing seawater to facilitate ice 

formation. Their results showed an increase in the ice generation rate with a reduction in the 

refrigerant temperature, although this also led to a decrease in the desalination rate. However, the 

use of HFE-7100 presented challenges due to its high vapor pressure at room temperature (26.9 

kPa), which could lead to significant losses of the cooling liquid through evaporation. Additionally, 

the cost of HFE-7100 is relatively high, and it has a modest specific heat, which may limit its 

practical application in large-scale systems [128,129].  
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The literature suggests that the main advantage of indirect FD lies in producing refrigerant-

free treated water of potentially higher quality, a result of the slower and more controlled freezing 

process that minimizes brine entrapment within the ice crystals [112]. Conversely, direct FD 

methods are favored for their higher ice production rates, due to the improved heat transfer between 

the refrigerant and saline water [86], and lower specific power consumption compared to indirect 

FD methods [112]. However, indirect FD suffers from higher energy demands due to less efficient 

heat transfer between the refrigerant and feed brine and increased complexity in system design, 

notably in the removal of ice from cooling surfaces [76]. Direct FD methods, while efficient, often 

have issues such as contamination from the residual refrigerant in the treated water and challenges 

in precisely controlling the freezing process, both of which can adversely affect water quality 

[130]. Additionally, a common challenge across both direct and indirect FD approaches is the 

effective separation of residual brine from the ice before melting. Failure to adequately remove 

this brine leads to its dissolution in the melted ice, thereby elevating the salinity of the final treated 

water [103].  

Given the research on FD technologies and designs detailed in existing literature, there is 

a notable deficiency in systems that effectively integrate the advantages of both direct and indirect 

FD methods while mitigating their respective drawbacks. A hybrid FD system could potentially 

offer more effective solutions for desalinating high-concentration brines and facilitate their 

widespread application. This study aims to bridge this research gap by introducing an FD system 

that merges aspects of both direct and indirect methods. In this design, the cooling fluid and the 

brine are mixed directly; however, unlike traditional direct FD systems that mix the refrigerant 

fluid from the refrigeration cycle with the brine, this system uses an intermediate cooling liquid—

specifically silicone oil, which circulates between the refrigeration and desalination units. Silicone 
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oil is selected for its notable benefits, including its non-volatility at room temperature, higher 

specific heat, and significantly lower cost compared to other fluids [129,131,132]. Furthermore, 

this FD system incorporates an innovative ice-crushing technique that minimizes brine entrapment 

and improves the desalination rate. The primary aim of this research is to demonstrate the viability 

of a novel FD system that utilizes an intermediate cooling liquid to overcome the limitations 

traditionally associated with FD systems. The novelty of the current study lies in combining the 

advantages of both direct and indirect contact freezing desalination methods. It operates at 

atmospheric pressure, similar to indirect contact methods, while achieving a high heat transfer rate 

due to the direct contact between the brine and the cold medium (ICL), similar to direct contact 

methods. Additionally, the ICL used in this study does not bond with the water and can be easily 

separated from the water. 

2.2. Experimental Setup 

The experimental freeze desalination study began with the fabrication of a small-scale 

experimental setup designed to evaluate the feasibility of the desalination process [133]. This 

initial setup included all the essential components for crystallization and brine desalination, except 

for the ice separation unit. The refrigeration system in this setup was a chiller, which provided the 

necessary cooling for the brine freezing process. The small-scale setup yielded promising results, 

demonstrating the possibility of ice crystallization with low-salinity feed brine. Building on these 

successful initial findings, the researchers moved to the next stage: the development and testing of 

a large-scale setup. This larger system was designed to increase the ice production rate and extend 

the application of freeze desalination to high-salinity feed brine by utilizing a more powerful 

refrigeration system.  
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The large-scale experimental setup is fabricated and tested to evaluate the performance and 

effectiveness of the proposed novel freeze desalination system. This setup utilizes an intermediate 

cooling liquid (ICL) as the cooling medium, facilitating heat transfer between the desalination unit 

and the refrigeration unit [134]. The ICL circulates between the refrigeration system and 

desalination unit supplying the necessary cold medium for the freeze desalination process. The 

specifics of this process will be detailed in the subsequent sections. Figure 2-1 presents both the 

actual and schematic views of the fabricated desalination system. The setup consists of two main 

components: the desalination unit and the refrigeration unit, interconnected by the ICL via an 

evaporator. The ice separation and ice melting processes are handled by distinct units, which will 

be explained in greater detail in the following sections. The primary function of the refrigeration 

unit is to supply a cold environment for the ICL, which then comes into contact with the feed brine. 

The main role of the desalination unit is to generate ice crystals. The ICL, a silicone fluid, 

continuously circulates between the evaporator section of the refrigeration unit and the 

desalination unit, ensuring efficient and effective cooling throughout the process. 
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Fig. 2-1 (a) Experimental setup and (b) schematic view of it. The components in the schematic 

view: (1) brine tank, (2) brine spray nozzle, (3) freezing chamber, (4) ice grinder, (5) ice-liquid 

separation filter bag, (6) settling tank, (7) first brine-ICL separation filter, (8) ICL tank, (9) 

second brine-ICL separation filter, (10) heat exchanger, (11) flowmeter, (12) compressor, (13) 

condenser, (14) expansion valve. 
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The desalination unit comprises several sections, including brine preparation, brine 

injection, crystallization, slurry separation, a filter separator, and ICL cooling. The process begins 

in the brine preparation section, where the brine is prepared and then injected into the freezing 

chamber. Within the freezing chamber, the injected brine is partially frozen and mixed with the 

cold ICL. This creates a slurry composed of ICL, ice, and unfrozen concentrated brine. The slurry 

is then transferred to the slurry separation section, where the solid ice crystals are separated from 

the liquid components (ICL and concentrated brine). The collected ice is moved to the ice 

separation section, while the remaining ICL and concentrated brine proceed to the filter separator. 

In the filter separator, the ICL is separated from the concentrated brine. The concentrated brine is 

rejected from the system and the separated ICL is then pumped to the evaporator of the 

refrigeration system to be cooled before being circulated back to the freezing chamber, thus 

completing the cycle. Further details of each section in the desalination unit, along with the ice 

separation and ice melting processes, will be provided in the subsequent sections. The component 

numbers mentioned in the following sections correspond to those shown in Fig. 2-1(b). 

2.2.1. Intermediate Cooling Liquid (ICL) 

Before exploring the various components of the freeze desalination setup, it is crucial to first introduce 

the ICL and discuss its properties. Choosing the appropriate ICL is a crucial step in this experimental 

study. The selected liquid must possess several key characteristics: non-toxicity, immiscibility with 

water, low viscosity, low freezing temperature, availability, and affordability. After careful evaluation 

of these criteria and reviewing previous research, two fluids emerged as suitable candidates for the 

study: HFE-7100 and PSF-1.5 cSt Silicone Fluid. HFE-7100 fluid is a hydrofluoroether (HFE) fluid, 

characterized by its very low toxicity and immiscibility with water. It has an extremely low freezing 
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temperature of -135°C and a kinematic viscosity of 0.38 cSt at room temperature, making it highly 

effective for this application. Similarly, PSF-1.5 cSt Silicone Fluid also has low toxicity and is 

immiscible with water. It features a freezing temperature of -70°C and a low kinematic viscosity of 

1.5 cSt at room temperature.  

When comparing PSF-1.5 cSt Silicone Fluid with HFE-7100, silicone oil offers several 

important advantages. Firstly, silicone oil has a vapor pressure of 0.13 kPa at 25°C, making it non-

volatile at room temperature. In contrast, HFE-7100 has a much higher vapor pressure of 26.9 kPa at 

25°C, indicating greater volatility under the same conditions. Additionally, silicone fluid has a higher 

specific heat than HFE-7100. Specifically, the specific heat of PSF-1.5 cSt silicone fluid is 1715 

J/kg·K at 25°C, compared to 1183 J/kg·K for HFE-7100 [128]. Furthermore, the cost per kilogram of 

silicone fluid is significantly lower than that of HFE-7100, making it a more economical choice for 

large-scale applications [129,132,135]. Finally, in this experimental setup, the produced ice must sink 

so that it can be effectively transported through the system. This downward movement of ice requires 

the ICL to have a lower density than ice. The HFE-7100 fluid has a density of 1520 kg/m³, which is 

higher than the density of ice. This higher density makes it difficult, if not impossible, for the ice to 

descend into the freezing chamber. Conversely, the PSF-1.5 cSt Silicone Fluid has a density of 851 

kg/m³, which is lower than that of ice. This lower density facilitates the practical and efficient descent 

of ice within the freezing chamber. Given these advantages, silicone fluid was selected for this 

experimental study. The PSF-1.5 cSt Silicone Fluid, a type of Polydimethylsiloxane (PDMS) silicone 

fluid, is marketed under various names by different companies. For this study, the silicone fluid was 

purchased from Clearco Products company. The thermophysical properties of the ICL are detailed in 

Table 2-1 [131].  
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Table 2-1 Thermophysical properties of silicone liquid (ICL) [131] 

Freezing point -70°C 

Specific gravity at 25°C 0.851 

Specific heat capacity at 25°C 1,715 J/kg·K 

Viscosity at 25°C 1.5 cSt 

Viscosity at -25°C 3 cSt 

Vapor pressure 25°C 0.13 kPa 

2.2.2. Refrigeration Unit 

The role of the refrigeration unit is to cool the ICL to the desired temperature. This unit is 

composed of several components: a compressor, a condenser, an expansion valve, and an 

evaporator. The refrigerant used in this system is R404-A. The compressor is a two-stage low-

temperature compressor, specifically the Copelametic 2DL3F20KE-TFC model. It operates within 

an evaporating temperature range of -18°C to -40°C and a condensing temperature range of 4°C 

to 60°C [136]. In the current experimental study, the evaporating temperature is maintained 

between -20°C to -30°C, depending on the required temperature of the ICL. The condensing 

temperature varies from 30°C to 40°C, influenced by the ambient temperature and the condenser's 

cooling efficiency.  The nominal power of the compressor under these working conditions ranges 

from 3.7 kW to 4.8 kW.  

The evaporator compartment of the refrigeration unit is a Westermeyer DX5-1 horizontal 

shell-and-tube heat exchanger, shown in Fig. 2-2. The shell is constructed from steel and the tubes 

are made of copper. To enhance the cooling effect, the evaporator is equipped with baffles. In the 
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heat exchanger, the refrigerant R-404A flows through the tube side, while the ICL flows through 

the shell side, arranged in a counterflow configuration. The entire outer surface is wrapped in 2 

cm of insulation to ensure maximum temperature retention. Additionally, the surface is powder-

coated to provide enhanced corrosion resistance [137]. This heat exchanger measures 0.9 m in 

length and has an internal diameter of 0.1 m. The evaporator has a nominal cooling capacity of 6.1 

tons, which is equivalent to 21 kW. The cooling capacity of the refrigeration system was regulated 

by adjusting the electronic expansion valve opening via a LabVIEW graphical user interface, 

allowing precise control to achieve the desired cooling temperature. During operation, the 

refrigerant flow rate and temperatures at both the inlet and outlet of the evaporator and condenser 

were continuously monitored and recorded.  

The condenser of the refrigeration system is constructed from a 4.5 m copper tube with an 

inner diameter of 1 cm. This tube is coiled into a length of 0.5 m, forming nine loops, and is 

submerged in a water tank. To dissipate the excess heat, cold water is introduced into the tank, and 

heated water is expelled. While the flow rate and temperature of the incoming water were not 

measured during the condenser cooling process, the temperatures at the inlet and outlet of the 

condenser were continuously monitored. This monitoring ensured that the temperatures remained 

within the operational range of the compressor. 
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Fig. 2-2 The shell-and-tube heat exchanger and the ICL and refrigerant (R404-A) inlets and 

outlets. 

2.2.3. Brine Preparation 

The first step in the desalination unit involves preparing the brine with the desired salinity. For this 

experimental study, brine was prepared by gradually adding regular table salt to tap water, which 

initially had a TDS level of approximately 250 ppm. The salt was added incrementally, with 

thorough mixing to ensure uniformity. The TDS of the resulting feed brine was measured using a 

Hanna Instruments HI2300 TDS meter. This device measures electrical conductivity (EC), TDS, 

sodium chloride (NaCl), and temperature. The HI2300 can measure TDS levels ranging from 0 

g/L to 400 g/L, with a resolution that varies from 0.001 ppm to 100 ppm depending on the solution's 

TDS. The accuracy of the device is within 1% of the reading. Additionally, it measures temperature 

within a range of -20°C to 120°C, with a resolution of 0.1°C and an accuracy of 0.4°C. Salt was 

continuously added and mixed until the desired TDS level was achieved, as confirmed by the 

HI2300 instrument. 

The elemental composition of table salt was thoroughly analyzed using Scanning Electron 

Microscopy (SEM) for high-resolution imaging and Energy Dispersive X-ray Spectroscopy (EDX) 

for detailed elemental analysis. The SEM analysis was conducted with the Thermo Quattro S field-
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Refrigerant outlet
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emission environmental Scanning Electron Microscope (FE-ESEM) at the Samuel Roberts Noble 

Microscopy Laboratory (SRNML) at the University of Oklahoma. A detailed and colorful image 

of the solid salt obtained from this microscope is displayed in Fig. 2-3. The EDX analysis provided 

a comprehensive assessment of the average elemental composition across the five regions 

highlighted in Fig. 2-3, with the results summarized in Table 2-1. The data indicates that while 

trace amounts of various elements such as Carbon (C), Oxygen (O), and Molybdenum (Mo) are 

present in the salt sample, sodium chloride (NaCl) constitutes the majority, accounting for nearly 

96% of the total mass. This high concentration of NaCl is consistent with the expected composition 

of table salt, showing the accuracy and reliability of the SEM-EDX analytical methods used in this 

study. 

 

Fig. 2-3 Scanning electron microscopy image of salt crystals. 
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Table 2-2 The EDX analysis of the salt. 

Component Weight percentage 

C 2.6 % 

O 1.4 % 

Na 37.4 % 

Cl  58.5 % 

Mo  0.1 % 

2.2.4. Brine Injection 

After preparing the brine, the solution is transferred to the brine tank (1) for subsequent injection 

into the freezing chamber (3). Throughout all tests, the feed brine was maintained at room 

temperature (approximately 20°C), and the flow rate was kept constant at 0.13 kg/min. The brine 

was pumped from the brine tank and injected into the cold ICL in the freezing chamber via a nozzle 

(2). This process utilized a stainless-steel, corrosion-resistant centrifugal pump from Utilitech, 

rated at 60 W. The nozzle tip was positioned above the ICL level in the freezing chamber, 

producing droplets ranging in size from 50 to 100 micrometers. The small size of these brine 

droplets enhances heat transfer by increasing the contact surface area between the brine and the 

cold ICL. However, during the injection process, droplet coalescence can occur before 

crystallization, leading to the formation of larger ice particles.  
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2.2.5. Crystallization 

The brine is injected into the freezing chamber, which is filled with cold ICL. The ICL is pumped 

from the ICL tank (8) to the shell and tube heat exchanger (10) and then enters the freezing chamber 

(3). The flow rate of the ICL is regulated by a pump equipped with a variable frequency drive (VFD). 

This pump is a three-phase, low-temperature, stainless-steel, corrosion-resistant model from Weg, 

rated at 2.2 kW. To ensure precise control of the ICL flow rate, an Emerson Micro Motion Coriolis 

mass flow meter (11) is installed downstream of the heat exchanger. This flow meter, with an accuracy 

of ±0.1% of the reading, measures the mass flow rate of the ICL. Additionally, the flow meter 

continuously monitors the temperature of the ICL, ensuring minimal variation in the ICL inlet 

temperature.  

The freezing chamber was constructed from a 1-meter-long polycarbonate cylindrical tube 

with an inner diameter of 10 cm and a wall thickness of 0.5 cm. Surrounding the upper section of this 

inner cylinder, a second polycarbonate cylindrical tube with a height of 70 cm and an inner diameter 

of 12 cm was placed, creating an annular space between the two cylinders. This annular space was 

evacuated to form a vacuum. The double-wall design around the upper section of the freezing 

chamber served multiple purposes. Firstly, it prevented condensation on the outer surface of the 

freezing chamber, thereby enhancing visual access to the freezing process. Secondly, it reduced heat 

gain, contributing to the thermal efficiency of the system.  

As previously mentioned, feed brine is injected from the top of the freezing chamber, where 

ice crystals begin to form. Due to their higher density compared to the ICL, the ice crystals descend 

within the freezing chamber. During the crystallization process, the coalescence of brine droplets or 

ice crystals can occur. To prevent ice agglomeration and clogging, a rotary ice grinder device (4) is 
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positioned at the bottom of the freezing chamber. This device is essential for crushing larger chunks 

of ice that may form. Additionally, the ice grinder enhances the mixing and heat transfer between the 

brine droplets and the ICL by creating a swirling motion within the freezing chamber. This improved 

circulation not only prevents blockages but also ensures a smoother transition of the slurry, a more 

uniform temperature distribution, and a more efficient crystallization process.  

2.2.6. Slurry Separation 

The mixture of ice crystals, unfrozen concentrated brine, and ICL exits the ice grinder and requires 

ice separation. Several methods were tested for this purpose, including a simple metal filter 

separator, a rotary separation device, and filter bag separation. The metal mesh filter separator 

consists of a rectangular metal surface that prevents ice particles from passing through while 

allowing the liquid to flow freely. Although this method is straightforward, it has several 

drawbacks. The proximity of the produced ice to ambient temperatures reduces the ice production 

rate due to ice melting. Additionally, collecting ice from the flat surface of the metal filter can be 

challenging, often leading to significant ice waste.  

The continuously operative rotary separator is designed to efficiently separate ice from the 

liquid ICL and unfrozen concentrated brine. It features an inner filter tube with a mesh wall that 

rotates within an outer housing. The mesh wall, made from mesh fabric, allows liquids to pass 

through while retaining solid particles. As the slurry is fed into the inlet of the inner filter tube, the 

rotating action facilitates the separation process. The liquid, including ICL and unfrozen 

concentrated brine, drains through the mesh wall and is collected by the outer housing, which 

directs it into a settling tank. The solid ice particles, which are larger than the mesh size, are 

retained within the inner filter tube and transported to an ice tank. The entire separator is mounted 
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on an inclined setup to aid the efficient movement of ice through the system. Additionally, a DC 

motor rotates the outer filter tube, with adjustable rotational speed to optimize the separation 

process. The schematic and actual setup of the rotary separator are shown in Fig. 2-4. While this 

method can operate continuously, it faces challenges due to ice melting caused by the proximity 

of the ice to ambient temperatures. To mitigate this issue, combining the continuous rotary 

separator with a continuous ice washing or ice separation process in a controlled cold environment 

could enhance its efficiency, providing a continuous ice production unit. However, implementing 

such an integrated solution was beyond the scope of the current experimental study. 

 

 

Fig. 2-4 The (a) schematic [138] and (b) actual rotary separator. 
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The third method for separating ice from the slurry involves using a filter bag separator 

(5). In this approach, a filter bag is placed inside a settling tank (6), and the slurry exiting the ice 

grinder is directed into the filter bag through a hose. The filter bag, made of nylon plastic with a 

very fine mesh, allows the liquid to pass through while trapping the ice particles. As the liquid 

passes through the bag, it enters the settling tank, while the ice particles accumulate within the 

filter bag. Because the filter bag is submerged in the cold ICL within the settling tank, ice melting 

is minimized. Consequently, this method proves to be highly effective for slurry separation and 

employed in this experimental study.  

The liquid mixture passing through the filter bag is pumped to the first ICL-brine separation 

filter (7). This filter relies on the density difference between the concentrated brine and the ICL to 

achieve separation. The concentrated brine, being denser, settles at the bottom of the filter, while 

the dewatered ICL passes through to the main ICL tank. The separated brine is collected at the 

bottom of the filter and is gradually discharged through a discharge valve. The pump used in this 

process is a single-phase, low-temperature, stainless-steel, corrosion-resistant model from Weg, 

rated at 0.7 kW. The flow rate of the liquid out of the settling tank is controlled by adjusting the 

pump speed with a variable voltage transformer. To ensure complete separation of ICL and brine, 

a second ICL-brine separation filter (9) is placed after the main ICL tank and before the heat 

exchanger. This additional filter provides an extra layer of separation, ensuring that any remaining 

brine is effectively removed before the ICL is recirculated back into the system. 

It is important to note that in this experimental study, the hoses, connections, and valves 

are intentionally left uninsulated to allow for visual monitoring of the ICL and slurry transitions. 

This design choice enables rapid detection of any potential ICL leaks, facilitates easy observation 

of ice formation and crystal growth, and allows for the visual tracking of any unfrozen concentrated 
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brine mixing with the ICL. However, this lack of insulation does have its drawbacks. The 

uninsulated components are prone to condensation on their outer surfaces, which increases the 

energy consumption of the desalination setup.  

2.2.7. Ice Separation & Melting 

During the partial freezing of the feed brine inside the freezing chamber, the concentration of the 

unfrozen brine increases as the salt is repelled from the forming ice crystals. Some of this brine 

adheres to the surface of the ice crystals or becomes trapped within them. Additionally, although the 

collected ice is predominantly solid, some amount of ICL can also attach to the ice crystals. Thus, the 

ice separation step is crucial in the freeze desalination process to achieve low-salinity treated water.  

As mentioned in the slurry separation section, the produced ice is collected in a filter bag submerged 

inside the settling tank. The separated ice, which contains residual concentrated brine and ICL, is 

referred to as “wet ice” in subsequent discussions. To achieve effective brine rejection while 

maintaining high ice production, various liquid rejection and ice-washing methods were tested, 

including wash columns, ice pressing, and centrifugal separation. After evaluating these methods, 

centrifugal separation was chosen as the most effective technique for separating brine and ICL from 

the wet ice. This method demonstrated significant performance in brine rejection without requiring 

additional external washing water.  

The collected wet ice is placed inside a centrifugal device known as a spin dryer. The spin 

dryer is a cylindrical container with a metal inner surface and small holes on its walls. Once the wet 

ice is loaded, the spin dryer rotates at a high speed of 3200 rpm, effectively expelling the remaining 

liquid from the ice through centrifugal force. The duration of the spinning process determines the 

amount of liquid removed, resulting in drained ice with significantly reduced liquid content. The 
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expelled liquid, which consists of both ICL and unfrozen concentrated brine, can be efficiently 

separated through gravitational separation due to the density difference between the two. The density 

of the unfrozen brine is 30% to 35% greater than that of the ICL. This separation process is further 

facilitated by the immiscibility of the ICL and brine, as well as the low viscosity of the ICL. To ensure 

the ice remains below its melting point during centrifugation, the spin dryer is placed inside a freezer 

maintained at around -10°C. After the centrifugation process, the drained ice is retrieved from the spin 

dryer. Its mass and TDS are then measured after melting the ice at room temperature.  
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3. Theoretical Analysis of the Developed Freeze Desalination System2 

To effectively correlate the experimental results with a theoretical framework, this chapter 

provides an analysis of the feed brine crystallization and ice production processes. This chapter 

begins by providing a detailed description of the brine crystallization process. Subsequently, the 

established theoretical model is introduced and explained, which is based on an energy balance 

analysis conducted specifically within the freezing chamber of the experimental setup. The 

developed model incorporates a set of assumptions and integrates some findings from the 

experimental findings to effectively predict the rate of ice production under various operating 

conditions.  

3.1. Brine Freezing Process 

Before studying the theoretical analysis of the energy balance during crystallization, it is essential 

to understand the brine freezing process. When the feed brine is sprayed into the cold ICL, the 

temperature of the brine droplets decreases until it reaches the freezing temperature corresponding 

to the TDS of the feed brine. The phase diagram of a basic binary salt-water solution, as shown in 

Fig. 3-1, illustrates this process. Starting at point "A," which represents the initial condition of the 

feed brine with a certain salinity, the cooling process does not affect the brine's salinity until the 

temperature reaches the ice line at point "B" (also known as the liquidus line). Upon further 

cooling, water is partially removed from the solution in the form of ice, increasing the salinity of 

the remaining unfrozen brine along the ice line. As the temperature continues to decrease, both the 

quantity of ice and the salinity of the remaining brine increase. Eventually, further cooling brings 

 
2 The content of this chapter is an extension of a published paper by the author. The paper contains results of research 

which was solely conducted as partial fulfillment for the PhD requirement. Materials presented in the paper have not 

been submitted for a course or extra credit. 
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the solution to the eutectic point "C" [139]. At temperatures lower than the eutectic point, the 

solution reaches a state where salt-hydrate and ice form simultaneously, leaving no liquid phase 

remaining [112].  

 

Fig. 3-1 Phase diagram of a binary salt-water solution [140]. 

3.2. Energy Balance Study 

The objective of the theoretical study is to determine the recovery ratio based on the 

thermophysical properties of the feed brine and ICL, as well as their respective flow rates and 

temperatures. To achieve this, the energy balance within the freezing chamber during the 

crystallization process must be solved. Figure 3-2 illustrates the inlet and outlet streams of the 

freezing chamber. The inputs include the feed brine and cold ICL, while the outputs consist of ice, 

unfrozen concentrated brine, and ICL. In addition to the input and output streams, heat transfer 

with the ambient environment also affects the freezing chamber and must be accounted for in the 

energy balance.  
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Fig. 3-2 Freezing chamber inlet and outlet streams. 

To solve the energy balance during the crystallization process, several assumptions need to 

be made: 

1. The mixture in the freezing chamber is well mixed and all components, namely, ice, 

unfrozen concentrated brine, and ICL leave the freezing chamber at the same temperature. 

2. The specific heat and density of the ICL are constant. 

3. The salt is pure sodium chloride. 

Among these assumptions, the first one is the most crucial and simplifying assumption. It 

asserts that the outlet mixture has sufficient time to reach a steady state, maintaining a constant 

temperature for all exiting components. Although the energy balance is focused on the freezing 

chamber, the mixture at the chamber outlet can be extended to the outlet mixture immediately 

before the slurry separation without introducing any additional assumptions or modifications. This 

extension can further support the constant temperature assumption at the exiting stream. This 

assumption also implies that the outlet mixture temperature is equal to the freezing temperature of 

the concentrated brine, as depicted in Fig. 3-1.  
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By applying the conservation of energy, the energy entering the chamber through the feed 

brine and ICL must equal the energy leaving through the ice, unfrozen brine, and ICL, plus any 

heat gained from the ambient. The energy balance for the freezing chamber is as follows: 

�̇�ICL𝑐ICL(𝑇out − 𝑇ICL) = �̇�fb 𝑐avg(𝑇fb − 𝑇out) + �̇�iceℎsl +  �̇�gain 3-1 

where �̇�ICL, �̇�fb, and �̇�ice are the mass flow rates of ICL, feed brine, and generated ice, 

respectively, 𝑐ICL and 𝑐avg are the specific heat of the ICL, and the mass-averaged specific heat of 

the ice-brine mixture, respectively, and ℎsl is the latent heat of fusion of ice. Also, in Eq. 3-1, 𝑇 ICL, 

𝑇fb, and 𝑇out are the temperature of the inlet ICL, the feed brine, and the outlet mixture, 

respectively, and �̇�gain is the heat gain from the ambient to the freezing chamber due to imperfect 

insulation. The mass-averaged specific heat of the ice-brine mixture is defined as: 

𝑐avg =
�̇�fb 𝑐fb + �̇�ice 𝑐ice + (�̇�fb − �̇�ice)𝑐cb

2 �̇�fb
 3-2 

where 𝑐fb, 𝑐ice, and 𝑐cb are the specific heat of the feed brine, produced ice, and concentrated brine, 

respectively. The recovery ratio is defined as the mass flow rate of the produced ice to that of the 

feed brine: 

𝑅 =
�̇�ice

�̇�fb
 

3-3 

Equations 3-1 and 3-2 can be rewritten using the recovery ratio as: 
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�̇�ICL𝑐ICL(𝑇out − 𝑇ICL) = �̇�fb[𝑐avg(𝑇fb − 𝑇out) + 𝑅ℎsl] +  �̇�gain 3-4 

𝑐avg =
1

2
[𝑐fb + 𝑅 𝑐ice + (1 − 𝑅)𝑐cb] 

3-5 

 Based on the second assumption, the thermophysical properties of the ICL, such as density 

and specific heat, are considered constant. The mass flow rates of both the injected brine and the 

flowing ICL are measured and known in this study. In contrast, the thermophysical properties of 

the exiting concentrated brine, including density and specific heat, vary according to its 

concentration. As crystallization occurs, the concentration of the unfrozen brine increases 

gradually, leading to continuous variation in the latent heat of fusion of the remaining brine. This 

increase in concentration also results in a continuous decrease in the brine's freezing point. 

Therefore, it is necessary to define these properties as functions of brine salinity. The variations in 

these properties as functions of brine salinity are described by the equations presented in Table 2-

3, where 𝑆 denotes the salinity in grams of salts per kilogram of brine 𝑆 = 𝑚𝑠/𝑚𝑏 (g/kg). Although 

these properties are derived for aqueous sodium chloride, they can be applied with acceptable 

accuracy to this study since sodium chloride constitutes about 96% of the salt used. 
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Table 3-1 Thermophysical properties of aqueous sodium chloride as a function of salinity S 

(g/kg) [141–143] 

Property Equation 

Density (kg/m3) 𝜌𝑏 = 𝑆 + 997 

Specific heat capacity (kJ/kg · K) 𝑐𝑏 = −0.0007232 𝑆 + 4.178 

Latent heat of fusion (kJ/kg) ℎsl = −0.0003 𝑆2 − 0.074 𝑆 + 333 

Freezing temperature (°C) 𝑇fr𝑧 = −0.0002 𝑆2 − 0.043 𝑆 

To solve Eq. 3-4, all parameters are known except for the recovery ratio and the outlet 

temperature. According to the second assumption, the outlet temperature of the slurry solution is 

equal to the freezing temperature of the unfrozen concentrated brine. The freezing temperature of 

the brine is provided by the fourth equation in Table 3-1, which depends on the salinity of the 

concentrated brine. Therefore, it is necessary to calculate the salinity of the concentrated brine 

based on the known parameters. The salinity of the exiting unfrozen concentrated brine can be 

expressed as a function of the feed brine salinity, the recovery ratio, and the efficiency of the 

desalination process. In freeze desalination, efficiency is typically measured using a metric known 

as the desalination rate [87,116,144,145]. This rate is defined as the ratio of the mass of salt present 

in the rejected unfrozen concentrated brine to the mass of salt in the feed brine. The desalination 

rate reflects the system's ability to minimize salt carryover into the produced ice.  

𝜂 =
𝑚𝑠,cb

𝑚𝑠,fb
= 1 − 𝑅 (

𝑆ice

𝑆fb
) 3-6 
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where 𝑚𝑠,cb and 𝑚𝑠,fb are the mass of salt in the concentrated brine and feed brine, and 𝑆ice and 

𝑆fb are the salinities of the melted produced ice and feed brine, respectively.  

In this experimental study, the salinity of various solutions, including feed brine, 

concentrated brine, and produced ice, is measured using a TDS meter. Therefore, the salinity of a 

solution (𝑆), defined as the mass of dissolved salts over the mass of the solution, needs to be 

converted to TDS. For solutions where all dissolved solids are salts, the relationship between 

salinity and TDS is given by 𝑆b = TDS𝑏/𝜌𝑏. Given that salts make up approximately 96% of the 

dissolved mass in this study, the same conversion can be applied. Consequently, the desalination 

rate in terms of TDS can be expressed as follows: 

𝜂 = 1 − 𝑅 (
𝜌fb

𝜌ice
) (

TDSice

TDSfb
) 3-7 

Using the first equation listed in Table 2-3, the density of the brine can be formulated based 

on its TDS. 

𝜌𝑏 = 498.5 + √498.52 +  TDSb 3-8 

The outlet temperature of the freezing chamber corresponds to the freezing temperature of 

the concentrated brine at the outlet, which depends on the salinity of the concentrated brine, 

denoted as 𝑆cb. This salinity can be calculated based on the salinity of the feed brine, the 

desalination rate, and the recovery ratio, as follows: 
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𝑆cb = 𝜂
𝑆fb 

1 −  𝑅
 3-9 

The outlet temperature of the freezing chamber, (in °C), is determined by the salinity of the 

concentrated brine (expressed in grams of salt per kilogram of brine) using Eq. 3-9 and the fourth 

equation listed in Table 3-1. By incorporating the outlet temperature as a function of the inlet brine 

salinity (𝑆cb), along with the recovery ratio (𝑅) and the desalination rate (𝜂) into Eq. 3-4, the 

resulting formula contains two unknown variables: the recovery ratio and the desalination rate. 

The desalination rate in the freeze desalination process is largely influenced by the effectiveness 

of brine rejection during the centrifugal separation process. Experimental results indicate that the 

desalination rate typically ranges from 0.9 to 0.99. Consequently, for this theoretical analysis, an 

average desalination rate of 0.95 is assumed. It should be noted that further analysis of variations 

in the desalination rate, from 0.9 to 0.99, reveals that these changes have a negligible impact on 

the recovery ratio. 

The heat gain during the freezing process was measured through experimental methods. To 

accomplish this, the ICL was circulated through the system at the same flow rate and temperature 

as it would be with brine injection, but without injecting any brine. Once a steady state was 

achieved, the temperature differential of the ICL across the freezing chamber was recorded. This 

temperature difference was then utilized to calculate the heat gain: 

�̇�gain = �̇�ICL𝑐ICL(𝑇ICL,out − 𝑇ICL) 3-10 
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where 𝑇ICL,out represents the temperature of the ICL as it exits the freezing chamber without brine 

injection. After conducting multiple measurements, it was determined that the average temperature 

increase of the ICL was approximately 1°C at an ICL flow rate of 5 kg/min. Using the measured ICL 

temperature rise, the heat gain was calculated to be between 140 W to 160 W. Once the heat gain is 

calculated, for any specified values of 𝑇ICL, �̇�ICL, 𝑇fb, �̇�fb, and 𝑆fb, the recovery ratio (𝑅), the outlet 

temperature, 𝑇out, and the salinity of the concentrated brine, 𝑆cb, can be calculated using Eqs. 3-4, 3-

5, 3-9, and those outlined in Table 3-1. 
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4. Freeze Desalination Experimental and Theoretical Results3 

The primary objective of freeze desalination is to produce a low-salinity water stream from high-

salinity feed brine while achieving a reasonable recovery ratio. The achievement of this process is 

influenced by several key parameters, including the cooling temperature, the salinity of the feed brine, 

and the effectiveness of the ice-brine separation. This chapter explores how these factors impact the 

desalination process, starting with an analysis of cooling temperature effects on the recovery ratio and 

the quality of the ice produced. Subsequently, the impact of feed brine salinity on the process is 

examined, followed by an investigation into the role of centrifugation time in enhancing separation 

efficiency. It is important to note that throughout the experiments, the outlet temperature of the 

freezing chamber consistently remained above the critical temperature necessary for salt-hydrate 

formation. As a result, no salt-hydrates were produced, and ice was the only solid substance in the 

system. 

4.1. Effect of Cooling Temperature 

One critical determining factor for both the recovery ratio and the quality of the treated water in 

freeze desalination is the cooling temperature. The cooling temperature refers to the steady-state 

temperature of the freezing chamber. More specifically, it represents the steady-state temperature 

of the mixture (ICL, concentrated brine, and ice) at the outlet of the freezing chamber. This section 

explores how various cooling temperatures influence the recovery ratio and produced ice salinity, 

using a consistent feed brine TDS of 70,000 ppm and an ICL mass flow rate of 5 kg/min. Both the 

feed brine flow rate and its temperature were maintained at 0.13 kg/min and 20°C, respectively. 

 
3 The content of this chapter is an extension of a published paper by the author. The paper contains results of research 

which was solely conducted as partial fulfillment for the PhD requirement. Materials presented in the paper have not 

been submitted for a course or extra credit. 
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Four distinct cooling temperatures were evaluated: -10°C, -14°C, -17°C, and -20°C. These 

temperatures were precisely controlled by adjusting the inlet ICL temperatures, which in turn were 

regulated by modifying the refrigeration unit’s cooling power. To ensure consistent conditions, the 

ICL flow and brine injections were kept steady, and the cooling power was fine-tuned until the 

target temperature at the freezing chamber outlet was reached. After the freezing process, the 

collected ice underwent a 12-minute centrifugation process in a spin-dryer to remove entrapped 

unfrozen concentrated brine. To prevent melting during this process, the spin-dryer was housed 

within a freezer set at approximately -10°C. Following centrifugation, the ice was extracted, 

melted, and analyzed for mass and TDS. A representative sample of the drained ice is displayed in 

Fig. 4-1. 

 

Fig. 4-1 Produced ice after centrifugal brine draining. 

 Figure 4-2 illustrates the impact of cooling temperature on the recovery ratio and TDS of the 

melted ice (treated water) following a centrifugation time of 12 minutes. As anticipated, lower cooling 

temperatures lead to higher recovery ratios. Specifically, the TDS of the treated water (TDStw) 
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measured 3300, 2700, 2200, and 1800 ppm at cooling temperatures of -20°C, -17°C, -14°C, and -

10°C, respectively. The reduction in TDS at relatively higher cooling temperatures is linked to slower 

ice crystallization rates, which allow more time for the ice crystals to expel the brine, resulting in 

purer ice. In contrast, at lower cooling temperatures, the crystallization process accelerates, capturing 

more brine within the ice structure. This inverse relationship between the TDS of treated water in 

freeze desalination systems and the temperature of the freezing process is a well-documented 

phenomenon, reported by several studies [95,118,120,146]. Another factor contributing to lower TDS 

at higher cooling temperatures could be the reduced mass ratio of ice to unfrozen brine. Less ice 

formation at higher temperatures means a smaller increase in the concentration of the remaining brine, 

leading to less saline unfrozen brine being trapped within the ice. This observation implies a tradeoff 

in freeze desalination systems: while lower temperatures improve recovery ratios, they can also lead 

to higher TDS levels in the treated water due to increased brine entrapment. 

  

Fig. 4-2 Theoretical (𝑅th) and experimental (𝑅ex) recovery ratios, along with the 

corresponding TDS of the treated water (TDStw), for feed brine with a TDS of 70,000 ppm 

and various cooling temperatures. The error bars are the overall measurement uncertainty. 
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 Figure 4-2 also displays the recovery ratios determined through theoretical calculations at 

various cooling temperatures. It is apparent from the data that the theoretical predictions overestimate 

the recovery ratios when compared to the experimental outcomes. This discrepancy may arise from 

factors such as partial melting of ice within the filter bag, as well as ice loss that occurs during 

transport to the spin-dryer device and throughout the centrifugation separation process.  

4.2. Effect of Brine Salinity 

The feed brine salinity is another critical factor that can significantly impact both the recovery ratio 

and the salinity of the treated water. It is generally anticipated that lower brine salinities will result in 

produced ice with reduced salinity. However, as will be demonstrated, the cooling temperature and 

recovery ratio can also significantly affect the salinity of the produced ice, often independent of the 

feed salinity. This section presents and compares the experimentally determined recovery ratios and 

treated water TDS for four different feed brine salinities: 15,000 ppm, 35,000 ppm, 70,000 ppm, and 

100,000 ppm, all at a cooling temperature of -17°C. The flow rates for the ICL and feed brine were 

maintained at 5 kg/min and 0.13 kg/min, respectively, with the feed brine inlet temperature set at 

20°C. The produced ice was separated from the concentrated brine through 12 minutes of 

centrifugation. 

 Figure 4-3 presents both experimental and theoretical results of recovery ratios and the TDS 

of treated water across various feed brine salinities. As anticipated, an increase in feed brine TDS led 

to a decrease in the recovery ratio. Interestingly, however, the salinity of the ice produced was lower 

at higher feed brine TDS levels. This initially paradoxical outcome can be explained by differences 

in the freezing rate. With a constant cooling temperature and feed brine flow rate, a lower salinity in 

the feed brine tends to produce more ice in the same period, resulting in a faster ice crystallization 
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rate. This rapid crystallization tends to trap more concentrated brine within the ice crystals. These 

micro pockets of brine are difficult to eliminate through centrifugal draining and can significantly 

elevate the TDS of the treated water when the ice melts. The correlation between rapid freezing rates 

and higher salinity in treated water has been documented in prior research [87,104,145], supporting 

these observations. 

 

Fig. 4-3 Theoretical (𝑅th) and experimental (𝑅ex) recovery ratios, along with the 

corresponding TDS of the treated water (TDStw), for a cooling temperature of -17°C across a 

range of feed brine salinities (TDSfb). The error bars indicate the overall uncertainty of the 

measurements. 

 Both experimental and theoretical recovery ratios are found to decrease with an increase in 

feed brine TDS. As shown in Fig. 4-3, at lower feed TDS levels, the experimental recovery ratios 

align more closely with the theoretical predictions. However, as the feed salinity increases, the 

divergence between experimental and theoretical results becomes more pronounced. This discrepancy 

at higher feed brine TDS levels can be explained by the increased likelihood of unintended ice melting 
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during the transport and centrifugation processes. Additionally, with higher brine TDS, the brine 

trapped within the ice contains higher concentrations of dissolved solids. Consequently, ice near these 

high-salinity brine pockets is more prone to melting during centrifugation, further impacting the 

recovery ratios. Furthermore, the prolonged freezing process for feed brine with higher salinity could 

be another contributing factor. When brine is injected into the cold ICL, the freezing process begins 

almost instantly. However, the freezing continues as the brine moves through the freezing chamber. 

As more ice is created, the salinity of the remaining brine increases, and lower temperatures are 

needed to maintain the freezing process. Consequently, higher salinity brine takes longer to achieve 

the freezing limit, reducing the likelihood of reaching steady-state at the outlet of the freezing 

chamber. Therefore, the assumption of equal temperatures for all components at the outlet is not met, 

resulting in the ice having a higher temperature than the ICL in experiments. This leads to a lower 

recovery ratio in the experimental tests at higher feed brine salinities. 

Table 4-2 presents the estimated values for the sensible and latent heat components of the brine 

freezing, the heat gain during the freezing process, and their corresponding percentages for various 

feed brine salinities and cooling temperature of -17°C.  
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Table 4-1 The estimated values of sensible and latent heat components of the brine 

freezing and the heat gain during the freezing process for multiple feed brine salinities 

Feed brine 

TDS (ppm) 

Sensible heat 

component (W) 

Latent heat 

component (W) 

Heat gain 

component (W) 

Total cooling 

energy (W) 

15,000 258 (24%) 667 (62%) ⁓150 (14%) 1075 

35,000 267 (27%) 572 (58%) ⁓150 (15%) 989 

70,000 277 (31%) 460 (52%) ⁓150 (17%) 887 

100,000 290 (39%) 305 (41%) ⁓150 (20%) 745 

 Figure 4-4 presents the experimentally determined desalination rate, 𝜂, and corresponding 

recovery ratios (𝑅ex) across a range of feed salinities at a constant cooling temperature of -17°C. The 

data indicate that at this fixed cooling temperature, an increase in feed brine salinity enhances the 

desalination rate while simultaneously reducing the recovery ratio. 
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Fig. 4-4 Experimentally measured desalination rate (𝜂) and recovery ratio (𝑅ex) across 

various feed brine salinities (TDSfb) at a cooling temperature of -17°C. Error bars illustrate the 

overall measurement uncertainty. 

4.3. Effect of Centrifugal Brine Removal Duration  

As previously mentioned, the collected ice incorporates brine that must be efficiently extracted 

before melting. Some of this unfrozen brine adheres to the surface of the ice crystals, while the 

rest remains entrapped within them. To facilitate brine removal, a centrifugal method was utilized, 

with varying durations of centrifugation (𝑡cent) ranging from 4 to 16 minutes explored to assess 

their impact on the recovery ratio and the quality of the treated water. Table 4-3 details the 

outcomes in terms of recovery ratio, TDS of the treated water, and the desalination rate for these 

various centrifugation times, using a feed brine TDS of 70,000 ppm at a cooling temperature of -

17°C. The data suggest a high initial presence of brine within the ice, as indicated by the substantial 

desalination rate. Extending the centrifugation time beyond a certain point, however, did not 

significantly alter the TDS. It is noted that the effectiveness of the centrifugal separation process 
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could be enhanced by employing devices with higher rotational speeds, which not only shortens 

the separation duration but may also reduce the energy consumption of the process. 

Table 4-2 The experimental recovery ratio (𝑅ex), TDS of the treated water (TDStw), and 

desalination rate (𝜂) for a feed brine TDS of 70,000 ppm and cooling temperature of -17°C for 

various centrifugation durations (𝑡cent). 

𝒕𝐜𝐞𝐧𝐭 (minutes)  𝑹𝐞𝐱 (%) 𝐓𝐃𝐒𝐭𝐰(ppm) 𝜼 (%) 

4 53.1 7,370 93.4 

8 48.5 4,650 96.3 

12 47.1 2,660 97.9 

16 45.8 2,100 98.6 

Figure 4-5 illustrates how the recovery ratio and TDS of the treated water change with varying 

centrifugation durations. It is clear from the data that longer centrifugation periods lead to lower TDS 

in the treated water and smaller recovery ratios. Extending the centrifugation time enhances brine 

removal from the ice, which has dual effects: it reduces the amount of unfrozen brine within the ice, 

thereby decreasing the total mass of ice recovered from the spin-dryer and resulting in a lower 

recovery ratio. Simultaneously, it improves the TDS of the treated water as there is less unfrozen brine 

remaining in the ice. The desalination rates for centrifugation durations of 4, 8, 12, and 16 minutes 

are approximately 93%, 96%, 98%, and 99%, respectively. Notably, the desalination rate increases by 

about 3% when extending centrifugation from 4 to 8 minutes, but only by about 1% when extending 

it from 12 to 16 minutes. This diminishing return is attributed to the increasing difficulty of expelling 

brine from "drier" ice. As a result, for centrifugation times exceeding roughly 16 minutes, further 
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brine rejection is negligible, and only minor changes in the recovery ratio and TDS of the treated 

water are observed. 

 

Fig. 4-5 Experimental recovery ratio (𝑅ex) and the corresponding TDS of the treated water 

(TDStw) for a feed brine with TDSfb of 70,000 ppm at a cooling temperature of -17°C. Error 

bars indicate the overall measurement uncertainty. 

4.4. Concluding Remarks 

In this research, a novel freeze desalination system utilizing an intermediate cooling liquid was 

developed and evaluated for processing high-salinity brine. Various experiments were carried out 

to determine the recovery ratio and the total dissolved solids of the treated water across a range of 

cooling temperatures, feed brine salinities, and centrifugation separation durations. The key 

findings from these experiments are summarized as follows: 

• The experimental findings indicate that with a fixed feed brine salinity, lowering the 

cooling temperature led to an increase in the recovery ratio. Conversely, the TDS of the 
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treated water was higher at these lower cooling temperatures. This phenomenon is 

attributed to the faster crystallization rates at reduced temperatures, which results in less 

time for salt to be expelled, consequently trapping more salt within the ice crystals. 

• The experimental results revealed that at a constant cooling temperature, ice production 

increased with lower salinity levels in the feed brine. Conversely, the salinity of the treated 

water decreased when the feed brine had higher salinity levels. This observation can also 

be explained by the more rapid crystallization occurring at lower TDS in the feed brine. 

• Extended centrifugation durations enhanced the removal of unfrozen concentrated brine 

from the ice, thereby reducing the TDS of the treated water. However, this also led to a 

reduction in the recovery ratio due to the decreased mass of ice recovered. Beyond 

approximately 16 minutes, further increases in centrifugation time had minimal impact on 

both the recovery ratio and the salinity of the treated water. 
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Nomenclature  

𝑐 Specific heat capacity (kJ/kg ∙ K) 

EDX Energy dispersive X-ray 

FD Freeze desalination 

ℎsl Latent heat of fusion (kJ/kg) 

ICL Intermediate cooling liquid 

LNG Liquid natural gas 

MED Multi-effect desalination 

MSF Multi-stage flash 

�̇� Mass flow rate (kg/s) 

PDMS Polydimethylsiloxane 

�̇� Heat transfer rate (kJ/s) 

𝑅 Recovery ratio, 𝑅 =
�̇�ice

�̇�fb
 

RO Reverse osmosis 

𝑆 Salinity (g/kg), 𝑆 =
𝑚𝑠

𝑚𝑏
 

𝑇 Temperature (℃) 

TDS Total dissolved solids (ppm) 

𝑡 Time (minutes) 
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VFD Variable frequency drive 

𝜌 Density (kg/m3) 

𝜂 Desalination rate, 𝜂 =
𝑚𝑠,cb

𝑚𝑠,fb
 

Subscripts  

avg Average 

𝑏 Brine 

cb Concentrated brine 

cent Centrifugation 

ex Experimental 

fb Feed brine 

frz Freezing 

𝑠 Salt 

th Theoretical 

tw Treated water 
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5. Migration and Melting of Suspended Solid Particle in Poiseuille Flow4 

In the preceding chapters, the experimental study of a novel freeze destination setup along with 

the theoretical modeling for predicting the ice production rate are explored in detail. As previously 

discussed, the freezing process in desalination consumes significantly less energy compared to 

evaporative thermal-based methods. However, it is still more energy-intensive than membrane-

based methods such as reverse osmosis and forward osmosis, particularly for desalination of lower 

salinity brine. One strategy to improve the energy efficiency of freeze desalination systems 

involves recovering cooling energy of the generated ice. A significant amount of energy in the 

freeze desalination setup is dedicated to ice production through the latent heat of fusion. In the 

current study, the collected ice is melted at room temperature and the TDS and mass are measured. 

The cold energy recovery can be accomplished by circulating an ice-water slurry through a heat 

exchanger in order to absorb heat from the condensing refrigerant. Although this experimental 

study does not implement cold energy recovery from the produced ice, a computational simulation 

of the melting process is conducted. This simulation focuses on modeling the melting process 

itself, rather than exploring potential enhancements in cold energy recovery, which would require 

a detailed investigation in future studies. 

In this chapter, the ice melting process is studied, using certain simplifying assumptions 

which will be detailed in the subsequent sections. The chapter begins by establishing the relevance 

of this study through a review of previous research on particle melting, both in ice melting 

simulations and other applicable fields. Following this, various solid-liquid simulation methods 

 
4 The content of this chapter is an extension of a published paper by the author. The paper contains results of research 

which was solely conducted as partial fulfillment for the PhD requirement. Materials presented in the paper have not 

been submitted for a course or extra credit. 
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are discussed, highlighting the specific approach utilized in this research. A comprehensive 

description of the problem under investigation is set to follow in the subsequent section. Finally, 

the mathematical model is presented, covering the governing equations, the numerical procedure, 

the independence studies, and the validation simulation.  

5.1. Literature Review & State of the Art 

The utilization of cold energy from the produced ice in the freeze desalination setup for cooling 

the condenser can be implemented in various configurations. One method involves pumping an 

ice slurry through a tube submerged in the water where the condenser is located. This slurry, 

containing both ice and water, facilitates easier pumping. One fundamental study involves 

investigating the melting of a single particle, which can later be expanded to include multiple 

particles and slurry solutions. Consequently, this simulation study focuses on examining the 

movement and melting of a single ice particle, modeled as a cylindrical particle undergoing 

melting. Beyond its use in ice melting simulations, this study offers fundamental insights into the 

dynamics of particle melting, extending its relevance to a variety of problems and configurations 

across different fields. 

Previous studies on ice melting, covering both individual particles and slurry scenarios, 

have employed some simplifications, which are used in the current study. These include modeling 

the process in a two-dimensional space, using cylindrical ice particles, and assuming a constant 

temperature in the particle. The particle melting simulation problem also has broader applications 

in addressing similar phenomena across different contexts, which will be discussed in the 

following. This section presents simulations related to ice melting, followed by discussions of 

particle melting simulations applied to other applications.  
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Dierich et al. [147]  investigated a single cylindrical ice particle melting as it is subjected 

to fluid flow employing an implicit fictitious boundary method. They studied the rising and melting 

of multiple ice particles, focusing on how the Reynolds number influences the particle's melting 

time. A finding from these simulations is that particle rotation induced by viscous torques can 

substantially reduce melting times, enhancing heat transfer efficiency. Additionally, three distinct 

flow regimes are identified during the particle's ascent: an acceleration regime due to gravity, a 

transitional phase, and a passive regime where the particles follow the flow without influencing it. 

The study on the flow and heat transfer characteristics of ice slurry, specifically analyzing 

the melting dynamics of a spherical ice particle as it ascends in stationary water, is conducted by 

Guo et al. [148]. They utilized momentum equations to describe the particle's motion and 

developed an enthalpy-porosity model for flow and heat transfer. Their research focused on 

examining the effects of the supercool degree (the temperature difference between the ice's melting 

temperature and its initial temperature) and the superheat degree of water (the temperature 

difference between the water and the ice's melting temperature) on the behavior of a melting ice 

particle in a stationary liquid pool. The results indicate that the ice particle initially accelerates due 

to buoyancy, achieving a peak velocity before decelerating as it melts. They also discovered that a 

higher degree of water superheat significantly increases the melting rate and influences the 

particle's morphological transition from spherical to ellipsoid, and eventually to oval, while the 

supercool degree has a negligible impact on the particle’s motion and melting rate. 

Suzuki et al. [149] employ the thermal immersed boundary–lattice Boltzmann method to 

model solid-liquid and solid-solid interactions in ice slurry flows using a simplified two-

dimensional model. Their research demonstrates that smaller ice particles enhance cooling 

efficiency by elevating the Nusselt number along the channel walls. This enhancement is attributed 
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to the increased dispersion of smaller particles and proximity to the channel walls. Additionally, 

the findings show that an increase in flow velocity leads to a decrease in the Nusselt number, 

suggesting that higher flow rates cause particles to gather away from the channel walls, reducing 

cooling effectiveness. They expanded their research to a three-dimensional model and evaluated 

how the Reynolds number and the density ratio between the ice particles and the carrier fluid affect 

the cooling performance of ice slurry flows [150]. The results reveal an increase in the Nusselt 

number along the duct walls with higher Reynolds numbers, a finding that is in contrast with those 

obtained in two-dimensional simulations. Additionally, the study investigates the impact of 

varying density ratios, analyzing scenarios in which ice particles are either neutrally buoyant or 

slightly less dense than the carrier fluid. The findings demonstrate that lower density ratios cause 

the ice particles to migrate towards the top wall of the duct due to buoyancy forces, resulting in a 

heterogeneous flow that slightly enhances the Nusselt number, offering an improvement over the 

homogeneous flow condition. 

As previously mentioned, particle melting holds relevance across numerous applications. 

A major example is the simulation of phase change material (PCM) particles melting within their 

own melt. PCMs are widely utilized in thermal energy storage [151,152] and temperature 

regulation systems [153,154] due to their high energy density and ability to transfer heat at nearly 

constant temperatures. They are incorporated into PCM slurries both as encapsulated and shell-

less particles. Practical applications of PCM slurries span several industries and technologies, 

including impinging jet cooling [155], mini-channel heat sinks [156], battery thermal management 

[157], enhancement of heat exchanger efficiency [158], direct absorption solar collectors [159], 

thermal energy storage [160], and various metallurgical processes [161].  
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One of the earliest direct numerical simulations for analyzing the behavior of melting 

particles suspended in a liquid was conducted by Gan et al. [162] using a two-dimensional finite 

element method. This study focused on the sedimentation and melting of single and dual 

cylindrical particles within a vertical channel where there was no induced flow and the surrounding 

liquid remained stationary. The research calculated local deformation rates of the particles based 

on localized heat fluxes at the particle surface and predicted particle trajectories and melting rates 

across various initial positions. The findings highlighted that the sedimentation of melting particles 

is significantly affected by buoyancy-driven convection (natural convection) within the melt. The 

study characterized two distinct regimes of particle migration based on the Grashof number (Gr): 

in conditions where Gr is less than 900, particles descend along the channel centerline, whereas at 

Gr values greater than 900, particles tend to deviate towards the channel walls. Additionally, the 

study observed that higher Gr numbers generally result in slower melting rates, because the 

downward convection brings colder fluid into greater contact with the particle surface. 

Shabgard et al. [163] developed an Arbitrary-Lagrangian-Eulerian (ALE) model to explore 

the sedimentation and melting of multiple cylindrical-shaped PCM particles within a vertical 

channel with heated walls. The model featured a deforming grid to accurately capture the motion 

and deformation of the PCM particles. To simplify the hydrodynamic calculations, the model 

assumed that the particle motion did not involve rotation. Their findings indicated that the wall 

Nusselt number, defined as the product of the wall heat flux and the hydraulic diameter of the 

channel, divided by the temperature difference between the wall and the fluid, exhibited an almost 

linear increase as the solid PCM volume fraction increased. Kaviani et al. [164] employed a two-

dimensional ALE model to study the migration and melting of a single cylindrical particle in a 

pressure-driven flow between two vertical parallel plates. The findings indicate that as Gr 
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increases, the melting time decreases due to enhanced natural convection. Moreover, an increase 

in Gr triggers a transition in particle migration from monotonic to oscillatory regimes. 

Although flows with suspended melting particles have a broad range of applications, the 

hydrodynamic and thermal interactions between a pressure-driven flow and a suspended melting 

particle remain largely unexplored. This study aims to conduct a direct numerical simulation to 

analyze the motion and melting of a neutrally buoyant particle suspended in its own melt within a 

plane Poiseuille flow. As previously noted, this setup is relevant not only to the melting of ice 

particles but also to other substances that melt in similar conditions. To keep the analysis applicable 

to a wide variety of scenarios, the density difference between the particle and the melt is 

disregarded, ensuring the particle's neutral buoyancy. Furthermore, the liquid phase is defined as 

the melt of the particle itself; for instance, in the case of an ice particle, the melt would be pure 

water instead of ICL. These simplifications enhance the model’s versatility for application across 

numerous other settings and configurations. 

A particle-resolved ALE model has been developed to analyze the flow and temperature 

fields within the fluid. This model uses the Navier-Stokes and energy equations to characterize the 

Eulerian phase of the fluid domain, while the motion of the particle is described using Newton's 

second law of motion, representing the Lagrangian phase. The dynamics of the fluid and the 

particle are interconnected through interfacial forces at the fluid-particle boundary. These forces 

are calculated by integrating the local shear and normal stresses at the interface, which are derived 

from the distributions of velocity gradients, pressure, and temperature gradients at the solid-liquid 

interface. This method of directly calculating interfacial forces and heat transfer rates distinguishes 

this particle-resolved approach apart from non-particle-resolved methods, which typically rely on 

empirical correlations for these calculations. The particle motion and deformation at each timestep 
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are determined from Newton’s second law of motion and the interfacial energy balance, 

respectively. To manage the displacement of these grid nodes, the ALE method is utilized, allowing 

for the necessary deformation of control volumes and displacement of grid nodes. 

The subsequent portions of this section are organized as follows. First, various interface 

tracking methods are introduced, with a focus on the ALE method utilized in this research. In the 

next section, the physical problem addressed by the study is outlined accompanied by the 

computational approach explanation, detailing the governing equations, boundary and initial 

conditions, and the numerical techniques implemented to solve these equations. Additionally, this 

section discusses the validation of the computational model. 

5.2. Interface Tracking Methods 

Interfaces or internal boundaries are prevalent in various applications, such as multiphase flows, 

solidification, and melting phenomena. Simulating fluid flow problems, particularly those 

involving fluid-fluid and fluid-solid interfaces, presents several challenges. One major difficulty 

is the time-dependent nature of the position and shape of the interfaces, which may involve heat 

and mass transfer during phase change processes. Additionally, these interfaces can undergo 

significant deformations, impacting the surrounding flow and thermal fields. Another challenge 

lies in modeling discontinuities in thermophysical properties across the interface, especially large 

density variations. These moving boundaries play a critical role in the system, and their precise 

representation significantly affects the solution of the problem. Addressing the computational 

treatment of a moving and deforming interface involves several key aspects, such as representing 

the interface on a finite grid, tracking the time evolution of the interface, and specifying boundary 

conditions at the interface. Numerical solutions for interfaces can generally be achieved using 
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Eulerian (fixed) or Lagrangian (moving) grids, each with its own set of advantages and 

disadvantages. In the following sections, various interface capturing (tracking) techniques are 

described briefly and a detailed explanation of the method selected for the present work is 

explained. 

5.2.1. Lagrangian Method 

The Lagrangian method is a numerical approach that excels in tracking the movement of fluid 

particles and interfaces by directly following the trajectory of individual fluid elements over time. 

In this method, the computational mesh moves and deforms with the fluid, providing a detailed 

and accurate prediction of the interface evolution. By continuously updating the positions of 

individual fluid particles, the Lagrangian method ensures a precise representation of the interface’s 

shape and position at all times. Despite its accuracy in predicting interface evolution, the 

Lagrangian method faces challenges when dealing with large deformations. As particles move and 

the mesh deforms, highly skewed meshes can arise, complicating the maintenance of numerical 

accuracy and stability. Additionally, tracking a large number of particles can be computationally 

intensive, especially in three-dimensional simulations or when high resolution is required, leading 

to increased computational costs and longer simulation times [165].  

5.2.2. Volume of Fluid (VOF) Method 

The VOF method is a widely used Eulerian technique for predicting multiphase fluid flow 

problems. This method solves the Navier-Stokes equations on a fixed grid, combined with a 

transient advection equation that governs the evolution of the interface function, marking the 

position of the interface between different phases. In the VOF method, it is assumed that the phases 
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do not interpenetrate. For each phase, a phase indicator function is introduced, which represents 

the volume fraction of that phase within a computational cell. The sum of the volume fractions of 

all phases in any given computational cell is always unity. In practice, when the volume fraction 

of a particular phase lies between 0 and 1 within a computational cell, that cell is considered an 

interfacial cell, containing the boundary between different phases. One of the challenges in the 

VOF method is maintaining sharp interface resolution, as numerical diffusion can lead to distorted 

interfaces and inaccurate solutions. Moreover, the VOF method may require specialized 

interpolation schemes and advanced numerical techniques to minimize diffusion and improve 

accuracy, which can increase the complexity of the simulation [166]. 

5.2.3. Level-Set Method 

In the level-set method, the interface is represented implicitly by a higher-dimensional function, 

typically referred to as the level-set function. The interface is defined as the zero-level-set of this 

continuous function, which allows for a smooth and flexible representation of complex shapes and 

topological changes, such as merging and splitting of interfaces, without requiring explicit 

parameterization. One of the key advantages of the level-set method is its ability to handle complex 

interface dynamics. The method evolves the level-set function according to a partial differential 

equation, which governs the motion of the interface based on the underlying physical forces. This 

implicit representation is highly advantageous in simulations involving significant deformations. 

Additionally, the level-set method can incorporate effects such as surface tension, curvature, and 

contact lines. However, maintaining a precise and accurate interface representation requires careful 

numerical treatment, especially to prevent issues like numerical diffusion, which can cause the 

interface to become diffused or blurred over time. Furthermore, the method can be computationally 
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intensive, as it involves solving partial differential equations on a fixed grid with high resolution 

[167].  

5.2.4. Arbitrary Lagrangian-Eulerian (ALE) Method 

Due to limitations inherent in using either the Lagrangian or Eulerian methods, the Arbitrary 

Lagrangian-Eulerian (ALE) method was developed, combining the strengths of both approaches. 

This method is particularly popular for handling fluid flows with moving boundaries and 

interfaces. The ALE technique dynamically adjusts the computational grid to track and adapt to 

changes in the fluid domain's shape, caused by the movement or deformation of interfaces. This 

adjustment is managed through a mesh update process that involves moving the grid nodes as 

needed and remeshing to preserve the quality of computational elements while minimizing the 

frequency of remeshing. A significant advantage of the ALE method is its ability to precisely 

impose boundary conditions, as the moving boundary aligns exactly with a control surface of the 

computational mesh. The ALE approach offers flexibility in how the computational nodes are 

moved—similar to the Lagrangian method—or fixed, similar to the Eulerian grid. Additionally, 

nodes can move arbitrarily to continuously adjust the zoning, which is crucial for handling severe 

mesh deformations while preserving a consistent and effective mesh topology at the interface. The 

schematic of the mesh motion in Lagrangian, Eulerian, and ALE frameworks are shown in Fig. 5-

1. 
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Fig. 5-1 Schematic of Lagrangian, Eulerian, and ALE mesh motion [168] 

In this study, the ALE method is used due to its superior capabilities and features that are 

not available in fixed-grid methods. The ALE method is implemented in ANSYS Fluent through 

the "Dynamic Mesh Model" feature, which is designed to handle simulations with moving 

boundaries where the shape of the computational domain changes over time due to the movement 

of these boundaries. The dynamic mesh model utilizes three primary techniques: smoothing, 

layering, and remeshing [169]. These techniques can be combined to address complex moving 

mesh challenges, accommodating both rigid and deformable boundary motions. Mesh update 

methods are used to adjust the computational nodes at each time step according to the new 

boundary positions, making the mesh solutions inherently transient. To facilitate this process, 

several user-defined functions (UDFs) have been developed in this work to accurately describe the 

motion of the moving zones. 
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5.3. Problem Description 

The two-dimensional domain utilized to investigate the migration of a neutrally buoyant melting 

particle in pressure-driven flow is depicted in Fig. 5-2. This domain features a single cylindrical 

particle with an initial diameter 𝐷, positioned between two infinitely wide horizontal parallel 

plates. The channel has a wall spacing of 𝑊 = 4𝐷 in the y-direction and a length of 𝐿 =  20𝐷 in 

the x-direction. The center of mass of the particle is fixed at the horizontal center of the 

computational domain along the x-axis, while various values are considered for the initial lateral 

location of the center of mass, 𝑦0. A periodic boundary condition is applied at both the inlet and 

outlet of the channel, with a constant pressure gradient (∂𝑝/𝜕𝑥 = (𝑝𝑖 − 𝑝𝑜)/𝐿) in the x-direction, 

where 𝑝𝑖 is the inlet pressure and 𝑝𝑜 is the outlet pressure. The pressure gradient was maintained 

below a certain value to ensure the laminar flow within the channel. The condition corresponding 

to the laminar flow will be detailed in the following sections. The mathematical formulation of the 

periodic boundary condition is as follows: 

𝐕|𝑥=0 = 𝐕|𝑥=𝐿 5-1 

𝑇|𝑥=0 = 𝑇|𝑥=𝐿 5-2 

where 𝐕 is the velocity vector, 𝑥 = 0 denotes the channel inlet and 𝑥 = 𝐿 denotes the channel, and 

𝑇 is the fluid temperature. The particle's surface is maintained at a constant melting temperature, 

𝑇𝑚, while the walls are kept at constant temperatures 𝑇ℎ, which are higher than 𝑇𝑚. No-slip 

boundary conditions are enforced at the walls and the interface between the particle and the fluid. 
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An initial velocity of zero is applied throughout the entire domain, which is filled with 

liquid at the initial temperature 𝑇ℎ. The temperature difference between the relatively hot fluid in 

the channel and the solid-liquid interface at the particle surface drives both heat transfer and the 

associated melting process. At the start of the simulation, the particle is at rest but begins to move 

due to its interaction with the flow. To reduce computational cost, the frame of reference is moved 

in the x-direction with a velocity equal to the axial velocity of the particle at each time step. The 

particle's motion in the y-direction is accommodated by deforming the computational grid. The 

particle's location within the domain is updated based on its relative translational velocity. Since 

the frame of reference moves at the same velocity as the particle in the x-direction, the relative 

velocity of the particle in the x-direction is always zero. Conversely, the relative velocity of the 

particle in the y-direction corresponds to its absolute velocity in the y-direction. 

 

Fig. 5-2 Schematic representation of the domain for a neutrally buoyant melting particle 

migrating in a planar Poiseuille flow. 
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5.4. Mathematical Model 

Within the ALE framework, the dynamics of fluid flow and heat transfer in the fluid phase are 

analyzed by solving the continuity, Navier-Stokes, and energy equations. Concurrently, the motion 

of the solid particle is predicted through the use of Newton's second law. The interactions between 

the fluid flow and the particle motion are coupled in a two-way manner: the fluid exerts pressure 

and viscous forces on the particle, and the particle influences the flow dynamics correspondingly 

[170]. Several key assumptions are employed for the development of this computational model: 

(i) the densities of the solid and liquid phases are identical at the melting temperature (𝑇𝑚); (ii) the 

liquid is treated as an incompressible laminar Newtonian fluid, with constant thermophysical 

properties; and (iii) the melting of the particle occurs at a constant temperature 𝑇𝑚, which 

simplifies the modeling of phase change dynamics, (iv) the natural convection effect in the 

momentum equation is accounted for using the Boussinesq approximation, (v) the effect of viscous 

dissipation and radiation heat transfer are neglected. Given these assumptions, the equation for 

mass conservation is defined as follows: 

𝜌𝛁 ∙ 𝐕 + �̇�mass = 0 5-3 

In this equation, 𝜌 represents the density of the liquid phase and �̇�mass is the volumetric 

mass source term, which accounts for the mass added to the continuous phase as a result of the 

particle melting and transitioning to the liquid phase. The momentum conservation equation, 

which governs the behavior of the fluid flow within the domain, can be expressed in its general 

form as follows: 
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𝜌
𝐷𝐕

𝐷𝑡
= 𝜌𝒇 + 𝛁. 𝜎 

5-4 

In this formulation, 𝒇 represents the body force per unit mass exerted on the fluid, and 𝜎 

denotes the stress tensor. For Newtonian fluids, the stress tensor is particularly defined as follows: 

𝜎 =  −𝑝𝐈 + 𝜇[ 𝛁𝐕 + (𝛁𝐕)𝑇] 5-5 

where 𝑝 represents the pressure and 𝜇 signifies the fluid's viscosity. The material derivative of the 

velocity, which captures both the temporal and spatial changes in velocity can be expressed as 

follows: 

𝐷𝐕

𝐷𝑡
=

𝜕𝐕

𝜕𝑡
+ (𝐕. 𝛁)𝐕 

5-6 

In the ALE framework, the material time derivative of the velocity at a specific point 𝐗 

within the fluid domain and at a given time can be represented as [171]: 

𝐷

𝐷𝑡
𝐕(𝐗, 𝑡) =  

𝛿𝐕

𝛿𝑡
+ [(𝐕 −  𝐕mesh). 𝛁]𝐕 

5-7 

where 𝐕mesh denotes the velocity of the mesh and 𝛿𝐕/𝛿𝑡  represents the referential time derivative. 

This derivative is defined as follows: 
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𝛿

𝛿𝑡
𝐕(𝐗, 𝑡) =  

𝜕𝐕

𝜕𝑡
|

ref
 

5-8 

If the referential domain aligns with the spatial domain at the current time, such that the 

mesh velocity 𝐕mesh is zero, the referential time derivative simplifies to the Eulerian time 

derivative. This scenario implies that there is no movement of the mesh relative to the spatial 

coordinates. Conversely, if the mesh velocity equals the velocity of the material particle, 𝐕mesh =

𝐕, the referential time derivative transforms into the Lagrangian time derivative, capturing the 

viewpoint of an observer moving with the particle. Generally, the mesh velocity is not uniformly 

specified across the entire domain but is typically constrained at its boundaries to accommodate 

the movements of both the particle and the surrounding flow geometry. Within the interior of the 

domain, however, the mesh velocity can be largely arbitrary, providing flexibility in how the mesh 

adapts to the flow and the evolving boundaries of the simulation.  

To effectively model natural convection within the fluid, the density is treated as a linear 

function of temperature in the momentum equation, represented by 𝜌[1 − 𝛽(𝑇 − 𝑇0)]. Here, 𝑇0 

stands as the reference temperature, 𝜌 denotes the density of the liquid at 𝑇0, 𝛽 is the thermal 

expansion coefficient of the fluid, and 𝑇 signifies the variable temperature within the fluid. For 

this model, the initial fluid temperature is set as the reference temperature, 𝑇0 = 𝑇ℎ. By employing 

the Boussinesq approximation, the model simplifies the treatment of density variations by 

considering them solely in the buoyancy term of the momentum equation. This approach 

effectively captures the impact of temperature-driven density changes on the fluid dynamics 

without complicating the entire fluid density profile. As a result, the body force term in the 



82 

 

momentum equation, which primarily accounts for the effects of buoyancy due to temperature 

differences, can be expressed as follows: 

𝒇 =  [1 − 𝛽(𝑇 − 𝑇0)]𝐠 5-9 

where 𝐠 represents the gravity vector. The final form of the momentum conservation equation 

within the ALE framework can be expressed as follows: 

𝜌 [
𝜕𝐕

𝜕𝑡
|

ref
+ ((𝐕 − 𝐕mesh) ∙ 𝛁)𝐕] = −𝛁𝑝 + 𝜇 ∇2𝐕 + 𝜌[1 − 𝛽(𝑇 − 𝑇0)]𝐠 − 𝜌

𝜕𝐕frame

𝜕𝑡
 

5-10 

In Eq. 5-10, the term 𝜌𝜕𝐕frame/𝜕𝑡 represents the linear acceleration of the reference frame 

[172]. This term captures the acceleration due to the movement of the reference frame along with 

the particle in the x-direction. 

To better understand the direction of each component in the momentum conservation equation, Eq. 

5-10 is rewritten for the 𝑥 and 𝑦 directions. In the x-direction (axial direction), the gravity term is 

absent because gravity acts in the y-direction. Therefore, the momentum conservation equation in 

the x-direction is as follows: 

𝜌 [
𝜕𝑢

𝜕𝑡
|

ref
+ (𝑢 − 𝑢mesh)

𝜕𝑢

𝜕𝑥
+ (𝑣 − 𝑣mesh)

𝜕𝑢

𝜕𝑦
] = −

𝜕𝑝

𝜕𝑥
+ 𝜇 (

𝜕2𝑢

𝜕𝑥2
+

𝜕2𝑢

𝜕𝑦2
) − 𝜌

𝜕𝑢frame

𝜕𝑡
 5-11 

where u and 𝑣 are the velocity components in the x and y directions, respectively. In the 𝑦-direction 

(lateral direction), the frame velocity is zero since the frame moves axially at a velocity equal to 
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the particle velocity. Consequently, the momentum conservation equation in the y-direction is as 

follows: 

𝜌 [
𝜕𝑣

𝜕𝑡
|

ref
+ (𝑢 − 𝑢mesh)

𝜕𝑣

𝜕𝑥
+ (𝑣 − 𝑣mesh)

𝜕𝑣

𝜕𝑦
] = −

𝜕𝑝

𝜕𝑦
+ 𝜇 (

𝜕2𝑣

𝜕𝑥2
+

𝜕2𝑣

𝜕𝑦2
) − 𝜌[1 − 𝛽(𝑇 − 𝑇0)]g 5-12 

The conservation of energy within the liquid phase under the ALE framework can be 

described as follows: 

𝜌𝑐 [
𝜕𝑇

𝜕𝑡
+ (𝑢 − 𝑢mesh)

𝜕𝑇

𝜕𝑥
+ (𝑣 − 𝑣mesh)

𝜕𝑇

𝜕𝑦
] = 𝑘 (

𝜕2𝑇

𝜕𝑥2
+

𝜕2𝑇

𝜕𝑦2
) 5-13 

where and 𝑐 and 𝑘 are the fluid specific heat and thermal conductivity, respectively. In the energy 

conservation equation, the radiation heat transfer and viscous dissipation terms are neglected. 

The movement and deformation of the particle induce corresponding deformations in the 

cells within the fluid domain. As a result, the fluid cells surrounding the particle must be relocated 

and reshaped to accommodate these changes. To facilitate this, ANSYS Fluent's dynamic mesh 

model is utilized to manage the mesh motion and deformation in the vicinity of the particle. This 

model automatically updates the cells at each time step, taking into account the new position of 

the particle surface (the solid-liquid interface). Furthermore, the conservation equations for a 

general scalar quantity, denoted as  𝜙, within an arbitrary control volume 𝑉CV that has a moving 

boundary, are formulated in integral form as follows [169]: 
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𝑑

𝑑𝑡
∫ 𝜌𝜙𝑑𝑉CV

𝑉CV

+ ∫𝜌𝜙(𝐕 − 𝐕mesh) ∙ 𝑑𝐒
𝑆

= ∫Γ∇𝜙 ∙ 𝑑𝐒
𝑆

+ ∫ 𝑆𝜙𝑑𝑉CV
𝑉CV

 
5-14 

where Γ is the diffusion coefficient and 𝑆𝜙 is the source term.  

The motion of the solid particle is governed by two fundamental principles within the 

Lagrangian framework. Newton's second law governs the translational motion of the particle, and 

the rotational motion of the particle is described by the Euler equation.  

𝑑(𝑚𝑝𝐕𝑝) 

𝑑𝑡
= 𝑚𝑝

𝑑𝐕𝑝 

𝑑𝑡
+ 𝐕𝑝

𝑑𝑚𝑝 

𝑑𝑡
= 𝐅 5-15 

𝑑(𝐼𝑝𝛚𝑝)

𝑑𝑡
= 𝐼𝑝

𝑑𝛚𝑝 

𝑑𝑡
+ 𝛚𝑝

𝑑𝐼𝑝 

𝑑𝑡
= 𝐌 

5-16 

In the described equations, 𝑚𝑝 represents the mass of the particle, which varies with time, 

and 𝐼𝑝 denotes the moment of inertia, which is also a time-dependent quantity. 𝐕𝑝 and 𝛚𝑝 indicate 

the particle's absolute translational and rotational velocities, respectively. For a neutrally buoyant 

solid particle, the total force 𝐅 acting on the particle includes surface forces, which arise from 

interactions with the surrounding fluid. These surface forces consist primarily of pressure forces, 

which are distributed over the particle's surface depending on the fluid's pressure field, and friction 

forces, which result from the viscosity of the fluid opposing the particle's movement. The term 𝐌 

is the moment of the total force.  

The melting process occurs relatively slowly as compared to the rate of change of the linear and 

angular velocities. As such, the melting process can be considered quasi steady-state and the 
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𝑑𝑚𝑝/𝑑𝑡 and 𝑑𝐼𝑝/𝑑𝑡 terms in the above equations can be neglected. The simplified Newton's 

second law and Euler’s equations are: 

𝑚𝑝

𝑑𝐕𝑝 

𝑑𝑡
= 𝐅 5-17 

𝐼𝑝

𝑑𝛚𝑝

𝑑𝑡
= 𝐌 

5-18 

The sum of net forces acting on the particle is as follows: 

𝐅 = ∮ [−𝑝𝐈 + 𝜇(𝛁𝐕 + 𝛁𝐕𝑇)] ∙ 𝑑𝐒
⬚

𝑆

 5-19 

The integration is carried out over the entire surface area of the particle, denoted by 𝑆. 

Specifically, the integrand in Eq. 5-19 includes two distinct terms: the first term represents the 

thermodynamic pressure exerted on the particle by the surrounding fluid, while the second term 

accounts for the viscous stress, which arises from the fluid's viscosity resisting the particle's 

movement [173]. The unit tensor is denoted by 𝐈. Additionally, the moment of the surface forces 

about the particle’s center of mass can be derived using the following expression.  

𝐌 = ∮ 𝐫 × {[−𝑝𝐈 + 𝜇(𝛁𝐕 + 𝛁𝐕𝑇)] ∙ 𝑑𝐒}
⬚

𝑆

 5-20 

In the given equations, 𝐫 represents the position vector of the solid-liquid interface relative 

to the particle's center of mass. The fields of pressure, velocity, and temperature within the liquid 
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domain are determined through the solutions of the flow and thermal fields, as specified in Eqs. 5-

3, 5-10, and 5-13. Substituting the results from the flow and thermal fields into the force and 

moment equations (Eqs. 5-19 and 5-20) enables the calculation of the total forces and moments 

exerted on the surface of the melting particle. The translational and rotational velocities at each 

node on the particle surface are obtained by discretizing Eqs. 5-17 and 5-18. This is achieved using 

a second-order backward finite difference method, which offers a high level of accuracy in 

approximating the derivatives needed to predict the particle's behavior. 

𝐕𝑝
𝑛 =

2

3
 [

𝐅

𝑚𝑝
Δ𝑡 + 2𝐕𝑝

𝑛−1 −
1

2
𝐕𝑝

𝑛−2 ] 
5-21 

𝛚𝑝
𝑛 =

2

3
 [

𝐌

𝑚𝑝
Δ𝑡 + 2𝛚𝑝

𝑛−1 −
1

2
𝛚𝑝

𝑛−2 ] 
5-22 

where 𝑛 denotes the index of the time step and Δ𝑡 represents the time step. The translational 

displacement of each node on the particle surface for every time step is determined by the 

instantaneous translational velocity of the node (𝐕𝑝
𝑛). 

Δ𝐑𝑡
𝑛 = 𝐕𝑝

𝑛Δ𝑡 5-23 

In this formulation, 𝐑𝑛 represents the instantaneous position vector of nodes on the particle 

surface relative to the referential frame, while Δ𝐑𝑡
𝑛 denotes the translational displacement of each 

node. This displacement results from the forces exerted on the particle surface during each time 

step. Further, the rotational displacement of each node is converted into translational displacement 

through the application of a rotation matrix.  
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Δ𝐑𝑟
𝑛 = [

cos(Δ𝜃𝑛) −sin(Δ𝜃𝑛)

sin(Δ𝜃𝑛) cos(Δ𝜃𝑛)
] (𝐫𝑛) 

5-24 

where Δ𝜃𝑛 = 𝛚𝑝
𝑛Δ𝑡 represents the instantaneous rotational displacement of the particle, where 𝛚𝑝

𝑛 

is the particle angular velocity at time step 𝑛. It's important to note that rotational displacement is 

generally a vector quantity; however, in the framework of a two-dimensional simulation, the 

rotational displacement is designated as positive if the rotation occurs counterclockwise and 

negative if clockwise.  

The deformation of the particle surface due to melting is modeled by solving the 

conservation of energy equation at the particle surface: 

𝜌ℎ𝑠𝑙

𝑑𝐑𝑑

𝑑𝑡
= −𝑘(𝛁𝑇 ∙ 𝐧)𝐧 5-25 

In this formulation, ℎ𝑠𝑙 represents the latent heat of fusion of the solid particle, the term 

𝑑𝐑𝑑 refers to the deformation displacement caused by melting, 𝐧 denotes the unit normal vector 

at the particle surface, oriented outward, and 𝛁𝑇 ∙ 𝐧 represents the local temperature gradient 

normal to the particle boundary. It is important to note that the solid particle is assumed to be at 

its melting temperature throughout this process, meaning the internal temperature gradient within 

the particle is zero. The deformation displacement resulting from melting is calculated using a 

discretization of Eq. 5-25, with a first-order finite difference scheme. 
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Δ𝐑𝑑
𝑛 = −

𝑘Δ𝑡

𝜌ℎ𝑠𝑙

(𝛁𝑇 ∙ 𝐧)𝐧 
5-26 

The total displacement of each node (Δ𝐑𝑛) on the surface of the melting particle at each 

time step is determined by the sum of the translational, rotational, and deformational 

displacements, as follows: 

Δ𝐑𝑛 = Δ𝐑𝑡
𝑛 + Δ𝐑𝑟

𝑛 + Δ𝐑𝑑
𝑛  5-27 

The mass source term �̇�mass in Eq. 5-3 is zero throughout the domain except in the control 

volumes adjacent to the solid particle surface. Within these control volumes, �̇�mass is calculated 

based on the local melting rate of the particle. The formula for this term is given by �̇�mass =

[𝜌𝑍(𝑑𝐫/𝑑𝑡) ∙ 𝑑𝐒]/ 𝑉CV, where 𝑍 represents the unit depth of the particle in the direction 

perpendicular to the simulation plane and 𝑉CV denotes the volume of the control volume.  

The governing equations for the liquid domain (Eqs. 5-3, 5-10, and 5-13) along with the 

equations describing the motion of the melting particle (Eqs. 5-17, 5-18, and 5-25) are non-

dimensionalized to enhance their generality and applicability. This is achieved using a set of 

dimensionless variables defined as follows: 𝑥∗ = 𝑥/𝐷, 𝛁∗ = 𝛁𝐷, 𝑡∗ = 𝑡𝜈/𝐷2, 𝐕∗ = 𝐕/𝑢max, 

𝛚𝑝
∗ = (𝛚𝑝𝐷)/𝑢max, 𝑝∗ = (𝑝 + 𝜌𝑔𝑦)/(𝜈𝜌𝑢max/𝐷), 𝑇∗ = (𝑇 − 𝑇𝑚)/(𝑇ℎ − 𝑇𝑚), 𝐅∗ = 𝐅/

(𝜈𝜌𝑍𝑢max), and 𝐌∗ = 𝐌/(𝜈𝜌𝑍𝐷𝑢max). This non-dimensionalization scales the variables relative 

to their characteristic values, simplifying the equations and making them independent of specific 

units. The non-dimensional form of the governing equations is presented as follows: 
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𝑑𝑡∗
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Pr
(𝛁∗𝑇∗ ∙ 𝐧)𝐧 5-33 

The dimensionless numbers used to characterize the fluid dynamics and heat transfer in 

this model include the Prandtl number (Pr), Reynolds number based on particle diameter (Re𝐷), 

Grashof number (Gr), and Stefan number (Ste). The Prandtl number is defined as Pr = 𝜈/𝛼, which 

represents the ratio of momentum diffusivity to thermal diffusivity of the fluid. The Reynolds 

number is defined as Re𝐷 = 𝑢max𝐷/𝜈, indicates the ratio of inertial forces to viscous forces. It is 

characterized by the maximum flow velocity and the particle's initial diameter. Given that the 

initial particle diameter and liquid kinematic viscosity are constants, Re𝐷 serves as an indicator of 

the inlet flow velocity, highlighting the flow's inertial characteristics. Grashof number expressed 

as Gr = 𝑔𝛽𝐷3(𝑇ℎ − 𝑇𝑚)/𝜈2, quantifies the ratio of buoyancy forces to viscous forces in the fluid. 
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It reflects the strength of the buoyancy forces acting on the particle due to natural convection, 

influenced by the temperature difference between the particle surface (𝑇𝑚) and the walls (𝑇ℎ). The 

Stefan number defined by Ste = 𝑐(𝑇ℎ − 𝑇𝑚)/ℎsl, is the ratio of sensible heat to latent heat of 

fusion. It is based on the temperature difference between the particle (𝑇𝑚) and the walls (𝑇ℎ). A 

higher Stefan number suggests a dominance of sensible heat over latent heat, leading to a greater 

rate of melting. It determines the characteristic melting time. In the calculations of these 

dimensionless numbers, 𝜈 represents the kinematic viscosity, 𝛼 denotes the thermal diffusivity, 

and 𝑢max = Δ𝑝𝑊2 (8𝐿𝜇)⁄  is the maximum velocity of the undisturbed flow.  

5.4.1. Measurement Approach 

The dimensionless parameters employed in the simulations, along with the values explored, are 

outlined in Table 1. This table includes 𝑌0
∗, which is the dimensionless initial lateral position of 

the particle, calculated as 𝑌0
∗ = 𝑦0 𝑊⁄ . The channel Re number is also detailed in Table 5-1, 

defined as Re = 𝑢max𝑊/𝜈, is based on the channel width. 

Table 5-1 The dimensionless parameters employed in the numerical simulation. 

Dimensionless parameter Value 

𝑌0
∗ 0.25, 0.5, 0.75 

Pr 0.7 

Re 0, 100, 500, 1000 

Gr 0, 100, 1000, 10000 

Ste 0, 0.01, 0.1, 0.5 
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To explore the behavior of fluids in the laminar flow regime, the Re is maintained below 

1,000. This ensures that the flow conditions remain within the laminar range. A broad spectrum of 

values is considered for the Gr number, ranging from 0 to 10,000. This extensive range allows for 

the examination of varying degrees of buoyancy effects on the particle, from negligible to 

substantial. The Ste number is deliberately kept below 0.5 to avoid rapid melting of the particle. 

Higher values of Ste lead to quicker phase changes, which might not be ideal for detailed 

observational studies of the melting process over time. Lastly, the Pr number is held constant 

throughout all simulations. This decision is based on preliminary findings that variations in Pr 

show minimal impact on both the rate of melting and the migration paths of the particle. For the 

melting of an ice particle with a presumed diameter of 2 mm, 3 mm, and 4 mm in water, Gr number 

of 10,000 can be achieved with wall temperature of 64°C, 19°C, and 8°C, respectively. 

5.4.2. Numerical Procedure  

The governing equations were resolved using a pressure-based finite volume method, implemented 

in the commercial Computational Fluid Dynamics (CFD) software, ANSYS Fluent version 19.1. 

To couple the pressure and velocity fields within the simulation, the SIMPLE algorithm was 

utilized [174]. For the discretization of advective terms within the governing equations, the 

Quadratic Upstream Interpolation for Convective Kinematics (QUICK) scheme was employed. 

This second-order differencing method uses a parabolic curve to approximate the variable profile 

between two nodes. To construct the parabolic curve, a third point is selected on the upstream side 

of the flow to capture the influence of convection. The pressure gradient term was computed using 

the Standard method, wherein pressure values are interpolated at the cell faces using coefficients 

derived from the momentum equation [175]. Time discretization was handled using a first-order 
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implicit scheme. Several User Defined Functions (UDFs) were developed in C++ and integrated 

into the solver. These functions were employed for: (i) calculating the net force and moment 

exerted on the particle, as well as the heat transfer rate at the solid-liquid interface, and the 

consequent translational, rotational, and deformational motions; (ii) updating the positions of 

computational nodes on the particle surface; and (iii) determining the mass source term added to 

the fluid control volumes adjacent to the particle boundary due to melting. To ensure the stability 

of the solution and convergence in each time step, under-relaxation factors of 0.2, 0.5, and 0.7 

were applied to the pressure, momentum, and energy equations, respectively. The convergence 

criterion was set such that the solution was considered converged when the scaled residuals 

decreased to 10-4 for the continuity and momentum equations, and 10-7 for the energy equation.  

The governing equations were solved on a multi-block hybrid grid, incorporating triangular 

and quadrilateral elements as illustrated in Fig. 5-3. Specifically, the rectangular region 

surrounding the particle, which is centrally located within the domain, was meshed with triangular 

elements. This choice facilitates grid deformation and remeshing, necessary for modeling the 

dynamic interactions and transformations occurring around the melting particle. Additionally, the 

displacement of the particle surface nodes is depicted. Outside this central area, the remainder of 

the domain was structured using a fixed grid composed of quadrilateral elements. This structured 

region is less affected by direct interactions with the particle. Moreover, a boundary layer mesh 

was implemented along the channel walls. This enhancement is critical for capturing the velocity 

and temperature gradients near the walls with greater precision.  
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Fig. 5-3 Snapshot of the initial grid configuration, featuring a close-up of the finely meshed 

area around the particle, the displacement of the particle surface nodes, and the boundary layer 

mesh near the channel walls. 

5.4.3. Grid & Time Step Size Independence 

To ensure the reliability of the simulation results, a grid independence test was conducted to 

evaluate the impact of grid size on the predicted lateral position and the melting rate of the melting 

particle. Figure 5-4 illustrates the influence of grid refinement on these predictions. Increasing the 

number of control volumes from 𝑁 = 47,000 to 𝑁 = 75,000 does not significantly alter the 

outcomes. This observation suggests that the finer grid does not provide substantial additional 

accuracy for these specific simulation parameters. Consequently, a grid with 47,000 control 
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volumes, which includes 75 control surfaces on the particle surface, has been considered sufficient 

for the numerical simulations.  

 

 

Fig. 5-4 Grid size impact on (a) lateral position, and (b) mass of the particle over 

dimensionless time, for Re = 100, Gr =1,000, Ste = 0.1, 𝑌0
∗ = 0.5, and 𝛥𝑡 = 0.01 s. 

The independence of simulation results from the time step size was conducted using 

varying time steps: 𝛥𝑡 = 0.005 s, 0.010 s, and 0.050 s. Figure 5-5 illustrates the influence of these 

different time step sizes on the lateral position of the particle and its mass throughout the 
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simulation. The analysis indicates that the results are consistent across the range of time steps 

tested, showing no significant dependency on the time step size. Based on these findings, a time 

step size of 𝛥𝑡 = 0.010 s has been selected for use in the numerical simulations.  

 

 

Fig. 5-5 The time step size influence on the numerically predicted (a) lateral position, and (b) 

mass of the particle (for Re = 100, Gr = 1,000, Ste = 0.1, 𝑌0
∗ = 0.5, and 𝑁 = 47,000). 
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5.4.4. Model Validation 

The model was validated by comparing the simulation results with established findings from the 

literature across three distinct scenarios: (i) the migration of a neutrally buoyant particle in a 

horizontal channel under Poiseuille flow with thermal convection, (ii) the sedimentation of a 

cylindrical particle in a vertical channel with natural convection, and (iii) the sedimentation and 

melting of an initially cylindrical particle in a vertical channel. For the first two cases, comparisons 

were made regarding the lateral migration of the particle against the results documented in multiple 

studies. For the third scenario, the sedimentation velocity and melting rate were benchmarked 

against the findings reported by Gan et al. [176].  

Neutrally Buoyant Particle Migration in Horizontal Poiseuille Flow 

The schematic for this case study is similar to Fig. 5-1 and presents a scenario where the particle 

is initially centered in the x-direction within the channel and varying initial lateral positions are 

explored. The simulation parameters used for comparison include a Pr number of 0.7, a Re number 

of 96.12, and a Gr number of 1,000, with dimensionless initial lateral positions 𝑊0
∗ = 0.25, 0.50, 

and 0.75. A pressure gradient of Δ𝑝∗/𝐿∗ = 0.5 was applied to achieve the specified Re. An 

equilibrium position 𝑊eq
∗ = 𝑦eq 𝑊⁄  = 0.2244 was calculated and found consistent across different 

initial lateral positions, indicating stability in the particle’s lateral migration. This predicted 

equilibrium position closely aligns with the findings of Hu et al. [177] (𝑊eq
∗  = 0.2146), 

demonstrating a discrepancy of less than 5%.  
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Cylindrical Particle Sedimentation in Vertical Channel 

In the second validation scenario, the process of sedimentation of a cold particle in a vertical 

channel with thermal convection was modeled. The results focusing on the equilibrium lateral 

position of the particle were then compared with existing data in the literature to assess accuracy. 

As depicted in Fig. 5-6, the simulation involves a cylindrical particle with a diameter 𝐷 and a slight 

density differential, expressed as 𝜌𝑠 𝜌𝑙⁄  = 1.00232, being released in a vertical channel. Initially, 

the particle is positioned at half its diameter (𝑥0/𝐷 = 1.5) away from the central line of the channel 

and 10𝐷 above the bottom. The channel dimensions are specified as 𝑊 = 4𝐷  wide and 𝐿 = 32𝐷 

long in the x- and y-directions, respectively.  

 

Fig. 5-6 Schematic of a cold particle settling in a vertical channel. 
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The particle Re number is calculated using a characteristic velocity defined as 𝑢𝑐 =

√𝜋(𝐷 2⁄ )(𝜌𝑠 𝜌𝑙⁄ − 1)𝑔, and set at Re𝐷 = 40.5. Figure 5-7 illustrates the temporal progression of 

the particle's position (𝑥∗ = 𝑥/𝐷) across different Gr numbers. Additionally, Table 5-2 presents 

the equilibrium lateral positions of the particle as determined by the current model for Gr numbers 

of 1,000 and 2,000. These positions are also compared with corresponding numerical values 

reported in previous studies. The data outlined in Table 5-2 indicates that the predictions from the 

current study align remarkably well with the outcomes of other numerical models under the same 

flow conditions.  

 

Fig. 5-7 Lateral positioning of a cold particle during descent in a channel across different Gr 

numbers. 
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Table 5-2 Comparison of equilibrium lateral position obtained from the current model with 

available data from the literature for Gr = 1,000 and 2,000. 

𝐆𝐫 

Present 

work 

Hu et al. 

[177] 

Liu et al. 

[178] 

Yu et al. 

[179] 

Feng et 

al. [180] 

Kang et 

al. [181] 

Yang et 

al. [182] 

1,000 2.89 2.91 2.92 2.89 2.90 2.89 2.89 

2,000 2.78 2.76 2.76 2.74 2.73 2.74 2.79 

Cylindrical Particle Sedimentation & Melting in a Vertical Channel 

In this study, the focus is on analyzing the sedimentation velocity and melting rate of a single 

particle as it settles in its own melt. The particle is released at the channel's centerline, positioned 

10𝐷 above the bottom boundary of the computational domain, where 𝐷 represents the initial 

diameter of the particle. Initially, the melt is in thermal equilibrium with the channel walls. No-

slip boundary conditions and a constant wall temperature 𝑇ℎ are maintained at the side walls, while 

the particle's temperature is held at its melting point. The parameters controlling the simulation—

Pr = 0.7, Re = 21.1, Gr = 100, 𝜌𝑠 𝜌𝑙⁄  = 1.00232, and Ste = 0.0251—are set to match those used in 

the study by Gan et al. [162]. Notably, the Re number is calculated based on the maximum 

sedimentation velocity of the particle, which remains undetermined until the simulation 

progresses. Figure 5-8 provides a visual representation of the particle's dimensionless mass and Re 

number as it undergoes the processes of settling and melting.  
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Fig. 5-8 Comparison of (a) dimensionless particle mass, and (b) instantaneous Re number, for 

the settling and melting particle in a vertical channel with numerical results of Gan et al. [162]. 

As shown in Fig. 5-8, the computational results align closely with those reported by Gan 

et al. [162]. The deviations observed are minimal, with a maximum of 2% for the Re number and 

7% for the particle mass. Based on the results of these three validation cases, the simulation model 

is effectively validated, demonstrating its accuracy and reliability for predicting the fluid dynamics 

and thermal processes. 
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6. Particle Migration and Melting Simulation Results5 

The dynamics and thermal behavior of the moving and deforming melting particle are studied in 

this chapter. Initially, the time evolution of the particle morphology alongside the streamlines are 

analyzed, focusing on the changes observed during the particle migration and melting process. 

Following this, a detailed examination of different parameter effects including Reynolds number, 

Grashof number, Stefan number, and the dimensionless initial lateral position (𝑌0
∗) on the 

hydrodynamic and heat transfer characteristics of the particle is studied. 

6.1. Melting Particle Morphology 

Figure 6-1 illustrates the morphological changes of a melting particle and the evolution of the 

surrounding temperature field at various times under these conditions: Gr = 1,000, Ste = 0.1, and 

𝑌0
∗= 0.5, at two different Re numbers of 100 and 1,000. Figure 6-1(a) highlights how the 

morphology of the solid particle is altered during the melting process due to the non-uniform heat 

distribution from the adjacent heated wall. As the particle descends towards the bottom wall, the 

lower side encounters higher heat fluxes, leading to a faster melting rate compared to the upper 

side. This different melting rate transforms the initially circular particle into an increasingly oval 

shape over time. The figure also shows that the thermal gradients are more pronounced laterally 

than along the flow direction, a direct result of the proximity to the heated walls. When the Re 

number is increased from 100 to 1,000, there is a noticeable increase in the particle's rotational 

velocity, which promotes a more uniform distribution of heat around the particle's surface. As 

 
5 The content of this chapter is an extension of a published paper by the author. The paper contains results of research 

which was solely conducted as partial fulfillment for the PhD requirement. Materials presented in the paper have not 

been submitted for a course or extra credit.  
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depicted in Fig. 6-1(b), this uniformity helps to maintain the particle's circular shape throughout 

the melting process. It should be noted that the densities of the solid and liquid phases are identical; 

therefore, there is no settling movement due to density differences. Instead, the downward motion 

of the particle is driven solely by the buoyancy effects of the natural convection flow, which occurs 

around the relatively cold particle as it interacts with the warmer fluid environment.  

 

(a) Re = 100 

 

(b) Re = 1,000 

Fig. 6-1 Evolution of the temperature field surrounding the melting particle over time for Gr = 

1,000, Ste = 0.1, 𝑌0
∗= 0.5, with comparisons between (a) Re = 100 and (b) Re = 1,000. The 

final observation point is when the particle mass has reduced to 5% of its initial mass. 

6.2. Streamlines 

Figure 6-2 depicts the streamlines within the domain. The cooler liquid surrounding the particle 

descends due to its higher density, while the warmer liquid near the relatively hot bottom wall 

rises, creating a circulation pattern. This thermal-driven movement results in the formation of two 
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asymmetric vortex structures around the particle. Over time, as the velocity profile evolves, the 

upstream vortex remains closely associated with the particle, maintaining its position near or 

attached to it. In contrast, the downstream vortex becomes detached and moves further away from 

the particle. This interaction between the particle and the surrounding fluid's flow dynamics 

influences the slip velocity—the relative velocity of the particle compared to the fluid—and the 

particle's angular velocity, which will be studied in the subsequent sections. 

t* = 0.186 

 

t* = 0.372 

 

t* = 0.558 

 

Fig. 6-2 Streamlines surrounding the particle at various dimensionless times for Gr = 10,000, 

Re = 100, Ste = 0.1, and 𝑌0
∗= 0.5. 

6.3. Parametric Studies on the Effect of 𝐑𝐞, 𝐆𝐫, 𝐒𝐭𝐞, & 𝒀𝟎
∗  

The dimensionless parameters Re, Gr, and Ste numbers, and the dimensionless initial lateral 

position (𝑌0
∗) were systematically varied to explore their effects on the lateral position, melting 

rate, and heat transfer characteristics of the particle. To quantitatively assess the heat transfer rate 

on the particle surface, an average Nusselt number (Nu) was calculated over the particle's surface. 
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This Nu number serves as a dimensionless indicator that characterizes the rate of convective heat 

transfer at the surface relative to the rate of conductive heat transfer through the fluid.  

Nu =
1

𝜋(𝑇ℎ − 𝑇𝑚)𝑘
∮ 𝐪″ ∙ 𝑑𝐒

⬚

𝑆

=
ℎ𝑑𝑐

𝑘
 6-1 

where 𝐪″ represents the local heat flux at the particle surface, capturing the rate at which heat is 

being transferred per unit area. The average convective heat transfer coefficient is denoted by ℎ, 

and 𝑑𝑐 is defined as the instantaneous characteristic particle diameter. This diameter is calculated 

to be equivalent to that of a circle which has the same perimeter as the particle, mathematically 

expressed as 𝑑𝑐 =
1

𝜋
∫ 𝑑𝑆

⬚

𝑆
.  

The fluid begins the simulation at rest and gradually accelerates due to a constant pressure 

gradient applied along the channel. Figure 6-3 illustrates the transient evolution of the inlet flow 

velocity over time. The condition of fully developed flow is considered achieved when the 

normalized velocity (𝑢/𝑢max) nears unity at the center of the channel (𝑌0
∗ = 0.5). However, even 

at the largest dimensionless time depicted in Fig. 6-3, the flow remains in a developing state and 

has not yet reached a fully developed condition. As will be discussed later, in most cases examined 

in this study, the particle undergoes complete melting before the flow can achieve this fully 

developed state.  
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Fig. 6-3 Temporal progression of inlet flow velocity subject to a constant pressure gradient. 

Figure 6-4 illustrates how changes in the Re number impact the transient lateral position 

of the particle, its mass, and the Nu number under the conditions of Gr = 1,000, Ste = 0.1, and 𝑌0
∗ 

= 0.5. It is observed that a moderate increase in Re, from 0 to 100, has a minimal effect on the 

particle’s trajectory. However, further elevating Re to 500 and then to 1,000 induces significant 

alterations in the particle trajectory. This phenomenon occurs because as Re increases, the 

dominance of advective forces begins to surpass the effects of natural convection, leading to 

substantial changes in both the flow dynamics and thermal fields surrounding the particle.  
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Fig. 6-4 The impact of Re number on the computationally determined transient (a) lateral 

position, (b) particle mass, and (c) Nu number. Results for Gr = 1000, Ste = 0.1, and 𝑌0
∗ = 0.5. 
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Figure 6-4 reveals that the particle lateral position, particle mass, and Nu number on the 

particle surface are similar across all considered Re number values until a dimensionless time of 

approximately 𝑡∗ ≈ 0.2. This initial uniformity can be attributed to the fluid's starting condition of 

being at rest, with the flow only beginning to accelerate due to the applied pressure gradient as the 

simulation begins. In these early stages, the average flow velocity remains relatively low, and the 

fluid's velocity profile has not yet developed fully. Consequently, the particle's motion is 

predominantly influenced by the natural convection around it, causing it to migrate downward 

along with the downward movement of the natural convection flow. As the particle descends and 

moves away from the channel's centerline, the increasing velocity difference between the upper 

and lower sides of the particle, driven by the parabolic nature of the developing velocity profile, 

leads to a clockwise (negative) rotation of the particle. This rotation generates increased pressure 

on the particle's lower side—a phenomenon known as the Magnus effect [183]—which exerts an 

upward force on the particle. The magnitude of this upward force, along with the velocity 

difference and angular velocity, escalates with higher Re values. For Re values of 500 and 1,000, 

these dynamics cause the particle to shift slightly closer to the centerline, thereby reducing its 

exposure to the heated wall. This reduced proximity results in a lower melting rate, as depicted in 

Fig. 6-4(b).  

Figure 6-4(c) illustrates the impact of Re number on the Nu number, as defined in Eq. 6-1. 

Across all Re values, Nu starts high and then drops significantly in the early stages of the 

simulation. This initial surge in Nu can be attributed to the large temperature difference between 

the particle, which maintains a constant temperature at 𝑇𝑚, and the surrounding fluid, initially at 

𝑇ℎ but cooling over time due to thermal diffusion from the particle surface. Consequently, the 

temperature gradient at the particle surface is most pronounced at the start of the simulation, 
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leading to a higher initial heat transfer rate which diminishes as the temperature difference 

decreases. Simultaneously, the particle, initially released from the centerline, moves closer to the 

heated bottom wall due to downward natural convection-induced flow. This movement affects the 

thermal dynamics: while the decreasing temperature gradients at the particle surface leads to a 

reduction in the heat transfer rate, the proximity to the heated bottom increases it. In the initial 

phase (𝑡∗ ≲ 0.15), the reduction in temperature gradient is the dominant factor, resulting in a 

decrease in Nu. For 0.15 ≲ 𝑡∗ ≲ 0.25, the influence of the heated wall becomes slightly more 

pronounced, causing an increase in Nu. In later stages, as the particle's lateral movement stabilizes 

and continuous diffusion along with particle shrinkage persists, the overall heat transfer rate 

gradually declines. Moreover, as shown in Fig. 6-4(c), increasing Re tends to result in a marginally 

lower Nu. This trend is linked to the particle's relatively greater distance from the heated bottom 

wall at higher Re values, as depicted in Fig. 6-4(a).  

Figure 6-5 shows how Re number influences the predicted transient slip and rotational 

velocities of the particle. The slip velocity is calculated as the difference between the particle's 

axial velocity and the corresponding undisturbed flow velocity at the same lateral position as the 

particle's center. As depicted in Fig. 6-5(a), across all considered Re values, the particle 

consistently lags behind the flow. Notably, this lag tends to increase with higher Re values, 

indicating a more pronounced relative motion. However, at Re = 1,000, the magnitude of this lag 

decreases after 𝑡∗ ≈ 0.3. This reduction is associated with the particle's migration towards the 

channel centerline, as observed in Fig. 6-4(a). Furthermore, Fig. 6-5(b) illustrates that the 

rotational velocity of the particle generally increases with higher Re. This trend is due to the 

growing velocity difference between the top and bottom of the particle as Re increases, raising the 

rotational velocity. For Re = 500 and 1,000, an oscillatory pattern is noted in the rotational velocity.  
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Fig. 6-5 The impact of Re number on the predicted transient (a) slip velocity and (b) rotational 

velocity. Results are obtained for Gr = 1000, Ste = 0.1, and 𝑌0
∗ = 0.5. 

Figure 6-6 illustrates the effect of the Gr number on the transient lateral position, particle 

mass, and Nu number. As shown in Fig. 6-6(a), under conditions where natural convection is 

present (Gr > 0), a particle initially positioned at the channel centerline descends. This downward 

movement is primarily due to the cooling of the liquid surrounding the melting particle, which 

increases the density of the nearby fluid, causing it to sink and consequently pull the particle 

downward along with it. This process develops in two distinct phases observable in Fig. 6-6(a) as 

the particle approaches the bottom wall.  
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Fig. 6-6 The impact of Gr number on (a) the lateral position, (b) the mass of the particle, and 

(c) the Nu number for Re = 100, Ste = 0.1, and 𝑌0
∗ = 0.5. 
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Initially, during the first stage, the particle experiences relatively rapid downward motion. 

At this point, the average flow velocity in the channel is still low, and the velocity profile is in the 

process of developing. The dominant force acting on the particle is the downward natural 

convection flow, which is stronger than the advective motion along the channel, resulting in the 

particle's rapid descent. In the subsequent second stage, as the particle gets closer to the bottom 

wall, the pressure underneath it gradually increases. This increasing pressure acts to decelerate the 

particle's movement toward the bottom wall. Figure 6-7 illustrates the pressure field around the 

particle at various dimensionless times for Re = 100, Gr = 1,000, and 𝑌0
∗ = 0.5. Over time, the 

rising pressure effectively balances out the downward buoyancy-induced force, causing the lateral 

position of the particle to stabilize and eventually reach a plateau. At higher Gr numbers, such as 

1,000 and 10,000, the downward movement of the particle is still noticeable at the latter stages of 

the melting process. As shown in Fig. 6-7, from 𝑡∗ = 0.466 to 𝑡∗ = 0.745 the bottom boundary of 

the particle maintains a nearly constant distance from the bottom wall, even as the particle 

continues to shrink due to melting. This shrinkage shifts the particle's center of mass downward, 

corresponding to the gradual descent observed in Fig. 6-6(a).  
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𝑡∗ = 0.093 

 

𝑡∗ = 0.186 

 

𝑡∗ = 0.279 

 

𝑡∗ = 0.372 

 

𝑡∗ = 0.466 

 

𝑡∗ = 0.559 

 

𝑡∗ = 0.652 

 

𝑡∗ = 0.745 

Fig. 6-7 The pressure distribution around the particle for Re = 100, Gr = 1,000, and 𝑌0
∗ = 0.5 

and multiple dimensionless times. 

Figure 6-6(b) demonstrates that as the Gr number increases, the melting rate of the particle 

also increases. This correlation can be attributed to a more pronounced natural convection heat 

transfer and a stronger downward drag force that pushes the particle closer to the heated wall. With 

an increase in Gr, the particle not only migrates more rapidly towards the relatively hot bottom 

wall but also remains in close proximity to it for a longer period. This exposure results in enhanced 

heat transfer rates, as evidenced by the increased Nu number values illustrated in Fig. 6-6(c).  

The Ste number is a critical parameter that predominantly governs the melting rate of the 

particle. An increase in the Ste results in a quicker melting process, primarily due to a relatively 

lower latent heat of fusion required for the phase change. Figure 6-8 illustrates the impact of 

different Ste values on the computationally determined transient lateral position of the particle, its 

P*
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mass, and the Nu number for these conditions: Re = 100, Gr = 1,000, and 𝑌0
∗ = 0.5. Initially, as 

shown in Fig. 6-8(a), the particle rapidly moves towards the bottom wall across all the Ste values 

being studied. Notably, Ste = 0 corresponds to a scenario where the particle does not melt. In 

comparison to the melting cases, the non-melting particle retains a larger time-averaged diameter, 

which creates a more significant velocity differential between its top and bottom, resulting in a 

higher clockwise angular velocity. This, in turn, generates a stronger upward Magnus force, 

propelling the particle closer to the channel’s centerline. When Ste = 0.01, the melting progresses 

slowly, allowing the particle to maintain a trajectory similar to that of the non-melting particle until 

𝑡∗ ≈ 3. For 𝑡∗ ≳ 3, the trajectory begins to diverge noticeably from that of the non-melting case. 

This divergence suggests that as the particle reduces in size, the influence of natural convection 

becomes more pronounced compared to the Magnus effect, resulting in the particle being drawn 

downwards. For higher Ste numbers, such as 0.1 and 0.5, melting occurs so rapidly that the particle 

nearly completes its phase change by the time the initial descent is finished, as depicted in Fig. 6-

8(b).  
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Fig. 6-8 The impact of the St number on the computationally determined transient (a) lateral 

position, (b) particle mass, and (c) Nu number for Re = 100, Gr = 1,000, and 𝑌0
∗ = 0.5. 
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Figure 6-8(c) illustrates the variations in the average Nu number at the particle surface 

across different Ste number values. In the case of Ste = 0, where the particle does not melt and 

reaches a steady state, the Nu number also stabilizes, reaching a consistent value of approximately 

2.55 by 𝑡∗ ≈ 1. For Ste = 0.01, both the thermal diffusion rate and the particle surface area decrease 

over time due to the gradual melting of the particle. This reduction in surface area leads to a 

diminished heat transfer rate, resulting in a lower Nu compared to the non-melting scenario. At 

higher Ste numbers, Ste = 0.1 and 0.5, the melting process accelerates markedly due to the reduced 

latent heat requirement. This rapid phase change leads to a rapid decrease in the particle's 

characteristic diameter 𝑑𝑐, which in turn results in a smaller Nu. The fast shrinkage of the particle 

decreases the surface area available for heat transfer, thereby reducing the Nu number more 

significantly than in cases with lower Ste values, as depicted in Fig. 6-8(c). 

Figure 6-9 demonstrates the effect of the initial lateral position on the transient lateral 

movement of the particle, under conditions of Re = 100, Ste = 0.1, and various Gr numbers. For a 

scenario where Gr = 0, indicating an absence of natural convection, the migration of the particle is 

solely influenced by drag and pressure forces. These forces result from the interactions between 

the pressure-driven flow and the particle’s movement and rotation. This interaction not only 

propels the particle along the flow direction but also causes it to rotate, enhancing the Magnus 

force that pushes the particle toward the channel’s centerline. As shown in Fig. 6-9, when 𝑌0
∗ = 

0.50, the particle maintains its initial lateral position, indicating a balance of forces at the center of 

the channel. However, for particles starting from positions other than the center, the net forces 

direct them towards the centerline. In scenarios where natural convection is present (Gr > 0), the 

particle tends to move towards a unique lateral position, irrespective of its initial starting point. As 
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the particle melts and shifts downward toward the bottom wall, its downward velocity decreases 

by increasing pressure between the particle and the bottom wall, a dynamic previously discussed.  

 

Fig. 6-9 The initial lateral position (𝑌0
∗) impact on the particle transient lateral movement, for 

𝑌0
∗ = 0.25 (red), 𝑌0

∗ = 0.50 (black), and 𝑌0
∗ = 0.75 (green) for Re = 100, and Ste = 0.1. 

6.4. Concluding Remarks 

In the simulation part of this study, an ALE approach is employed to simulate the migration and 

heat transfer dynamics of a melting cylindrical particle in a plane Poiseuille flow between 

horizontal parallel plates. The model utilized a dynamic mesh technique to directly account for the 

local deformation of the particle due to melting and to monitor its migration without the need for 

implicit interface tracking schemes. An extensive parametric analysis was conducted to explore 

the impacts of Reynolds number, Grashof number, Stefan number, and the initial lateral position 

of the particle on its lateral migration, mass, and Nusselt number. The key findings from this study 

are summarized as follows: 
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• Increasing the Re number causes the melting particle to migrate further from the wall due 

to a stronger Magnus force. This greater distance from the heated wall leads to a decrease 

in both the melting rate and the Nu number.  

• With a higher Gr number, the particle's migration toward the bottom wall is accelerated by 

the more intense downward flow driven by natural convection adjacent to the particle. 

Being closer to the heated wall enhances both the melting rate and Nu number. 

• An increase in the Ste number significantly enhances the melting rate as a result of the 

diminished latent heat effect. 

• For a constant Gr number, a melting particle will migrate toward the same final lateral 

position, regardless of its initial placement in the flow. 

Generally, it is observed that higher (lower) flow velocities and reduced (increased) natural 

convection effects correspond to decreased (increased) melting rates. This study validates the ALE 

method as a robust approach for directly simulating scenarios that involve suspended particles 

undergoing phase changes.  

 

 

 

 

 

 

 



118 

 

Nomenclature 

 𝑐 Specific heat of the liquid (J/kg∙K) 

𝐷 Initial particle diameter (m) 

𝑑𝑐 Instantaneous characteristic particle diameter (m), 𝑑𝑐 =
1

𝜋
∫ 𝑑𝑆

𝑆
 

𝐅 Force vector (N) 

𝐟 Body force per unit mass (N/kg) 

𝐅∗ Dimensionless force vector, 𝐅∗ = 𝐅 (𝜈𝜌𝑍𝑢max)⁄  

𝑔 Gravitational acceleration (m/s2) 

𝐠 Gravity vector (m/s2) 

Gr Grashof number, Gr =  
𝑔𝛽𝐷3(𝑇ℎ−𝑇𝑚)

𝜈2
 

ℎ Convective heat transfer coefficient (W/m2∙K) 

ℎsl Particle heat of fusion (J/kg) 

𝐈 Unit tensor 

𝐼 Particle moment of inertia around the center of mass (kg∙m2) 

𝑘 Thermal conductivity (W/m∙K) 

𝐿 Length of the computational domain (m) 

𝐿∗ Dimensionless length of the computational domain, 𝐿∗ =
𝐿

𝐷
 

𝐌 Moment vector around the particle center of mass (N∙m) 
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𝐌∗ Dimensionless moment vector, 𝐌∗ = 𝐌 (𝜈𝜌𝐷𝑍𝑢max)⁄  

𝑚 Instantaneous particle mass (kg) 

𝑚0 Initial particle mass (kg) 

𝑚∗ Dimensionless particle mass, 𝑚∗ =
𝑚

𝑚0
 

𝑁 Total number of control volumes 

Nu Nusselt number, Nu =
ℎ𝑑𝑐

𝑘
  

𝐧 Surface unit normal vector pointing out of the solid particle  

𝑛 Time step index 

𝑝 Pressure (Pa) 

𝑝∗ Dimensionless pressure, 𝑝∗ = (𝑝 + 𝜌𝑔𝑦) (𝜈𝜌𝑢max 𝐷⁄ )⁄  

Pr Prandtl number, Pr =
𝜈

𝛼
 

𝑞” Local heat flux at particle surface (W/m2) 

𝐑 Solid-liquid interface coordinate vector in relation to referential coordinates (m) 

𝐫 Solid-liquid interface coordinate vector in relation to particle center of mass (m) 

Re Channel Reynolds number, Re =
𝑢max𝑊

𝜈
 

Re𝐷 Particle Re number based on maximum flow velocity and initial particle diameter, 

Re𝐷 =
𝑢max𝐷

𝜈
 

𝑆 Particle surface area (m2)  
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�̇�mass Volumetric mass source term (kg/m3∙s) 

�̇�∗ Dimensionless mass source term, �̇�∗ =
�̇�mass𝐷2

𝜇
 

Ste Stefan number, Ste =
𝑐(𝑇ℎ−𝑇𝑚)

ℎsl
 

𝑇 Temperature (K) 

𝑇∗ Dimensionless temperature, 𝑇∗ = (𝑇 − 𝑇𝑚) (𝑇ℎ − 𝑇𝑚)⁄  

𝑇ℎ Hot wall temperature (K) 

𝑇𝑚 Melting temperature of the particle (K) 

𝑡 Time (s) 

𝑡∗ Dimensionless time, 𝑡∗ =
𝑡𝜈

𝐷2 

𝑢 Velocity in x-direction 

𝑢max Maximum velocity of the fully developed undisturbed flow (m/s) 

𝑢slip The slip velocity between the flow and the particle in the x-direction (m/s)  

𝑢slip
∗  Dimensionless slip velocity, 𝑢slip

∗ = 𝑢slip𝐷 𝜈⁄  

𝐕 Velocity vector (m/s) 

𝐕∗ Dimensionless velocity vector, 𝐕∗ = 𝐕 𝑢max⁄  

𝐕frame Moving velocity vector of the reference frame (m/s) 

𝐕mesh Mesh velocity vector (m/s) 

𝑣 Velocity in y-direction 
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𝑉CV Volume of the control volume, (m3) 

𝑊 Width of the computational domain (m) 

𝑿 Coordinates of a particular point  

𝑥 x-coordinate (m) 

𝑥∗ Dimensionless position in the x-direction, 𝑥∗ = 𝑥/𝐷 

𝑌∗ Dimensionless lateral position of the particle, 𝑌∗ = 𝑦/𝑊 

𝑦 y-coordinate (m) 

𝑦∗ Dimensionless position in the y-direction, 𝑦∗ = 𝑦/𝐷 

𝑍 Unit depth of the particle in the direction normal to the plane 

Γ Diffusion coefficient 

𝛼 Thermal diffusivity of the fluid (m2/s) 

𝛽 Coefficient of thermal expansion (1/K) 

𝜇 Dynamic viscosity (kg/m·s) 

𝜈 Kinematic viscosity (m2/s) 

𝜌 Density (kg/m3) 

𝜎 Stress tensor (Pa) 

𝜙 General scalar quantity 

𝛚 Rotational velocity vector (1/s) 

𝛚∗ Dimensionless rotational velocity vector, 𝛚∗ = 𝛚𝐷 𝑢max⁄  
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Subscripts 

0 Initial 

Eq Equilibrium 

𝑖 Inlet 

𝑙 Liquid  

𝑜 Outlet 

𝑝 Particle 

ref Referential domain (moving with the dynamic mesh) 

𝑠 Solid  
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7. Future Work 

In this dissertation, a freeze desalination setup is fabricated and evaluated under a variety of 

operational conditions. The experimental study demonstrated promising results, showing the 

efficacy and feasibility of a novel freeze desalination system compared to existing direct and 

indirect contact freezing methods. This novel setup not only simplifies the operational process but 

also achieves high desalination rates and maintains satisfactory recovery ratios, making it an 

effective solution for desalinating high-salinity brine. Despite these advantages, several aspects of 

the current configuration require further modifications or enhancements to optimize performance. 

Future improvements should focus on refining these areas to fully leverage the potential of this 

innovative desalination approach. 

• One enhancement that could be implemented in the current study involves control over the 

temperature and duration of the freezing process. The study indicates that quicker 

crystallization correlates with higher salinity levels in the produced ice. By modulating the 

temperature within the freezing chamber—starting with a higher ICL temperature when 

the brine is first introduced, then gradually reducing this temperature—it's possible to 

refine the quality of the ice produced. This controlled approach helps manage the 

crystallization rate, potentially leading to ice with lower salinity. Additionally, regulating 

the duration of the freezing process could also yield benefits. By ensuring that the freezing 

process reaches a steady state, where the temperature of the outlet mixture is uniform across 

all exiting components, the consistency and efficiency of the freeze desalination process 

can be significantly improved.  
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• One of the primary challenges identified in this study is the separation process—

specifically, the efficient extraction of ice from the slurry and the removal of unfrozen 

concentrated brine from the ICL-brine stream. Enhancements in ice-slurry separation could 

be achieved by utilizing the rotary solid-liquid separator equipped with a suitably sized 

mesh for the inner cylinder. Additionally, maintaining a sealed environment during the 

separation process can prevent ice from melting, which is essential for improving the ice 

recovery ratio. As for separating the concentrated brine from the ICL-brine stream, while 

the current use of dual filter separators effectively reduces the volume of concentrated 

brine, a small amount still manages to reach the ICL tank and subsequently the heat 

exchanger. Implementing a high-efficiency liquid separator could address this residual 

issue by ensuring a more complete and effective separation, thus avoiding brine 

accumulation in the heat exchanger. 

• Addressing the efficiency of brine rejection from the collected ice presents another 

significant challenge in this study. While the current use of a centrifugal separator together 

with intermittent ice crushing has demonstrated remarkable desalination rates, it fails to 

produce potable water. To improve the efficacy of brine rejection, one promising strategy 

could be to implement continuous ice crushing throughout the centrifugal separation 

process. This approach helps because once the collected ice dries out shortly after being 

collected, removing any remaining brine becomes increasingly difficult. Continuously 

crushing the ice can help keep it in a state that more readily releases trapped brine. 

Additionally, another method to enhance brine rejection could involve washing the 

collected ice during the centrifugation process. This washing could be performed using 
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either cold potable water or a cold brine solution with low salinity, which would help flush 

out the brine entrapped in the ice. 

The energy enhancement of the proposed freeze desalination setup was another objectibe 

of this dissertation. A notable method for enhancing the energy efficiency in the proposed system 

involves recovering the cold energy of the produced ice to cool the refrigeration unit's condenser. 

This goal can be accomplished by circulating an ice-water slurry through a heat exchanger, 

allowing it to absorb heat from the condensing refrigerant. To deepen the understanding of heat 

transfer in ice-water slurry, a computational model was developed that simulates the melting 

process of a solid particle suspended in its own melt. This study explores a particle melting within 

a two-dimensional domain under Poiseuille flow condition. The model is designed for scalability 

to three dimensions with minimal adjustments needed in the User-Defined Functions (UDFs) and 

the setup configurations in the CFD package. Transitioning to a three-dimensional framework will 

allow for a broader range of studies, enabling more simulations that can better mirror complex 

real-life applications.  

• One potential study is the simulation of particle migration within circular tubes and square 

ducts. Previous studies have identified the phenomenon of dual equilibrium locations in 

the neutrally buoyant migration of particles within tube Poiseuille flow. These dual 

equilibrium points are influenced by several factors, including the diameters of the particle 

and tube, the particle's initial position, the tube's length, and the Re number. Although these 

phenomena have been studied numerically, most existing research has focused on 

determining the particle's equilibrium position by calculating the lift force on a laterally 

fixed positioned particle, with only a few studies addressing the transient movement of 
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particles. Moreover, the ALE method, which offers a more precise direct interface tracking 

technique, has not been applied in these studies.  

• Another possible extension of the current study involves exploring the melting behavior of 

a spherical particle within circular tubes or square ducts. While employing the ALE method 

for these configurations might increase computational demands, the enhanced accuracy 

provided by this approach could significantly outweigh these challenges.  
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