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Abstract

Radar is classically used over optical sensors to sense objects regardless of

weather or daylight conditions. In this case, a waveform is transmitted through

the air and reflects off the outside of an object back to the radar. Radar has since

been extended to sense within objects. Common applications are non-destructive

evaluation, ground penetrating radar, and remote sensing. In this case, the inci-

dent wave is reflected by the contrast of electrical properties between materials.

More recently, radar has been leveraged for biomedical applications, such as vital

sign sensing and imaging within the body. Biomedical imaging radar (BIR) is a

promising non-ionizing method to sense within the body. Some potential features

to extract could be tumors, brain bleeds, or foreign objects.

A general assumption in radar operation is that the reflected waveform has the

same structure as the transmitted waveform. The wave’s velocity of propagation

is dependent upon the medium and the frequency. Thus, if the reflected wave has

traveled through a medium other than air, the received waveform is more stretched

out in time than the transmitted waveform. Applying a traditional matched filter

in this case yields a degraded range profile, and the returns do not appear at the

correct physical location. If the wave only travels through air and one other non-

dispersive medium, the range calculation can be easily adjusted. This scenario is
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commonly encountered in remote sensing. However, more complex scenes such as

the human body, are composed of several media with electrical properties that vary

across frequency at different rates. Existing techniques are not able to fully leverage

radar’s pulse compression gain in this case.

In this research, the challenge of radar wave propagation through multiple media

is addressed. First, the wave propagation mechanics are studied to understand how

the received waveform is distorted. Then, a matched filter is adapted to compen-

sate for this spatial and frequency-dependent distortion in the frequency-modulated

continuous wave (FMCW) radar case. The compensation scheme is demonstrated

in simulation, and then an FMCW prototype system is built to apply the velocity

correction to measured data. The proposed compensation technique is successfully

applied to measure a scene with a metal plate placed immersed in a box of oil at

various ranges, and more advanced range profile enhancement is explored. The

proposed technique is shown to overcome a crucial challenge faced by a BIR.
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Chapter 1

Introduction

Classically, the signal of interest in radar operation is an electromagnetic reflec-

tion from the outside of an object, arriving at some time delay ∆t, which is used

to determine the object’s location and velocity. The transmitted radar waveform

propagates through the air, reflects off the outside of an object, and returns through

air to the radar receiver, as illustrated in Fig. 1.1. Though this mode is most com-

mon, with applications such as air traffic control or weather radar, several important

radar applications fall outside this modality. Ground penetrating radar and remote

sensing aim to collect information from internal layers, either within the earth or

within layers of snow and ice.

Figure 1.1: Illustration of classic radar operation with a transmitted
electromagnetic wave reflection off of the outside of scatterers in free space
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To extract information or form a radar image of an object, sufficient dynamic

range and signal-to-noise ratio (SNR) are required. According to the radar range

equation, the power received and, subsequently, the SNR can be increased by in-

creasing the power transmitted [1]. Typical radar transmit power is limited by sys-

tem component power handling or spectrum regulations set by the Federal Commu-

nications Commission (FCC). Because radar usually operates on inanimate objects,

human safety is not considered in typical radar literature.

The radar return from the outside of an object is a function of the object’s size,

material, shape, and orientation as well as the operating frequency and polarization

[2]. When radar is used instead to inspect a target’s inside, the signal of interest

is the power reflected at a boundary inside the object/ground rather than the initial

air-object boundary. The amount of power reflected depends on the difference be-

tween the materials’ wave impedances and how much power is attenuated on the

way to and from that boundary. Air’s conductivity is almost zero, and the attenua-

tion as a wave propagates through the air is typically considered negligible [3]. On

the other hand, many materials, such as biological tissue, are extremely lossy, and

significantly attenuate propagating waves [4]. As a result, signals reflected from

boundaries within the body will be very small. This power dissipation is challeng-

ing from a signal extraction standpoint, but the power absorption can also impact

patient safety. If the layers are electrically thin, then the wave can re-reflect multi-

ple times within layers before returning to the radar, creating a more complex range

profile. Another consequence of propagating through different media is that the

wave’s velocity of propagation slows down in materials other than air. The gener-

ated range profile or image will be distorted if this change is not accounted for.
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While microwave imaging radar has been proposed as a non-ionizing alterna-

tive to computed tomography (CT) scans, the power attenuated within the body is

dissipated as heat, which can harm biological tissue [5, 6]. In the microwave fre-

quency range, the International Commission on Non-Ionizing Radiation Protection

(ICNIRP) defines restrictions in terms of specific absorption (SA) and absorbed en-

ergy density (Uab) to ensure that the body is not heated above an unsafe level [7].

Both these quantities increase with increased incident power; thus, these regulations

will limit the maximum transmitted power and, consequently, the SNR. Maintain-

ing human safety is another consideration required in biomedical radar design.

Due to improvements in hardware dynamic range capabilities, biomedical imag-

ing radar (BIR) at microwave frequencies is becoming more feasible [8, 9, 10]. For

BIR to be robust enough to operate successfully in multiple areas of the body, sev-

eral problems must be addressed. Even with high dynamic range performance, the

skin reflection can still obscure the desired internal reflection. The skin reflection

must be reduced either during the time of collection or in post-processing. The

current BIR systems are faster than MRI, but collections can still last for several

minutes. Implementing a more efficient radar architecture could improve image

quality. Finally, several simplifications are often made on the behavior of the elec-

tromagnetic wave within the body that limit the areas of the body to which BIR can

currently be applied. For example, techniques for breast tumor detection often as-

sume a uniform velocity of propagation within the body. However, this assumption

would not be acceptable when attempting to image a sinus cavity.

Ground penetrating radar (GPR) and remote sensing have been handling prop-

agation through layered media for decades with varying strategies. Both Gaussian
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UWB pulses and frequency-modulated continuous wave (FMCW) radar are im-

plemented to measure layers of snow and ice [11, 12]. As the majority of these

measurements are collected on a moving airborne platform, slower modalities like

step frequency continuous wave (SFCW) are less practical for wide bandwidths.

These snow measurements commonly assume a single, constant dielectric value

when computing layer thicknesses [11, 12].

Variations in soil layer composition yield dielectric values that vary more than

snow layers. Thus, techniques have been developed to mitigate distortion from

varying permittivity along the path of wave propagation to correctly reconstruct the

reflectivity of the underground object of interest. Often, a ray tracing approximation

is applied to reconstruct the wave propagation through the layers [13]. Ray tracing

assumes that the conductivity is low enough that attenuation is negligible within

the layers, which is an acceptable approximation for soil. In [14], the compensation

is instead calculated by the shape of the hyperbola parameters generated by point

targets. This technique also assumes negligible soil conductivity and requires a

point scatterer to be present in each layer. In [15], a ray tracing algorithm is adapted

to map the velocity of propagation through each voxel in a holographic imaging

mode of a breast phantom. This algorithm assumes that the velocity of propagation

is constant over frequency.

While all materials have electrical properties that vary across frequency, the

change in materials like dry air is negligible, even over wide bandwidths. However,

as system bandwidth capabilities increase, the frequency-varying, or dispersive, be-

havior of materials begins to impact image quality because a changing permittivity

alters the angle of refraction [3]. Using adaptations of techniques commonly em-
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ployed in inverse scattering problems, a radar image can be formed of an object in

a single known, dispersive medium [16].

This work aims to address variations in a radar waveform’s velocity of propaga-

tion across both space and frequency to take advantage of radar enhancement tech-

niques developed for other applications and construct an accurate representation

of the physical scene. To initially address these challenges, this work focuses on

a single range profile rather than an entire image. First, wave propagation through

electrically thin multi-layer stackups is studied to calculate the boundary conditions

between material layers. The results apply to a variety of problems, such as radar

cross-section analysis or radiation safety evaluation, that analyze the wave propaga-

tion through electrically thin layers. Then, a technique is proposed to compensate

for frequency and spatially varying electric properties in range profile creation. A

MATLAB simulator is created for initial validation of the proposed techniques.

Then, a prototype FMCW radar is assembled to measure layered media and further

validate the proposed techniques. Finally, range sidelobe suppression techniques

are adapted for the changing propagation velocity to improve the visibility of small

scatterers. This technique could enhance existing ground penetrating radar imaging

or unlock new BIR capabilities.
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Chapter 2

Electromagnetic Propagation Within Layered Media

A radar observes the superposition of copies of the transmitted waveform re-

flected back from all scatterers within the scene, in addition to interference and

noise. Then, the received samples are processed to learn more about the scatterers

in the scene. Not all radar applications aim to capture reflections off objects that

behave as point targets. Hence, a good understanding of how the incident wave

might interact with the objects in the scene is crucial for proper reconstruction.

This study requires some understanding of electromagnetic wave propagation and

material properties.

2.1 Electromagnetic Fundamentals

The electric field of a forward-traveling wave in the z-direction of a lossy medium

is given by

E(z) = E0e
−γz = E0e

−(α+jβ)z (2.1)
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where γ is the propagation constant, α is the attenuation constant (Np/m), and β is

the phase constant (rad/m) [3]. The phase term is given by

β = ω
√
µε

{
1

2

[√
1 +

( σ

ωε

)2
+ 1

]}1/2

(2.2)

where ω is the angular frequency, σ is electrical conductivity, and ε is permittivity.

The values of σ, ε, and ω all affect α, given by

α = ω
√
µε

{
1

2

[√
1 +

( σ

ωε

)2
− 1

]}1/2

. (2.3)

Permittivity is often provided in terms of a dielectric constant, which is the

permittivity relative to free-space (ε0), approximately equal to 1
36π

×10−9 F/m. The

relative permittivity (εr) for a general material is complex-valued, defined as

εr = ε′r − jε′′r =
ε

ε0
. (2.4)

The real part of (2.4) represents the material’s ability to store the energy of an

externally applied electric field, while the imaginary component describes the loss

[3]. The imaginary permittivity is related to the conductivity by

σ = ωε′′rε0 . (2.5)

Another way to describe a material is by the loss tangent, defined as

tanδ =
ε′′r
ε′r

. (2.6)
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The loss tangent is the ratio between energy lost to energy stored, derived from

plotting ε′r and ε′′r on the complex plane. Thus, even if one material has a lower

conductivity than another, the overall loss tangent can be higher, depending on ε′r.

Permeability describes a material’s behavior in the presence of a magnetic field. The

materials considered for multi-media propagation (e.g., snow, soil, human tissue)

typically have a permeability equal to the free-space permeability, µ0, which is

approximately 4π × 10−7 H/m.

The wavelength (λ) of an electromagnetic wave is given by

λ =
2π

β
, (2.7)

and the velocity of propagation (vp) is given by

vp =
ω

β
=

ω

2π
λ . (2.8)

It is important to note that the wavelength increases in media with a slower velocity

of propagation. For a time-harmonic waveform, the time-averaged power density is

related to the electric field (E) and the magnetic field (H) with Poynting’s Theorem

as follows:

S = R(E×H∗) · n̂ =
|E|2

2
R

{
1

η∗

}
(2.9)

where n̂ is the unit-normal vector to the body surface and η is the wave impedance

of the material, given by [3] to be:

η =

√
jωµ

σ + jωε
. (2.10)
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In radar applications, power magnitude is often represented on the decibel scale,

with 0 dB representing 1 W and 0 dBm corresponding to 1 mW.

2.1.1 Modeling Material Behavior

Because the electrical properties of a material affect the rate and magnitude of

wave propagation, as seen in (2.1) and (2.8), then it is essential to understand the

material properties relevant to the application of interest. Several mechanisms may

contribute to the material’s electrical behavior on the molecular, atomic, and elec-

tronic levels. Materials with a consistent behavior across frequency are commonly

used as substrates for circuit boards, but many everyday materials are somewhat or

very dispersive over a wide bandwidth meaning that the group delay through the

material is a function of frequency.

A material’s permittivity behavior is a function of several mechanisms occurring

within the material across the entire thickness, molecule, atom, and electron levels.

For example, water has a high permittivity due to the strong dipole orientation [17].

On the other hand, ionic conduction is the primary driver behind the permittivity of

borosilicate glass [18]. Each mechanism is associated with its own relaxation time

or rate of dispersion, and one material likely has several contributing mechanisms

that vary in contribution magnitude across frequency. The Cole-Cole and the Debye

are two common models that represent this phenomenon mathematically. A num-

ber is often placed before the Cole-Cole to designate how many relaxation times

(dispersions) are included in the model [19].

The 4-Cole-Cole model, commonly used to represent human tissue, is defined
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as

ε̂r(ω) = ε∞ +
4∑

n=1

∆εn
1 + (jωτn)1−αn

+
σi

jωε0
(2.11)

where ε∞ is the permittivity at field frequencies with ωτ >> 1, σi is the static ionic

conductivity, n is the dispersion index, α describes the distribution of the dispersion,

and the magnitude of each dispersion (∆εn) is defined as

∆ε = ε∞ − εs . (2.12)

On the other hand, the Debye model is a simplified version of the Cole-Cole, with

αn in (2.11) set to 0. The Debye complex permittivity is defined as

ε = ε∞ +
εs − ε∞
1 + jωτ

(2.13)

where εs is the permittivity at field frequencies with ωτ << 1. While the Debye

model does not include a parameter to represent the broadening of the dispersion

distribution, the simpler equation is sometimes employed in high-efficiency appli-

cations [20].

2.2 Measurement of Material Properties

Electrical properties in literature are often only provided for a single frequency,

and the measurement frequency is not always disclosed. However, the behavior

of real-world materials can change significantly over frequency, particularly in the

microwave frequency range, so using a single value introduces error in the propaga-

tion calculations. Therefore, the properties must be measured across the frequency
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range of interest. In the 500 MHz to 20 GHz range, a vector network analyzer

(VNA) is the most common measurement instrument. A VNA most commonly col-

lects frequency-dependent scattering parameters, S11 and S21, called the reflection

and transmission coefficients, respectively. S11 measures the magnitude and phase

received at port 1 relative to the power transmitted at port 1, while S21 measures the

power received at port 2 relative to port 1. To extract information about a compo-

nent, such as an amplifier or filter, the VNA ports are connected to the component

through cables. However, for material characterization, there are no ports to plug

cables into, so the fields must enter the material in a different manner.

If the size and shape of the material can be manipulated, the unknown material

can be measured with the transmission line method. The material is embedded into

a transmission line, such as a waveguide or coaxial cable, and the VNA collects

transmission and reflection coefficient values through the transmission line [21].

The frequency capabilities of this measurement method depend on the size of the

sample holder and the cutoff frequency of the transmission line [17]. Instead of

shaping the material for the sample holder, an antenna can be placed on either side

of the material for a free-space measurement method. In this case, the VNA col-

lects reflection or transmission measurements of the fields propagating between the

antennas to extract the electrical properties. The frequency range of this method

depends on the antenna bandwidth as well as the size of the sample relative to the

antenna aperture. At low frequencies, a large sample would be needed to fill the

large antenna aperture [22].

Resonant structures can be used to evaluate a sample for relatively narrowband

measurements. By including the unknown material in the resonant structure, the
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sample properties can be extracted by the resonant frequency. This technique can

be carried out with a resonant cavity, such as a cavity resonator, or a ring resonator

can be placed on top of a material [23, 24]. This technique is often employed to

measure the exact permittivity of a circuit board substrate, as the manufacturing

process yields some variation across boards.

The open-ended coaxial probe method employs a fixture at the end of a coaxial

transmission line to distribute fringing fields into the sample. The sample’s prop-

erties affect the magnitude and phase of the fields reflected back to the VNA. In

contrast to the transmission line and open air methods, the sample must be effec-

tively infinitely thick, meaning that the majority of the fringing fields should be

contained within the sample [17]. The most challenging aspect of this method is

maintaining good contact with solid samples. An air gap between the probe and the

sample yields measurement error.

Proper calibration is crucial for accurate results in all of the above methods.

Even phase changes from moving cables can introduce errors. These methods gen-

erally assume the material is homogeneous, and the values are averaged across the

sensing volume for inhomogeneous media. The best probe for a particular appli-

cation will depend on the sample’s mechanical properties, such as the shape and

rigidity, the frequency range of interest, the size of the measurement bandwidth,

and the budget.

The Keysight N1501A high temperature probe is used for measurements in this

work as it is capable of operating over the entire frequency range of interest in a sin-

gle capture using the open-ended coaxial probe method. The anticipated samples

may be quite thick, flexible, or liquid, so the coaxial probe is valued for collecting
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Figure 2.1: Measurement configuration for Keysight N1501A High Temperature
Probe and Keysight Fieldfox

measurements without creating thin slabs of a certain thickness, like in the waveg-

uide transmission line method [25]. The probe is operated with a Keysight FieldFox

N9917B Portable Microwave Analyzer, and the Keysight Materials Measurement

Suite is run on a Dell laptop. The probe is calibrated within the measurement soft-

ware with measurements of the air, a short, and 23◦C deionized water. The mea-

surement software accounts for changes in water’s permittivity over temperature,

so the measured temperature is provided to the calibration configuration. Liquid

samples are placed in a paper cup, as shown in Fig. 2.1, while solid samples are

raised to the probe with a small scissor lift. For accurate results, the probe datasheet

states that samples should be at least 20/
√

|εr ∗ | mm thick [26]. For example, if

the sample has a relative permittivity of 3, the sample must be at least 11.6 mm

thick.
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Figure 2.2: Measured permittivity of Rogers TMM boards compared to the
datasheet provided permittivity at 10 GHz

The initial measurements are conducted with a material with well-defined prop-

erties to ensure the probe functions as expected. The Rogers TMM series boards

have a wide selection of permittivity options and high thickness availability. This

ceramic material complies with the probe’s sample thickness requirements after re-

moving the copper and stacking two half-inch thick boards together. Two substrate

types are measured: TMM6 and TMM10, and the results are compared to the ex-

pected permittivity at 10 GHz provided on the datasheet, as shown in Fig. 2.2. It

is important to note that this board datasheet provides only an average value for all

boards manufactured, not for the specific board shipped to the user. At 10 GHz, the

measured value is within the manufacturing and measurement tolerances for both

samples, providing confidence in the probe’s functionality. As expected, the sub-

strates’ permittivities vary only slightly across frequency. Note that the N1501A

probe is ideal for semi-solid or liquid materials, as even a slight difference in sur-
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face flatness with a solid material can cause an air gap and increase measurement

error. This probe’s measurement of ceramic boards is effective, but maintaining

proper contact between the sample and the probe is challenging.

The probe is then used to measure several liquids readily available within a

laboratory or a household. These results are later used to select candidates for radar

measurements. The materials in this study are deionized water, household white

vinegar (4% acetic acid), 50% ethanol, 70% isopropanol (rubbing alcohol), 100%

isopropanol, and canola oil. To better see the measured permittivity in Fig. 2.3, the

materials are broken into two groups: higher and lower permittivity.

Though water is commonly estimated to have a constant permittivity for low-

frequency applications, the permittivity drops by more than 25% from 2 to 14 GHz,

as shown in Fig. 2.3a. This result is similar to water measurements presented

across literature [27, 28, 29]. It should be noted that deionized water is specifically

used due to its predictable electrical composition, and any water with additional

impurities may have differing performance. Household distilled white vinegar is

only 4% acetic acid, meaning that the mixture is 96% water. Therefore, the vinegar

permittivity measurement closely following the curve of the water permittivity is

expected. For the three alcohol mixtures, the permittivity drops as the amount of

alcohol increases, corresponding to a decrease in water content. The permittivity of

canola oil is even lower than the 100% isopropanol, shown in Fig. 2.3b, and varies

the least over frequency, which aligns well with the study of cooking oils in the

literature [30]. Finally, the measured permittivity of air is approximately equal to

free-space permittivity, as expected.

The loss tangent is the other property to consider for radar performance. A
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Figure 2.3: Relative permittivity of several liquids measured with a Keysight
N1501A high temperature dielectric probe

high loss tangent makes water an unpopular choice as a propagation medium in

this frequency range. When comparing materials, one may have a lower imaginary

permittivity component but still have a higher loss tangent due to a relatively low

real permittivity. This relationship occurs with the alcohols in Fig. 2.4. Even

though the imaginary component of their permittivity is lower than DI water, the

relatively low real permittivities drive them to have a higher loss tangent. Canola

oil has a particularly low loss tangent, which is seen across several other varieties

of cooking oils as well [31].

2.3 Propagation Through Layers

With an understanding of each propagation medium’s electrical properties, the

magnitude and phase of the wave’s propagation through the medium can be analyt-

ically predicted. Boundary conditions describe how much of a wave travels from

one medium to another. Understanding boundary conditions is important from a
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Figure 2.4: Loss tangent of several liquids measured with a Keysight N1501A high
temperature dielectric probe

radar perspective to accurately predict the received power. For biomedical appli-

cations, understanding the power levels through each layer is also important for

human safety compliance.

Suppose there is an electromagnetic wave traveling through layer 0 towards

layer 1, as depicted by Ei in Fig. 2.5. The E-field reflected at the boundary between

layer 0 and layer 1 (Er) is related to the incident E-field (Ei) by the reflection co-

efficient (Γ0,1). When the layers are approximated as infinitely thick, the reflection

Figure 2.5: Reflection and transmission coefficients for two infinite media
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coefficient is defined as

Γ0,1 =
Er

Ei

=
η1 − η0
η1 + η0

. (2.14)

In this case, the reflection coefficient is only a function of the wave impedance of

the two media. The transmission coefficient that describes the fields transmitted

from layer 0 into layer 1 is related to the reflection coefficient by

T10 =
2η1

η1 + η0
= 1 + Γ01 . (2.15)

The transmissivity of a boundary describes how much power is transmitted through

the boundary, given by

Transmissivity = 1− |Γ|2 . (2.16)

Transmissivity is often more directly applicable to radar applications as the link

budget calculations and component performance specifications are typically com-

pleted in terms of power.

For layers less than a wavelength thick, significant interactions occur among

the layers, leading to altered overall boundary conditions [32]. In this case, the

E-field reflected from a boundary is the superposition of the initial reflection from

(2.14) and the reflections from the boundaries beyond the initial boundary of in-

terest. Considering only a single reflection beyond the initial boundary, the total

reflection coefficient for a field incident upon two layers (Γ2) is given by

Γ2 =
Er

Ei

= Γ01 + T10Γ12T01e
−2γ1ℓ1 . (2.17)
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The return from the boundary between layers 1 and 2 interferes with the reflection

off the initial boundary, constructively if the two reflections are in phase with each

other or destructively if the reflections are out-of-phase. The magnitude of the re-

flected field is lower than the incident field because only a portion of the field is

reflected, and the field is attenuated along its path through a lossy medium. There-

fore, complete cancellation does not occur in the destructive case.

The two reflections included in (2.17) have the most magnitude, but the wave

can be reflected back and forth inside layer 1 any number of times before exiting the

stackup. Fig. 2.6 summarizes the possible paths and phase progressions. To include

infinitely many reflections in layer 1, the reflected field from (2.17) becomes:

Γ2 = T10Γ12T01e
−2γ1ℓ1

∞∑
n=0

(
Γ10Γ12e

−2γ1ℓ1
)n

. (2.18)

With the infinite geometric series format for some expression, r, given by:

∞∑
n=0

rn =
1

1− r
, (2.19)

Figure 2.6: Reflection and transmission coefficients and phase progression for a
two-layer model
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the infinite sum in (2.18) is simplified to be:

Γ2 = T10Γ12T01
e−2γ1ℓ1

1− Γ10Γ12e−2γ1ℓ1
. (2.20)

For three layers of material, the interaction of reflections within the stackup

is more complex. Fig. 2.7 summarizes the possible propagation paths. At each

boundary, a portion of the wave is reflected, and the rest is transmitted to the next

layer, opening up many combinations of paths that contribute to the total reflection.

The total reflection coefficient accounting for only direct reflections is the sum of

the field reflected off the boundary between layers 2 and 3 and the two-layer result

given by (2.17). To include infinitely many reflections within layer 2 as well as the

reflection off the boundary between layers 2 and 3, the appropriate terms are added

to (2.20) as

Γ3 = Γ2 + T10T21Γ23T12T01
e−2(γ1ℓ1+γ2ℓ2)

1− Γ21Γ23e−2γ2ℓ2
. (2.21)

Figure 2.7: Reflection and transmission coefficients and phase progression for a
three-layer model
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Figure 2.8: Planar representation of Duke thoracic cavity from Virtual Population
with layer thicknesses in mm (not to scale) as provided in [33]

2.3.1 Calculations with a Biological Model

To study the impact of including multiple reflections, the calculated total re-

flection in biological tissue is studied as a relevant geometry. When the body is

electrically large, full-wave electromagnetic simulations are computationally inten-

sive. A simplified model can still provide the desired information while reducing

computational requirements. Some models simplify the geometry by representing

the body as a planar or cylindrical stack-up [33, 34, 35]. Other models, such as the

Ansys human body model (HBM), maintain a realistic 3-dimensional shape, but

several tissues, including skin, muscle, and fat, are replaced with a single, average

material.

For this study, the planar tissue geometry from the planar representation of the

thoracic cavity used in [33], developed from the Duke Virtual Population model, is

selected, as shown in Fig. 2.8 [37]. The goal is to analyze the impact of including

multiple reflections on the calculated total reflection in biological tissue. A wave is

normally incident upon the skin layer on the left, where air is layer 0, skin is layer

1, fat is layer 2, etc. The tissue parameters are defined across frequency accord-

ing to [4]. Only the first two layers of the Duke model, skin and fat, are initially
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Figure 2.9: Calculated transmissivity through the air-skin boundary calculated
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allowed off of the skin-fat boundary [36]

considered. The transmissivity at the air-skin interface is calculated using values of

n = 0, 1, and ∞ in (2.18) and shown in Fig. 2.9 to compare the impact of includ-

ing multiple reflections within the skin layer. The destructive interference due to

the skin layer being a quarter-wavelength thick results in a minimum transmissivity

just below 4 GHz. Adding more reflections shifts the frequency response as more

complex interference occurs within the skin layer. As the frequency increases, the

skin layer is electrically larger, and fields are attenuated more as they travel through

the tissue. As a result, the multiple reflections have less impact on the transmissivity

at higher frequencies.

Next, the transmissivity at the air-skin interface is examined with a varying

number of layers included in the calculation. As each subsequent layer is added, the

calculation consists of the direct path from the air through the stackup to the layer’s
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back boundary and back through the stackup to the air and infinite reflections within

that layer. This calculation protocol shall be referred to as the baseline scenario.

Cross terms, including multiple reflections across more than one layer, are omitted

in this study. For example, the scenario where the incident wave enters the stackup

traveling to the right, reflects off the muscle-cartilage boundary, reflects off the fat-

skin boundary, and reflects off the muscle-cartilage boundary again before traveling

out of the stackup to the left is not included in this study. The impact of this cross

term omission is studied through comparison to a full-wave solver in Section 2.4.

Transmissivities calculated with a varying number of layers are shown in Fig.

2.10. When only the skin layer is included, the calculated transmissivity is equiv-

alent to the case in (2.14), where the two layers are infinitely thick. In this case,

the increase in transmissivity over frequency is due to the decrease in the skin’s

wave impedance over frequency. The calculated transmissivity changes signifi-
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cantly across the 1, 2, and 3-layer cases. Adding more than three layers to the

calculation yields only subtle differences in transmissivity compared to the 3-layer

case, particularly at the high frequencies. This behavior is expected because the

magnitude of the reflections from deep within the stackup decreases as frequency

increases.

2.4 Comparison to Simulation

The mathematics presented in Section 2.3 are compared to a full-wave sim-

ulation in Ansys High Frequency Structure Simulator (HFSS). Ansys HFSS is a

finite-element method (FEM) full-wave electromagnetic solver, and the results will

contain contributions from all non-trivial cross-terms, which are more terms than

what is practical to include in a manual calculation. The Duke thoracic stackup in

Fig. 2.8 will be implemented in a Floquet simulation. This type of configuration

creates effectively infinitely wide slabs of tissue, so information about the wave

propagation along the depth of the body can be isolated. Furthermore, this Floquet

port configuration eliminates edge/corner effects from occurring within slabs that

would not be present within the 3-D human body geometry. Slabs are constructed

for each layer with side lengths of 40 mm and thicknesses corresponding to the

respective tissue thickness from Fig. 2.8. Primary and secondary boundaries are as-

signed across from one another on the sides. A 50 mm air box is included between

the front skin layer and the transmitting Floquet port, and a perfectly matched layer

(PML) is placed directly on the back face of the tissue stackup, as shown in Fig.

2.11. The tissue parameters are defined in the same manner as in Section 2.3.1.

To compare the calculations from Section 2.3.1 to the simulation, the local spe-
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Figure 2.11: Floquet port configuration for planar Duke thoracic cavity simulation

cific absorption rate (SAR) at the skin surface is studied. SAR is a measure of how

much power is absorbed by the body. This quantity is useful for the current study of

wave propagation because it indicates how much power is entering the skin layer,

and SAR will be explored more in Section 3.2. SAR is extracted from Γ with (3.2)

as follows:

SAR =
−α1|1 + Γ|2|Ei|2

ρ1η1
(2.22)

where α1, η1, and ρ1 are the first layer’s attenuation constant, wave impedance,

and mass density, respectively. The SAR value calculated without cross terms is

compared to the simulated local SAR at the skin layer’s surface for models with a

varying number of layers, shown in Fig. 2.12. The calculated values closely align

with the simulation for the 1- and 2-layer cases. A larger difference between sim-

ulation and calculation for the 3-layer case indicates that the full-wave simulation

includes propagation behavior not captured in (2.21).

The 3-layer model is studied further to determine if including a scattering cross

term in the calculation improves the agreement between calculated and simulated

results. In this model, the most significant expected cross term is a wave travel-

ing into the stackup, reflecting off the fat-muscle boundary, the skin-air boundary,

25



2 2.5 3 3.5 4 4.5 5 5.5 6

Frequency (GHz)

0

20

40

60

80

100

120

140

160

180

L
o

c
a
l 
S

A
R

 (
W

/k
g

)

1 Layer (sim) 1 Layer (calc)

2 Layer (sim) 2 Layer (calc)

3 Layer (sim) 3 Layer (calc)

Figure 2.12: Calculated and simulated local SAR at the skin surface with 1, 2, and
3 layers in the model [36]

and the skin-fat boundary, and then exiting the stackup. In this case, the primary

reflection at the back of the fat layer is reflected within another layer (skin) before

returning to the surface. In Fig. 2.13, the simulated local SAR is compared to

calculations that do and do not include this cross term in addition to the baseline

scenario. The calculation with the cross term is better aligned with the simulation

results. While these results are close, infinitely many more cross terms could be

added to refine the calculation. As more layers are added to the model, the possi-

ble cross terms become even more complex. For consistency, only the cross term

mentioned above is included in the remainder of this work’s analysis.

Because the heart and lung layers are so electrically large and the returns from

beyond these layers are orders of magnitude smaller than the primary air-skin re-

flection, a seven-layer stackup, consisting of the initial skin layer through the lung

layer, is examined to approximate the entire thoracic cavity. The SAR calculated
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Figure 2.13: Local SAR at the skin surface of the 3-layer model calculated with
and without including a cross-layer scattering term compared to simulation

with a single cross term of a return ringing within the skin layer before exiting the

body is compared to the simulated local SAR in Fig. 2.14. As expected, the cal-

culated values are closer to simulation at higher frequencies where the layers are

electrically larger and more complex propagation paths are more lossy.

In the “1 layer” case, only the skin is included, so Γair,skin is calculated with

(2.14). Including the fat layer in the calculation significantly changes the calculated

transmissivity, as shown with the “2 layer” case. Adding another layer further alters

the response, though the “2 layer” and “3 layer” cases converge above above 7 GHz

as the electrical size of the layers increases. Farther into the torso, reflections are

significantly attenuated before returning to the air-skin boundary, and the heart and

lung layers are electrically large. Thus, modeling layers beyond the heart does not

have a visible impact on the air-skin transmissivity.

Because the heart and lung layers are so electrically large and the returns from
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Figure 2.14: Calculated and simulated local SAR at the skin surface with seven
layers in the model

beyond these layers are orders of magnitude smaller than the primary air-skin re-

flection, a seven-layer stackup, consisting of the initial skin layer through the lung

layer, is examined to approximate the entire thoracic cavity. The SAR calculated

with a single cross term of a return ringing within the skin layer before exiting the

body is compared to the simulated local SAR in Fig. 2.14. As expected, the cal-

culated values are closer to simulation at higher frequencies where the layers are

electrically larger and more complex propagation paths are more lossy. The over-

all shape is similar to the SAR shown in [38], though exploring the contributing

phenomena was not the focus of that work.

The tradeoff space between accuracy and complexity for modeling the specific

absorption rate at the surface of a planar thoracic cavity representation has been

studied. Reflections from boundaries within the stackup interact with the field

at the surface, and a single-layer model is not an appropriate simplification of a
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multi-layer stackup when the layer thicknesses are not electrically large. Multiple

reflections, or ringing, occur within each layer and across multiple layers. While

the field magnitude decreases with each reflection, modeling multiple reflections

within a layer still impacts the reflection coefficient, particularly at lower frequen-

cies. As more layers are added to the model, more possible cross terms can be

added to capture the various combinations of increasingly complex propagation

paths. Multi-path interference explains why explicitly modeling tissue or dielectric

layers is often necessary for simulation. Even though the results have been focused

on the thoracic cavity, the principles are applicable to any region of the body, as

electrically small layers are present throughout.
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Chapter 3

Biological Considerations

The study of how each individual frequency behaves while traveling through

multiple media in Chapter 2 is helpful, but more context is necessary to make deci-

sions within the radar design tradeoff space for a biomedical imaging radar (BIR).

Typical radar design must consider the system itself and any restrictions on the

spectrum in its propagation path. The target properties are also studied to learn

what reflection to expect back at the radar. While these factors are also important

for a BIR design, human safety must also be considered. BIR is a relatively new

imaging modality, but other imaging techniques have been balancing signal quality

with patient safety for decades. Practices like studying as much phenomenology as

possible on a stand-in phantom before human testing help advance the technology

more quickly. This chapter serves as a tutorial on human considerations for a radar

engineer who is used to working with inanimate objects.

3.1 Medical Imaging

Medical imaging collects information from within the body without destruc-

tively cutting through the tissue to the area of interest. Imaging performance oper-
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ates within a tradeoff between image quality and cost, both in the literal financial

sense and in the abstract sense of time, portability, and patient safety. Some impor-

tant image quality metrics are resolution, signal-to-noise ratio (SNR), and clutter-

to-noise ratio (CNR). The best imaging modality selection depends on the region

of interest, urgency, budget, and patient risk factors.

3.1.1 Traditional Techniques

Computed Tomography (CT) scans are the “gold standard” in the medical com-

munity and use the differential attenuation of X-rays (ionizing radiation) passing

through the body to diagnose soft tissue. CT scans are fast and score high in the

resolution and SNR image quality categories, and several contrast agents can be

added to enhance the image [39]. However, a study found a 24% increase in can-

cer incidence among people who received a CT scan as a child compared to those

who did not [40]. Thus, non-ionizing imaging technologies are crucial for repetitive

diagnosis situations.

Common non-ionizing options include ultrasound and magnetic resonance imag-

ing (MRI). Ultrasound transmits an acoustic wave and detects the reflections from

boundaries between different acoustic impedance values. Acoustic waves fail to

penetrate some materials like bone and air cavities, so ultrasound is not a viable op-

tion for many regions, including the brain and lungs. MRI creates an image based

on the nucleus’s longitudinal and transverse relaxation times and proton density,

all of which vary across tissues, depending on their respective water content. MRI

produces high image quality for soft tissue throughout the body, but the process is

slow and expensive. Some patients must be sedated if unable to lay still for over an
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Figure 3.1: Axial CT (a) and T2-weighted MRI (b) images from [41] of a
6-month-old girl with a kidney lesion (arrow)

hour. Contrast agents have been developed for both ultrasound and MRI to enhance

image quality [42, 43]. Example images produced by CT and MRI are compared

in Fig. 3.1. As expected, MRI yields better contrast within soft tissue, enabling a

clear visualization of a kidney lesion.

3.1.2 Microwave Imaging

To overcome the limitations of ultrasound and MRI while avoiding the ionizing

radiation used in X-ray and CT, researchers have been investigating the possibility

of microwave imaging, which detects the scattering from discontinuities in electri-

cal properties. For example, a malignant breast tumor has a higher permittivity and

conductivity than healthy tissue and will scatter a portion of incident electromag-

netic waves [45]. Because of this high material contrast and the frequent screening

for breast tumors, a great deal of the recent microwave imaging research has been

focused on breast cancer detection [46, 47]. Most of the current literature utilizes

either radar or tomography to produce an image. Tomography involves a complex

inverse scattering problem to extract the dielectric properties while radar collects
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(a) X-Ray
(b) Microwave

Figure 3.2: Clinically measured images from [44] of a patient’s right breast with a
palpable Invasive Ductal Carcinoma, viewed from the side

backscattered energy, which struggles in low contrast scenarios [10]. The current

most common radar modes are step frequency continuous wave (SFCW) or ultra-

wideband (UWB) pulse, such as a Gaussian pulse [48, 49, 50]. Both tomography

and radar can succeed with commercial off-the-shelf (COTS) or inexpensive hard-

ware, but neither of these modalities is particularly fast or power-efficient.

To achieve sufficient dynamic range, many microwave imaging systems often

place the antennas in a matching medium, reducing unwanted skin reflection while

increasing the reflections received from the desired inner layer [51]. This solution

is feasible for many regions, e.g., the breast or liver. However, for imaging re-

gions within the head, such as the sinus cavity, the patient’s head would need to

be submerged in the matching liquid, which is impractical. Similar to traditional

modalities, some experimental microwave imaging systems employ contrast agents

to detect tumors better [52, 53, 54]. The prototype BIR system from [55] is com-
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pared to a traditional X-Ray mammogram in Fig. 3.2. While the resolution and

sensitivity are better in the X-Ray image, the tumor is still visible in the microwave

image.

Current BIR capabilities are primarily limited by insufficient dynamic range

and measurement resolution. Radar hardware, both components and system archi-

tectures, has improved in recent years for even better dynamic range and bandwidth.

Furthermore, developments in radar signal processing help unmask small scatter-

ers that may be hidden in initial results [56]. Current radar prototypes often rely

on commercial off-the-shelf (COTS) architectures, which allows for fast results but

limits the ability to take advantage of the enhancements developed by radar engi-

neers.

3.1.3 Phantoms

Biomedical technology development relies on phantoms, or stand-ins, for hu-

mans during the research and development phase, similar to mannequins in car

safety crash tests or animal trials of new pharmaceuticals. This practice avoids

human exposure to a product of unknown safety and lowers the cost of the trials.

Replicating all tissue properties with a single material is impractical, so the relevant

behavior requirements must be prioritized.

Representing the body can be especially challenging because phenomenology

occurs all the way down to the ionic level up to the entire length of the body, and

capturing the relevant behavior requires an understanding of the underlying cause.

For microwave imaging, the electrical permittivity and conductivity are the most

important in modeling the electromagnetic wave propagation through each tissue
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layer. For human safety studies, the thermal behavior of the phantom is also consid-

ered. It is challenging to satisfy the electrical performance over the entire frequency

range of interest and also replicate the tissues’ mechanical behavior.

Microwave imaging phantoms range in cost, durability, and safety, as some

materials are hazardous to use [57, 58]. The phantoms have been developed and

refined for many areas of the body, including the knee, chest, skin, and breast

[59, 60, 61, 62]. The manufacturing process can range from fume hoods and vac-

uum chambers with long cure times to more simple 3D-printed structures [60, 62].

Some phantoms can maintain the same properties for many months while others

degrade in a matter of hours or days. The most widely utilized database of tissue

electric properties is given in [4]. However, tissue properties, notably tumors and

abnormalities, are still an area of active research [63, 64]. Data collection is chal-

lenging due to the changes in tissue properties after death or after the material is

extracted from the body. Furthermore, An individual’s dielectric properties may

vary over time, and there is some variation across the population. This feature can

be exploited for applications such as dehydration detection or ablation monitoring

[65, 66]. Another consequence of the dielectric property variance is that no single

phantom will perfectly represent all people. As a result, phantom stability may be

favored over incrementally increased accuracy in some applications [67].

3.2 Human Safety Regulations

The power attenuated within the body due to tissue conductivity is dissipated as

heat, which can harm biological tissue [5, 6, 68]. In the microwave frequency range,

the International Commission on Non-Ionizing Radiation Protection (ICNIRP) de-
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fines restrictions in terms of specific absorption (SA) and absorbed energy density

(Uab) to ensure that the body is not heated above an unsafe level.

The ICNIRP defines SA as the incremental energy (dW ) absorbed in an incre-

mental mass (dm) with units of J/kg, which can be re-written with the tissue mass

density, ρ (kg/m3), and differential volume, dV , as

SA =
dW

dm
=

dW

ρdV
. (3.1)

The SA is averaged over a 10 g cube of tissue, and the maximum allowable SA

depends on the region, duration, and frequency of the exposure [7]. Simulations

typically model the incident wave at a steady state and yield SAR values, and then

the SAR is integrated over time to calculate the corresponding SA values. The peak

spatial average SAR (psSAR) value is of most interest because psSAR represents

the area of highest radiation absorption.

SAR was already introduced in Section 2.4 as an indicator of how much power

flows into the body, and the value was given as a function of the air-skin reflection

coefficient. As shown in [69], the power dissipated in the body, and the correspond-

ing SAR can also be written directly as a function of the electric field within the

tissue. The SAR at location z is given by

SAR(z) =
−α|E|2

ρη
(3.2)

where α is the tissue’s frequency-dependent attenuation constant, E is the electric

field, ρ is the tissue mass density, and η is the tissue’s wave impedance [69].

The ICNIRP publication provides basic restrictions (BR) regarding average
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SAR for frequencies below 6 GHz for exposures longer than six minutes [7]. Above

6 GHz, the power is dissipated more quickly and does not penetrate as far into the

body, so the restriction is in terms of the absorbed power density at the body’s

surface. The 2020 ICNIRP publication defines time-dependent BR for local expo-

sures shorter than six minutes to prevent tissue from heating too quickly [7]. From

100 kHz to 6 GHz, the ICNIRP BR for head or trunk exposures lasting less than six

minutes is defined in terms of SA as

SA ≤ 3.6(0.05 + 0.95
√
t/360), for t < 360 s (3.3)

where t is the exposure duration in seconds, and the SA (kJ/kg) is averaged over

a 10 g cube of tissue. From 6 GHz to 300 GHz, the BR is given in terms of the

epithelial energy density. The BR is defined by Uab averaged over a 4 cm2 square

as follows:

Uab ≤ 36(0.05 + 0.95
√
t/360), for t < 360 s . (3.4)

The expression inside parentheses in (3.3) and (3.4) ranges from 0.05 to 1 when

t = 0 and t = 360 seconds, respectively. When t is small relative to 360, the

constant 0.05 dominates the expression. Thus, the basic restrictions are almost

constant for exposure durations lasting only a fraction of a second. For example,

the SA limit changes from 180.2 to 181.8 J/kg when the exposure duration changes

from 1 µs to 100 µs. On the other hand, increasing the exposure duration from

1 s to 100 s corresponds to a 5.5 times higher allowable SA value. When multiple
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frequencies are involved, ICNIRP provides the additional restriction of

6 GHz∑
i=100 kHz

SAi

SABR

+
300 GHz∑
i=6 GHz

Uab,i

Uab,BR

≤ 1 (3.5)

where SAi is the SA at each frequency, Uab,i is the absorbed energy density at each

frequency, SABR and Uab,BR are the SA and Uab values of the basic restrictions,

respectively [7].

These restrictions frame further tradeoffs in BIR design. Because the expo-

sure criteria must be satisfied for all values of time from 0 to 6 minutes, individual

pulses, as well as the pulse train as a whole, must be considered. For example, for

several pulses of a given radar waveform, halving the duty cycle but doubling the

transmit power yields the same specific absorption and absorbed power density, but

the exposure of a single pulse must also satisfy regulations [70].

Only biomedical radar applications must consider the safety restrictions of in-

tentionally radiating a human, and it is important to understand how this affects

the radar design tradeoff space. When forming a radar image, some of the system

parameters that affect the image quality are dynamic range, range resolution, cross-

range resolution, and SNR. The dynamic range is the difference between the largest

and smallest power that the radar can handle. The radar must have a dynamic range

large enough to avoid saturation from antenna coupling and close-range scatterers

while still being sensitive enough to detect the signal of interest. Even if the de-

sired signal is above the thermal noise floor, the information cannot be extracted

without sufficient dynamic range, and increasing the transmit power does not help

overcome dynamic range deficiencies. Instead, the system is re-designed to han-
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dle a higher dynamic range, or the environment is altered to reduce dynamic range

requirements.

The SNR depends on the location and physical properties of the target of in-

terest. For example, extracting information from the skin return with mm-wave

frequencies would be possible, but this work’s frequency range is typically used to

extract information beyond the skin return. To maintain general applicability, the

absolute SNR will not be analyzed. Instead, the SNR parameters that depend on

the waveform and power transmitted will be focused on to study relative SNR. For

pulse compression waveforms, the SNR increases by the product of the time spent

illuminating the target and the bandwidth of operation [1]. Coherently integrating

N pulses decreases thermal noise because the signal of interest is present in every

pulse, while zero-mean thermal noise that is distributed as a zero-mean Gaussian

function is uncorrelated between pulses and will decrease according to the central

limit theorem. Therefore, the SNR will increase by a factor of N .

A plane-wave incidence is simulated in Ansys High-Frequency Structure Sim-

ulator (HFSS) to obtain constant look exposure values from 2-18 GHz. The power

absorbed will vary with the exposed region and the body’s proportions. Therefore,

no single simulation can represent all biomedical radar use cases, and the simulation

geometry must be selected to represent the specific exposure scenario of interest.

Because this initial analysis is not focusing on any specific application, the thoracic

cavity is selected to provide results for one feasible application. Duke is a member

of the Virtual Family, a set of human models for electromagnetic exposure studies

[37]. The same planar representation of Duke’s thoracic cavity shown in Fig. 2.8 is

arranged in the same simulation configuration as Fig. 2.11.
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The incident plane wave is vertically polarized and normally incident upon the

surface of the skin layer. The electromagnetic field behavior at the edge of a human

body will be different from this planar representation because in a real body, the skin

wraps all the way around the outside, and some internal organs do not extend across

the full width of the torso. Therefore, the planar model is most representative of the

human body at the center. The width of the tissue slabs is selected to be 250 mm to

ensure no edge effects impact the center where the exposures are calculated. The

peak spatial average SAR (psSAR) is extracted from 2-6 GHz using the average

SAR calculated with the HFSS built-in implementation of IEEE/IEC Std 62704

[71]. The absorbed power density from 6-18 GHz is extracted by integrating the

Poynting vector through the surface of a 4 cm2 square placed on the skin’s surface

in the center of the slab.

The SNR factor for two waveforms is analyzed: linear frequency modulation

(LFM) and the second-derivative Gaussian pulse. The LFM waveform is considered

for pulse widths of 240 µs and 1 ms and bandwidths of 2-6, 2-12, 2-18, and 6-

18 GHz. Second-derivative Gaussian pulses with widths of 83.1 ps and 42 ps are

considered, which correspond to center frequencies of 2.5 GHz and 7.5 GHz, and

10-dB bandwidths of 5 GHz and 10 GHz, respectively. The SNR factor describes

waveform-specific pulse compression gain, coherent integration gain, and received

power. The SNR factor (kW/m2) is defined as SincNBT where Sinc is the incident

power density (kW/m2), N is the number of pulses, B is the bandwidth, and T is

the pulse duration. The received power is proportional to the power incident upon

the body, as described in the radar range equation [1].
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3.2.1 FMCW

One of the most common radar imaging modalities is FMCW. With stretch pro-

cessing, FMCW receivers can utilize a low sample rate on the order of 10 kHz for

short-range applications. An FMCW radar transmits an LFM waveform, which is

given by

x(t) = rect ((t− T )/T ) cos(2πF0t+ πγt2) , (3.6)

where F0 is the initial frequency, and γ is the chirp rate, defined as B/T . The

instantaneous frequency of the LFM at time t is

f(t) = F0 + γt . (3.7)

The total SA for frequencies below 6 GHz is computed as the time-integral of

psSAR. Though SAR is a function of frequency, (5.3) is used to relate the instanta-

neous frequency to time. Similarly, the total Uab above 6 GHz is the time-integral

of Sab. The full restriction from (3.5) then becomes

1

SABR

∫
T6

psSAR(t) dt+
1

Uab,BR

∫
T6+

Sab(t) dt ≤ 1 . (3.8)

where T6 = {t : f(t) ≤ 6 GHz}, T6+ = {t : f(t) > 6 GHz}, and T6, T6+ ⊂ [0, T ].

Because the basic restrictions must be satisfied for all values of t, then (3.8)

must be satisfied for T and all possible segments of T . Even with an assump-

tion that the incident power density is constant across frequency, the frequency-

dependent electrical properties of the body yield a frequency-dependent absorption

of the incident electromagnetic wave. The tissue geometry also plays a role in the
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absorption across frequency. Therefore, even though the basic restriction evaluated

at time T (BRT ) is satisfied, the exposure accumulated in a segment of T , defined

as Tseg = {t : t1 ≤ t ≤ t2} for t1 ≥ 0 and t2 ≤ T , may not satisfy BRTseg .

If the SA and Uab basic restrictions are satisfied for t = T , the following in-

equalities must be satisfied to also comply with the basic restrictions for any dura-

tion shorter than T :

∫
Tseg

psSAR(t) dt∫
T6
psSAR(t) dt

≤
SABR,Tseg

SABR,T6

, for f < 6 GHz (3.9)

if the segment is at or below 6 GHz and

∫
Tseg

Sab(t) dt∫
T6+

Sab(t) dt
≤

UBR,Tseg

UBR,T6+

, for f ≥ 6 GHz (3.10)

if the segment is above 6 GHz. If the LFM sweep in Tseg contains frequencies in

both regulatory bins, the segment is split and evaluated as two segments: Tseg,6 and

Tseg,6+. By definition, the integral of each quantity over time is equal to the time-

average value multiplied by the respective time duration. Therefore, the inequalities

become
psSARTseg

Tseg

psSARTT
≤

SABR,Tseg

SABR,T
, for f < 6 GHz (3.11)

and
Sab,TsegTseg

Sab,TT
≤

UBR,Tseg

UBR,T
, for f ≥ 6 GHz (3.12)

where (·) denotes a time average.

To ensure that the basic restrictions are satisfied for Tseg if they are satisfied for

T , a maximum value is defined for the disparity between the average of any given
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time segment compared to the remainder of the sweep. The exposure disparity

within T is defined as Exposureseg/Exposurerem where Exposureseg and Exposurerem

are the average exposure values within Tseg and within T−Tseg, respectively, and ex-

posure refers to either psSAR or Sab. Because the basic restrictions for psSAR and

Sab change at the same rate with respect to time, the maximum allowable exposure

disparity will be the same for both psSAR and Sab.

While the psSAR depends upon the tissue geometry, the Sab is primarily a func-

tion of the air-skin boundary condition. The reflection at a boundary is dictated

by each medium’s permittivity and conductivity [3]. The electrical properties of

biological tissue vary gradually with frequency, and the largest Sab disparity that

occurs in the simulated planar Duke model from 6-18 GHz is 1.07 [34]. The be-

havior of psSAR is more complex. The psSAR is a function of the superposition

of all electric fields in the averaging area, as given by (3.2), and the electrical size

of the layers plays a role in addition to the conductivity and permittivity. Thus, the

psSAR pattern varies more over frequency.

The maximum psSAR disparity of the planar Duke model is calculated with

the results from the psSAR simulation. For each segment size, Tseg, all possible

System T6
Maximum psSAR Disparity

Tseg/T6 = 0.1 Tseg/T6 = 0.5 Tseg/T6 = 0.99
[72] 7.5 µs 4804 1250 738
[8] 60 µs 1696 442 261

[73] 1.67 ms 324 85.8 51.2
Simulation 2.36 1.58 1.68

Table 3.1: Maximum allowed exposure disparity calculated for different LFM
sweep durations compared to the maximum psSAR disparity occurring in a

2-6 GHz simulation of the planar thoracic Duke model
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Figure 3.3: Maximum allowed psSAR disparity calculated for several values of T6

listed in Table 3.1 compared to the disparity in simulated planar Duke model
psSAR values

combinations of splitting up the psSAR values into Tseg and T6 are evaluated, and

the maximum occurring disparity for that segment size is recorded. The result is

plotted as the “Simulated” trace in Fig. 3.3 for all possible ratios of Tseg/T6. The

overall highest simulated disparity is 2.42, which occurs at Tseg/T6 = 0.06. For

comparison, (3.11) is evaluated to find the maximum allowed disparity for values

of T6 that have been implemented in the FMCW systems provided in Table 3.1,

and the results are plotted in Fig. 3.3. Similar results can be shown for T6+. Even

though the psSAR has a higher simulated disparity than the Sab, both simulated dis-

parities are orders of magnitude smaller than the calculated allowed values listed in

Table 3.1 and Fig. 3.3. Thus, when evaluating exposure on time scales implemented

in FMCW radar systems, the frequency-dependent exposure due to biological tis-

sue properties and geometry does not vary enough to violate BRTseg if BRT is
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satisfied. Therefore, the remaining analysis is conducted for full pulse durations.

Because the LFM frequency change is constant with time, the waveform dura-

tion is evenly spread across the swept bandwidth, and averaging the power over time

is equivalent to averaging over frequency. Therefore, the integrals in (3.8) can be

simplified to the time-average value of the integrand multiplied by the period of the

sweep spent in the corresponding frequency bin. This simplification assumes that

Sinc is constant across frequency, which is true in simulation and achievable in real

hardware with the use of variable gain amplifiers. After inserting the expressions

for SABR and Uab,BR from (3.3) and (3.4), respectively, the inequality becomes

T6psSART6

3.6
(
0.05 + 0.95

√
T6

360

) +
T6+Sab,T6+

36

(
0.05 + 0.95

√
T6+

360

) ≤ 1 . (3.13)

As an example, if the radar sweeps from 2-18 GHz in T seconds, then the length

of |T6| = 0.25T and |T6+| = 0.75T . The HFSS simulations of the planar Duke model

provide the values of psSAR2−6 and Sab,6−18. Because the same amount of time

is spent at each frequency in the LFM, the simulated psSAR values from 2-6 GHz

are averaged together with an even weighting to yield the time-average psSAR2−6

value of 1.67 × 10−2Sinc. Similarly, the average of the simulated Sab results from

6-18 GHz produce an Sab,6−18 value of 0.527Sinc. The Sinc restriction is then

Sinc ≤
1

T

0.05 + 0.95
√

T
1440

1.16× 10−3
+

0.05 + 0.95
√

T
480

1.1× 10−2

 . (3.14)

The values for psSART6
and Sab,T6+ are unique to this particular body model and

waveform choice, so the Sinc restriction varies for each region of the body.
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Figure 3.4: LFM signal duration vs. maximum incident power density with
various bandwidths for durations of (a) 0.2 to 1 ms (MW/m2) and (b) 100 to 1000

ms (kW/m2)

The maximum incident power density is compared for several frequency ranges

in Fig. 3.4 to evaluate the potential benefits of changing the ratio of frequencies

above and below 6 GHz. Even though the BR allows higher SA and Uinc values for

longer exposure times, the absorbed energy linearly increases with time. This linear

increase outpaces the increase of the BR, resulting in a decrease of the allowed

incident power across time. As a result, approximately 25% more incident power

density is allowed when only frequencies below 6 GHz are present. For bandwidths

spanning both regulatory frequency bins, the maximum incident power density is

similar.

When the time-bandwidth product is accounted for instead of just Sinc, the SNR

factor over T takes on a different shape across pulse duration, as seen in Fig. 3.5.

Because only one pulse is under consideration, N is set to 1. The T contributing

to the time-bandwidth product increases more quickly than the Sinc decreases, al-

lowing the maximum achievable SNR to increase with time. The maximum SNR
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Figure 3.5: LFM signal duration vs. maximum SNR factor with various
bandwidths for durations of (a) 0.2 to 1 ms and (b) 100 to 1000 ms

increases slowly relative to the increase in collection time, so a shorter collection

time is favorable if a modest SNR decrease is tolerable. Application-specific anal-

ysis would be necessary to determine if the rate of increase in the ideal SNR is

worthwhile compared to the increase in test duration, which increases the likeli-

hood of image degradation due to patient movement.

When multiple sweeps are employed, the restrictions must be satisfied for both

the individual sweep and the entire sweep sequence. The time-dependent restric-

tions in (3.3) and (3.4) are not linear, so the restriction for N sweeps is not just

the single-sweep restriction multiplied by N . The duty cycle (D) is defined as the

percentage of time the radar is transmitting, i.e., the sweep length T divided by

the pulse repetition interval (PRI). If the radar is constantly transmitting, PRI = T ,

and D = 100%. In (3.8), SABR and Uab,BR are evaluated at t = N(PRI), and the

psSART6 and Sab,T6+ are integrated over time NT .
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Figure 3.6: Number of pulses vs. maximum SNR factor for various duty cycles
with a pulse duration of (a) 240 µs and (b) 1 ms for a single 2-18 GHz LFM

For multiple sweeps of an LFM waveform, the restriction becomes

NT6psSART6

3.6
(
0.05 + 0.95

√
NPRI
360

) +
NT6+Sab,T6+

36
(
0.05 + 0.95

√
NPRI
360

) ≤ 1 . (3.15)

To understand the impact of N and D on power limitations, sweeps from 2-18

GHz with two different durations are considered: 240 µs and 1 ms. Each of these

durations could represent the sweep time capabilities of two different systems con-

sidered in the design process. The coherent processing interval (CPI) is the total

length of all pulses, equal to NT/D. In this case, the pulse is not shortened to

decrease D. Instead, the PRI is increased, so there is more time between pulses.

Applying (3.15) to the 2-18 GHz LFM leads to a maximum SNR factor of

SincNBT ≤

0.05 + 0.95
√

NT
1440D

7.25× 10−14
+

0.05 + 0.95
√

NT
480D

6.88× 10−13

 . (3.16)

The relationship between N and the maximum SNR factor for several duty cycles
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Figure 3.7: Total collection time vs. maximum SNR factor for LFM of various
bandwidths repeated N times

is presented in Fig. 3.6. For a particular selection of N and D, a longer pulse length

produces a higher SNR factor, as expected from the increased time illuminating the

target. For each value of N , smaller values of D yield a higher SNR factor. How-

ever, the SNR factor increase in (3.16) is smaller than the increase in test duration.

For example, in Fig. 3.6b, reducing the duty cycle from 100% to 5% corresponds

to a 20× longer CPI, but the maximum SNR factor for N = 70 only increases by

62%. The duty cycle reduction could be an intentional design choice or a system

hardware limitation.

When considering the SNR factor in terms of (3.15), it can be seen that for a

given bandwidth, the maximum SNR factor depends only on the CPI. Thus, for a

given CPI, varying the N , D, and T combination does not impact the SNR factor.

Increasing the total test time will increase the maximum SNR in ideal situations,

but the tradeoff is still the longer collection time increasing the risk of smearing
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due to patient movement.

For a variable bandwidth, sweeping a larger bandwidth in a given CPI increases

the SNR factor, as seen in Fig. 3.7. Though the 2-6 GHz scenario has a smaller

bandwidth, the higher Sinc allowed below 6 GHz, shown in Fig. 3.4, compensates

for the decreased bandwidth in the overall SNR factor. Fig. 3.7 illustrates that the

maximum achievable SNR factor depends on the total test duration and is agnostic

to the specific system characteristics such as the duty cycle and pulse width. A

shorter pulse width allows for more pulses in a given test duration, and a decreased

duty cycle increases the allowed total exposure at the expense of longer test dura-

tion. Therefore, other design considerations, such as component availability and

cost, can dictate the values of N , D, and T that compose the desired CPI.

3.2.2 UWB

A common waveform in current microwave imaging literature is the Gaussian

pulse because of its improved angular resolution compared to rectangular pulses

[74]. The hardware to generate an approximately Gaussian pulse is relatively sim-

ple. Rather than relying on high-Q components that operate well at high frequency,

the UWB system operation is determined by precise timing capabilities [75, 76].

The most restricted component is the antenna because a resonating structure would

prevent proper transmission of the waveform [77]. On the other hand, the hardware

to receive a Gaussian pulse is more challenging to design. The receiver must either

direct sample the received waveform, or the received waveform is passed through

several mixing stages. Further, the bandwidth of a receiver is often much less than

the transmitted bandwidth of the Gaussian pulse. Therefore, the Gaussian pulse
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must either be undersampled or transmitted multiple times and sampled at progres-

sive frequency points. This results in either decreased resolution or an increased

time to collect data.

Waveform design is more complex for the Gaussian pulse than the LFM. Un-

like rectangular pulses, defined by the pulse width, a Gaussian pulse is described by

its full width at half maximum (FWHM) or (χ) because the Gaussian pulse’s time

extent is ideally infinite. The time-bandwidth product is fixed for a given derivative

order because the bandwidth increases proportionally to any decrease in FWHM,

as stated by the Fourier uncertainty principle. The pulse width sets the center fre-

quency; however, the waveform spectrum is not symmetrical about the center fre-

quency. Thus, the derivative order for a given application is selected based on the

desired center frequency and bandwidth relationship as well as the spectral shape

for regulatory spectrum restriction purposes. Like the LFM, the Gaussian range

resolution is defined by vpχ/2 if a Hilbert transform is used for envelope detection,

where vp is the electromagnetic wave velocity of propagation. However, the pro-

cessing is more complex than the matched filter. For the LFM, the CPI is defined

as NT/D, whereas the Gaussian pulse’s CPI is commonly described by a pulse

repetition frequency (PRF) as N /PRF rather than a duty cycle.

Commonly, a first-derivative Gaussian pulse is generated, and then the tran-

sient response of the transmit antenna applies a time derivative, yielding a second

derivative Gaussian pulse incident upon the patient [78, 79, 80, 81]. Therefore,

the second derivative Gaussian pulse will be the focus of this analysis, though the

concepts are similar for other derivative variations. The second-derivative Gaussian
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pulse is given by

x(t) =
2

τ 2
e−(t/τ)2

(
2t2

τ 2
− 1

)
(3.17)

where τ is a time constant that shapes the pulse but is not the FWHM. The corre-

sponding frequency spectrum is

X(f) = −2
√
2τπ2f 2e−(πτf)2 . (3.18)

The time-bandwidth product of this waveform is fixed to 0.42, which is much

smaller than an LFM waveform [82]. Note, the time-bandwidth product of a 2-

18 GHz LFM with a duration of 240 µs is 3.8 ×106.

Two FWHM values will be considered to conduct the radiation analysis: 83.1

and 42 ps, corresponding to center frequencies of 2.5 and 7.5 GHz and 10-dB band-

widths of 5 GHz and 10 GHz, respectively [82]. To compute the relevant dosimet-

ric quantities in (3.5), the normalized power spectral density (PSD) is multiplied

by the simulated psSAR or Sab to appropriately scale the psSAR and Sab by the

power present at each frequency. These expressions are then integrated across the

frequency groups as follows:

ŜARF6 =

∫ 6 GHz

100 kHz
|X̂(f)|2psSAR(f)df (3.19)

and

Ŝab,F6+ =

∫ 300 GHz

6 GHz
|X̂(f)|2Sab(f)df (3.20)

where ŜARF6 , ŜF6+ , and X̂(f) are the equivalent to SART6 , Sab,T6+ , and the

frequency representation of the waveform when the average incident power den-
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sity (S̄inc) is 1 W/m, respectively, and psSAR(f) and Sab(f) are the frequency-

dependent simulated psSAR and Sab for a 1 W/m incident plane wave.

The regulatory limit is then applied as

Sinc NT

(
ŜARF6

SABR
+

Ŝab,F6+

Uab,BR

)
≤ 1 , (3.21)

where T is the FWHM. Inserting the expressions for the basic restrictions, the in-

equality becomes

Sinc NT

 ŜARF6

3.6
+

Ŝab,F6+

36

0.05 + 0.95
√

N
360PRF

 ≤ 1 . (3.22)

This equation simplifies more than (3.14) because the same time duration is used

for both regulatory frequency bins.

For the 83.1 ps pulse, the SNR factor limit is

SincNTB ≤ 9.41× 1011

(
0.05 + 0.95

√
N

360PRF

)
, (3.23)

and for the 42 ps pulse, the maximum SNR factor is

SincNTB ≤ 8.16× 1011

(
0.05 + 0.95

√
N

360PRF

)
. (3.24)

For the 83.1 ps pulse, 92% of the energy is contained in the 100 kHz to 6 GHz

frequency bin and 8% is in the 6 GHz to 300 GHz frequency bin. For the 42 ps pulse,

22% of the energy is contained in the 100 kHz to 6 GHz frequency bin, and 78% of

the energy is in the 6 GHz to 300 GHz frequency bin. The difference in the total
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Figure 3.8: Total collection time vs. maximum SNR factor for the
second-derivative Gaussian pulse and the LFM taken from Fig. 3.7 for comparison

bandwidth and the bandwidth distribution across regulatory frequency bins impacts

the difference between the SNR factor of the two pulse widths. The maximum SNR

factor across test time is shown in Fig. 3.8, along with the highest and lowest SNR

factor scenarios studied for the LFM. Though the time-bandwidth product of the

second-derivative Gaussian pulse is much smaller than the LFM, the short pulses

can be rapidly accumulated to increase SNR through coherent integration.

The PRF of realistic UWB systems is typically 1-10 MHz, which corresponds

System B (GHz) T PRF Max. Sinc Max. SNR Factor
FMCW [8] 2-18 240 µs 3.9 kHz 57.9 kW/m2 8.67 ×1010

FMCW [83] 2.7-10.7 140 µs 5.6 kHz 79.9 kW/m2 5.01 ×1010

UWB [84] 2.5-12.5 41 ps 10 MHz 132 MW/m2 5.36 ×1010

UWB [85] 1.2-6.2 173 ps 1 MHz 741 MW/m2 6.41 ×1010

Table 3.2: System parameters and the corresponding incident power density and
SNR factor limits set by ICNIRP basic restrictions for a 100 ms exposure time

54



to a duty cycle lower than 0.1% [84, 85]. In contrast, FMCW systems often have

duty cycles of 75-95% [8, 83]. Illuminating the body for more time decreases the

allowed incident power density. Conversely, the transmit power must be increased

proportionally to any duty cycle decrease to maintain the same SNR factor within a

given collection time. Therefore, UWB systems require a transmit power that is at

least three orders of magnitude larger than FMCW systems to achieve a similar SNR

factor. Achieving a high power output is generally more difficult for UWB systems

because of the short pulse duration. The allowed Sinc and SNR factor values for

several systems are summarized in Table 3.2. The theoretically achievable SNR

factor is similar for all of the systems, but the actual SNR factor capabilities may

vary when implemented on real hardware.

Overall, the theoretical maximum SNR factor of the LFM and Gaussian pulse

waveforms depends on the collection duration as well as the waveform’s bandwidth

and frequency distribution. The duty cycle of UWB systems is often several or-

ders of magnitude lower than FMCW systems, so the transmitted power density

of UWB systems must be several orders of magnitude higher to achieve a similar

SNR factor in a given collection time. FMCW systems have more flexibility to op-

erate throughout the scan time and SNR factor tradeoff region because of their high

time-bandwidth product, high duty cycle capabilities, and freedom to change the

pulse width and bandwidth independently. In addition, the system antennas can be

chosen based on the desired size of illumination and gain requirements rather than

minimizing the distortion of the Gaussian pulse. To further expand on this work, a

framework for image degradation due to human movement must be built, enabling

a more accurate guide for how long a realistic test duration can be.
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3.3 Properties of Human Tissue

While tissue properties vary across the population, having a good estimate of the

tissue permittivity and conductivity is essential for many elements of RF design, in-

cluding antenna design, safety compliance, and radar link budget [34, 36, 86]. The

examination of the electrical properties of human tissue is an area of active research

[87, 88]. The mechanical properties of tissue can make it challenging to meet the

shape or size requirements in the traditional characterization techniques discussed

in Section 2.2, and changes in tissue properties depending on whether the sample is

in vivo or ex vivo limits sample availability [89]. From 10 Hz to 100 GHz, human

tissue displays four types of relaxation mechanisms. Each mechanism corresponds

to a particular relaxation time, τ . In the extensive study by C. Gabriel, the 4-Cole-

Cole model best fits the tissue behavior over the entire frequency span [90].

The IT’IS Foundation maintains a database of tissue parameter estimates and

updates the values as new studies are released [91]. The permittivity and conduc-

tivity can be obtained for a selected frequency, or the 4-Cole-Cole parameters can

be exported to use (2.11). The relative permittivity of the front layers of the Duke

thoracic stackup used in Section 2.4 are plotted in Fig. 3.9. Tissue containing more

water has a higher permittivity, as expected due to water’s high permittivity, previ-

ously shown in Fig. 2.3a. The conductivity of the human materials is shown in Fig.

3.10. In general, the rate of increase of conductivity over frequency is faster than

the rate of decrease of the permittivity, which yields an increasing loss tangent over

frequency, which was also seen in the measurements shown in Fig. 2.4.

Note that the skin and muscle permittivities are much higher than the fat per-
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Figure 3.9: Relative permittivity of tissues according to [91]

mittivity, which lies between the skin and muscle in the thoracic stackup. As given

by (2.14), a high contrast between material properties yields strong reflections. The

permittivity changing from high to low and then back to high across these three

layers created the changing power levels, reminiscent of a dielectric resonator, in

Fig. 2.14.
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Chapter 4

Radar Techniques

4.1 Range Profile Creation

In the most classic form of radar, a waveform is transmitted, reflects off of an

object R0 m away, and returns back to the radar t0 seconds later. By measuring this

delay, the radar can extract how far away the object is located with the following

relation:

R0 =
vpt0
2

, (4.1)

where vp is the electromagnetic wave’s velocity of propagation, which is equal to

the speed of light in free space. This information is used to construct a range profile,

which consists of peaks indicating objects’ location and radar cross section (size).

Important metrics to assess the quality of a range profile include signal-to-noise

ratio (SNR) and resolution. Signal-to-interference ratio (SIR) and signal-to-clutter

ratio (SCR) also impact how well information can be extracted from a range profile.

For a simple pulse, meaning a rectangular pulse of length τ containing a single
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frequency, the range resolution (∆R) is given by

∆R =
vpτ

2
, (4.2)

meaning that the range resolution is refined by decreasing the pulse length. How-

ever, shortening the pulse decreases the transmitted energy and, subsequently, the

received energy.

In most radar modes, the transmitted waveform propagates through air before

reflecting off the outside of an object and traveling back toward the radar. In most

cases, the scatterer of interest is an inanimate object, so the transmit power is se-

lected based on system capabilities and spectrum regulations. The radar range

equation describes the ratio of power received (Pr) to power transmitted (Pt) for

a waveform reflecting off of a scatterer at range R with a radar cross section of σ,

and the relationship is given by:

Pr

Pt

=
G2λ2σ

(4π)3R4LsLa(R)
, (4.3)

where G is the antenna gain, λ is the wavelength, Ls is system loss, and La(R) is

atmospheric loss [1].

Pulse compression waveforms aim to decouple the relationship between energy

and range resolution using some sort of modulation scheme. Samples of the re-

ceived waveform are typically converted to a range profile with a matched filter,

which optimizes the SNR [92]. The SNR at the beginning of the receiver is given

by:

SNR =
Pr

Pn

(4.4)
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where Pn is the noise power. The SNR of the range profile created with a pulse

compression waveform is improved by its time-bandwidth product, meaning the

length of time illuminating the scene and the transmitted frequency bandwidth. The

white noise power of an ideal receiver is given by

Pn = kTBn , (4.5)

where k is Boltzmann’s constant ( 1.38x10−23 J/deg), T is the receiver temperature

(Kelvin), and Bn is the receiver bandwidth. In reality, each component within a

receiver contributes some noise, indicated by its noise figure (Fn), and these values

are cascaded together along with any component gains (Gn) to form the total noise

figure, given by:

F = F1 +
F2 − 1

G1

+
F3 − 1

G1G2

+ · · ·+ FN − 1

G1G2 · · ·GN−1

(4.6)

where the index of each component corresponds to the order in which the compo-

nents are encountered by the incident wave in the receive chain [92]. The total noise

figure increases the noise power of the sampled data. Thus, placing a low-noise am-

plifier early in the receive chain is important to reduce noise.

While a single, static range profile can provide valuable information, combin-

ing multiple pulses can reveal even more details about the measurement scene. A

moving target shifts the frequency of the incident wave through the Doppler effect

[1]. The amount of frequency shift due to Doppler of an object moving with a radial

velocity, v, is given by:

FD =
2v

λ0

, (4.7)
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where λ0 is the transmitted wavelength. Range-Doppler plots display where the

targets in the scene are located and how quickly they are moving towards or away

from the radar. A popular method of radar imaging is synthetic aperture radar

(SAR), where the Doppler information is leveraged to correlate the radar data with a

theoretical phase history to form a pixel map indicating the scattering power within

each pixel [1].

A practical consideration for creating a range profile is the signal digitization.

The most fundamental requirement is the Nyquist criterion, which states that the

analog signal must be sampled at a rate double the highest frequency to avoid alias-

ing [93]. As there may be frequencies present that are higher than the transmitted

frequencies, either from system component harmonics or outside interference, fil-

ters are required to remove frequency content from outside the desired band. An

analog-to-digital converter (ADC) bit resolution sets the level of magnitude of the

stored details. Typically, ADCs with slower sampling rates are more affordable

and/or are capable of a better bit resolution. Therefore, radar architecture is often

designed to lower the required sample rate by mixing down the received signal to

either an intermediate frequency (IF) or baseband (centered around 0 Hz).

4.2 Radar Trade-offs

Radar design requires working through many trade-off spaces, including weigh-

ing performance against the system’s size, weight, power, and cost (SWaP-C) re-

quirements. System performance requirements are often defined for parameters

such as SNR, SCR, collection time, Doppler tolerance, and dynamic range. Radar

engineers have been working since the advent of radar to optimize these trade-offs,
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both in the system hardware and the post-processing.

Dynamic range is the difference between the largest and smallest signal that the

radar can capture. A large dynamic range may be unnecessary if a radar collects

measurements of similarly sized scatterers with minimal near-range clutter or inter-

ference. On the other hand, sensing within the body highly prioritizes a significant

dynamic range. The reflection off the air-skin boundary is much larger than a re-

flection received from deep within the body, and both reflections are typically too

close in time to temporally separate through other means, such as range gating [34].

If possible, the dynamic range requirements are reduced. One method is receiver

blanking, where the receiver is shut off during the largest return and then turned

back on for the desired smaller return. This practice is common when the largest

return is from close-range ground clutter and the desired scatterer is far away. An-

other strategy is applying electromagnetic matching to reduce the large scatterer,

such as applying a matching medium to reduce the external skin reflection [51].

The dynamic range that a system can handle can also be increased by utilizing an

ADC with more bit resolution. With a reasonable estimate of the received power

levels, the amplifiers within the system can be carefully selected to amplify the sig-

nals as much as possible without being pushed into saturation. A mixer with higher

power-handling capabilities is helpful as well.

In additive noise, the most straightforward method to improve the measure-

ment’s SNR is to increase the transmit power if the system can handle it and spec-

trum use restrictions allow. If this is not possible, a common SNR improvement

strategy is to increase the time spent illuminating the target, either to improve the

pulse compression gain or coherently average multiple transmissions together [1].
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This strategy is effective if the scene is sufficiently stationary and the dominant

noise is uncorrelated, which is the case with additive white Gaussian noise (AWGN)

[1]. If the noise is correlated or the actual performance limiter is the signal-to-clutter

ratio (SCR), averaging does not provide significant measurement quality improve-

ment. Unlike additive noise, clutter is multiplicative, so increasing the transmit

power does not help raise the signal of interest above clutter levels. To improve

SCR, utilizing more directive antennas can physically limit how much clutter is

being illuminated during the collection.

Quickly changing environments require even more radar design considerations.

A waveform’s Doppler tolerance describes how well the range profile integrity

is maintained when increasingly large amounts of Doppler shift are applied [94].

Long pulse lengths or coherent integration schemes of many pulses also pose an

issue because the target may migrate in range within a single pulse or blur across

averaging points. This challenge is encountered in classic radar applications when

a vehicle moves quickly. Biomedical radars may experience similar effects when

inspecting the torso due to the breathing-induced chest motions [95].

With the increased availability of software-defined radios (SDR), implementing

more unique waveforms has become feasible for a larger population. The radar

waveform selection is a significant driver of the system’s SWaP-C requirements.

Orthogonal Frequency-Division Multiplexed (OFDM) waveforms have begun to be

used for radar despite the waveform’s high peak-to-average-power ratio because

each of its high temporal efficiency and potential for dual-purpose radar and com-

munications fusion [96]. Time-domain pulsed waveforms like the Gaussian pulse

can be generated with simple hardware, but the high sampling bandwidth require-
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ment and lack of pulse compression gain pose a challenge. These pulsed waveforms

have been common in biomedical imaging applications because of the high spatial

resolution [76].

Biomedical radar applications also commonly use step frequency continuous

wave (SFCW) and frequency-modulated continuous wave (FMCW) radar modes

[97, 98]. An SFCW radar transmits and receives a single frequency before mov-

ing on to the subsequent frequency until the desired bandwidth has been popu-

lated. A VNA, which is already available in many workspaces, can function as an

SFCW radar. The primary disadvantage to SFCW radar is how long it takes to cover

the desired bandwidth due to the energy-inefficient transmission and reception of

only one frequency at a time. Because each frequency is individually mixed down

to baseband, an extremely narrow IF filter can be implemented to reduce thermal

noise. While this narrow IF filter is beneficial from a noise perspective, shifting this

narrow filter across each frequency band and waiting for the signal to settle adds

significant time to the measurement [99]. FMCW radar waveforms solve the tem-

poral challenge of SFCW radar, and the next section elaborates upon the features of

this modality.

4.3 FMCW Radar

FMCW radar is of interest in this work because a high bandwidth can be achieved

with low sample rate requirements and relatively fast collection time [100]. A radar

pulse with linearly increasing frequency, also known as a chirp, is transmitted. The

received signal, which is a superposition of delayed copies of the transmitted wave-

form, is mixed with the transmitted signal. The phase difference between the re-
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ceived and reference chirps yields a mixer output of frequencies corresponding to

the ranges of the scatterers, often referred to as “beat frequencies.” Beat frequen-

cies are much lower than those in the transmitted waveform, particularly for close-

range scatterers or systems with slow chirp rates. To extract range information, the

matched filter is simply the Fourier transform of the mixer output, as the peaks in

the frequency domain correspond to the ranges of the scatterers.

The transmitted waveform, x(t), with initial frequency Fo and pulse width Tp is

defined as

x(t) = rect
(
(t− 0.5Tp)/Tp

)
cos(2πFot+ πγt2) (4.8)

where t is time, and γ is the chirp rate related to the transmitted bandwidth (B) by

γ =
B

Tp

. (4.9)

The received signal (xr(t)) is a delayed copy of x(t). The time delay of a return

from an object at range Ro obeys the relation in (4.1). Therefore, the received signal

Figure 4.1: Frequency content over time of linear frequency-modulated chirps in
an FMCW radar mode
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is

xr(t) = α(f)rect
(
(t− 0.5Tp)/Tp

)
cos
(
2πFo(t− τo) + πγ(t− τo)

2
)

(4.10)

where α(f) is the frequency-dependent attenuation, given by the radar range equa-

tion in (4.16). Direct sampling xr(t) would require an enormous sampling band-

width to achieve fine range resolution with a wide transmitted bandwidth. Instead,

stretch processing is commonly applied to reduce the sampling bandwidth require-

ment while maintaining the transmitted waveform bandwidth [101]. The frequency

content over time of a series of chirps is shown in Fig. 4.1.

Stretch processing reduces the required sampling bandwidth by mixing xr(t)

with a reference copy of the transmitted waveform before reaching the ADC. If the

reference signal is delayed by τ0, corresponding to a range of R0, then the output of

the mixing process is

xr,IF (t) =rect
(t− τ − 0.5Tp

Tp

)
ej8πγR0(R−R0)/c2

·
[
e−j4πF0(R−R0)/cej2π(−2γ(R−R0)/c)tej4πγ(R−R0)2/c2

]
.

(4.11)

The first term of the second line provides Doppler information across pulses, and

the third term is the residual video phase, which can be leveraged in some advanced

synthetic aperture radar (SAR) techniques [1]. The second term is most interesting

for extracting range information because it is a complex sinusoid with a frequency

that is linearly dependent on range. The frequency of this term is referred to as the
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beat frequency (Fb), given by

Fb = −2γ(R−R0)/c . (4.12)

As the received signal has a rectangular amplitude envelope, the Fourier transform

of the sinusoid yields a sinc function centered at the beat frequency [1]. Thus, the

required sampling bandwidth has been reduced from B or 2B, depending on if a

quadrature channel is implemented, down to the bandwidth of the beat frequencies

(BIF ), which is

BIF = 2γRw/c (4.13)

where Rw is the range swath. If the ADC only collects a single, real data channel,

then the minimum sample rate is 2BIF .

As mentioned above, the range profile is stored in the range-dependent frequen-

cies, and the sampled received signal must be transformed to the frequency do-

main to yield range-dependent peaks. In this case, the matched filter is the discrete

Fourier transform (DFT), commonly depicted as

Yr,IF (ω) = DFT (x) =
N−1∑
n=0

e−jωn (4.14)

where n is the frequency index and YrIF (ω) is the frequency spectrum of the re-

ceived mixed-down data. However, for digital implementation, it is easier to ana-

68



lyze the DFT in its matrix form, be represented as

Yr,IF (ω) = DFT (x) =



ejω0τ0 ejω1τ0 · · · ejωN−1τ0

ejω0τ1 ejω1τ1 · · · ejωN−1τ1

...
... . . . ...

ejω0τM−1 ejω1τM−1 · · · ejωN−1τM−1


, (4.15)

where τm is a sample time step.

The range resolution (∆R) is related to the bandwidth by

∆R =
vp
2B

=
vp

2γTp

. (4.16)

Note that when traveling through a medium with a vp slower than the speed of light,

the resolution will be better than in free space, an effective superresolution effect.

This means that radar transmitted into the body can achieve a better resolution with

less bandwidth than free-space radar applications.

While the frequency content within the transmitted chirp is ideally continuous

throughout the bandwidth, signal generators cannot achieve this. Instead, discrete

frequencies are transmitted sequentially, with some uniform spacing, ∆f . To avoid

aliasing, care must be taken to ensure that the farthest scatterer does not exceed the

maximum unambiguous range (Rmax), which is

Rmax =
vp

2∆f
. (4.17)

A more prominent challenge in FMCW radars employing stretch processing

than many other architectures is 1/f noise, commonly referred to as pink or flicker
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noise. The noise is highest at low frequencies and decreases in magnitude with a

slope of 1/f , as evident from its average mean-square value (overlinee2), given by

[102] to be:

e2 =

∫
(k2

e/f)df (4.18)

where ke is a component-specific constant value. Especially for short-range ap-

plications, pink noise can be of higher magnitude than white noise [103]. This

frequency-dependent noise is more challenging to handle than white noise because

it is temporally correlated, meaning that coherent integration does not improve the

SNR.

The beat frequency can be manipulated by either changing the transmit signal or

the range to the target. The beat frequency can be increased by increasing the trans-

mit frequency spacing or decreasing the dwell time at each point. The frequency

spacing must still be fine enough to meet the unambiguous range requirements in

(4.17). Increasing the range to the target also increases the beat frequency; however,

the received signal is significantly more attenuated due to the increased spherical

spreading loss, proportional to R4 in (4.3). To overcome this, optical delay lines

can be employed to increase the range without significantly increasing the loss. On

the other hand, if a lower beat frequency is desired to reduce sample speed require-

ments, an optical delay line can be added to the reference signal path. When the

reference signal is more delayed, there will be the smallest phase difference and,

subsequently, the smallest beat frequency, with received signals at a delay similar

to the reference delay.
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Chapter 5

Compensation for Changing Velocity of Propagation

The matched filter described in (4.15) assumes the phase rotation across the ma-

trix is uniform in relation to time and frequency progression, i.e., all of the matrix

entries are evenly spaced. This assumption is valid for classic radar applications

where the transmitted wave travels at a constant rate through the air. When the

transmitted waveform instead travels through multiple media, the rate of phase ro-

tation is non-homogeneous. As the wave travels through a medium other than free

space, the phase progression slows down, according to (2.8). With multiple media,

there is a varying phase progression along the spatial dimension of the received

data. If the media properties vary across the transmitted bandwidth, then there is

a second variance along the frequency dimension. If a matched filter is not a per-

fect representation of the received waveform, either in amplitude envelope or phase

progression, then the output range profile is not composed of ideal sinc functions.

Typically, the sidelobes are raised, and the main lobe is broadened. This chapter

aims to explore the consequences of varying velocities of propagation on the output

range profile in simulation and derive a method to compensate for these changes.

71



5.1 Compensation Through Space

While the actual phase progression is a function of the material properties across

the transmitted bandwidth, the received data in stretch processing has already been

down-converted to a much narrower IF bandwidth. In stretch processing, the sam-

ple progression recorded by the ADC does not directly correspond to the range

of the scatterers. In other words, sample K does not represent scatterers farther

away than sample K − 1. Particularly in close-range systems, the spacing between

ADC samples may be much greater than the entire range swath. Instead, the sam-

ple sequence represents the progression through the transmitted waveform. For

an upward-chirping LFM, sample K corresponds to a higher frequency within the

transmit waveform than K − 1. The sinusoids with range-dependent beat frequen-

cies can be extracted by looking at all of the ADC samples over time, as described

in Section 4.3.

Suppose the electrical parameters of the materials in the range profile are rela-

tively constant over frequency, either due to a narrow operation bandwidth or stable

material properties. In that case, compensation is only necessary across space. With

an estimate of the materials’ expected electrical properties and physical geometry,

a compensatory matched filter is constructed by compressing the rate of rotation

along the columns of (4.15) proportionally to the expected velocity of propagation

across space. Instead of implementing evenly-spaced values of ω in the exponents

corresponding to evenly-spaced beat frequencies, the spacing across the ω vector

reflects the stretching of the received waveform. To increase the phase progression

between two samples and therefore compensate for the velocity-induced stretching,
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the spacing between frequency points (∆ω) within medium K is set to

∆ω(k) =
c

vp(k)
∆ω0 (5.1)

where ∆ω0 is the frequency resolution in free-space, vp(k) is the anticipated ve-

locity of propagation within medium K, and c is the free-space velocity of prop-

agation. Each beat frequency can be compensated for based on the previous beat

frequency’s corresponding physical location and the expected ∆ω for the current

range bin. This recursive relationship is stated as

ωn = ωn−1 +∆ωn . (5.2)

Thus, the compensatory matched filter matrix appears the same as in (4.15), except

the progression of the ω values across the rows is no longer linearly spaced, but

rather, spaced according to (5.1).

5.2 MATLAB Simulation Configuration

First, the impact of the velocity compensation matrix is studied through simula-

tion to isolate the effects of the signal processing without other confounding system

variables. Some radar simulations are conducted at baseband to reduce computa-

tional complexity. For this work, wave propagation is explicitly modeled at RF

to capture the correct frequency-dependent behavior. The simulation process is

summarized in Fig. 5.1. First, propagation parameters are calculated for each layer

based on each user-defined layer thickness, permittivity, and conductivity. The user-
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Figure 5.1: Block diagram of radar simulation

defined electrical properties are linearly interpolated to align with the simulation’s

frequency grid. The reflection off each boundary, as well as the attenuation and

phase change within each layer, are calculated with these material properties. The

transmitted radar waveform is created based on the user-defined bandwidth, center

frequency, and sample rate. For each boundary, a copy of the transmit waveform

is scaled in magnitude and phase to correspond to the calculated propagation to the

boundary and back to the radar as well as the reflection coefficient of the bound-

ary according to (2.14). As the received waveform is the superposition of all the

reflections, the calculated returns are added together with the user-defined noise.

To mimic the frequency downconversion in an FMCW system, the simulation’s

received signal is element-wise multiplied by the transmitted waveform. This mul-

tiplication yields two products: one centered at the difference between the two input
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frequencies and one at the sum of the two input frequencies. To avoid a high sam-

ple rate or aliasing, only the product at the difference of the input frequencies is

desired. After downconversion, a low-pass filter is applied to the signal, with a cut-

off frequency equal to twice the defined ADC sample rate. The filtered signal is

then resampled at the ADC sample rate. At this stage, the downsampled signal is

normalized to ensure that the height of the range profile matches a physical system.

First, the normalization factor is calculated as the L2-norm of the downsampled

transmit signal. By dividing the downsampled receive signal by this factor, a range

profile height of “1” corresponds to a received reflection that is equal in power to the

transmit waveform. The normalized frequency content can then be multiplied by

the relevant radar parameters to match the power levels in a physical radar system,

as defined by the radar range equation and the waveform time-bandwidth product

[1]. At this stage, the simulated data are ready for range processing. For a matched-

filter output, the samples are match filtered with a fast Fourier transform (FFT) to

view the range profile in the form of beat frequencies. This stage is also where the

FFT can instead be replaced with the compensatory matrix.

To verify the performance of the compensation matrix, simulations of several

scenarios are executed with increasing complexity. Unlike actual radar operation,

Figure 5.2: Target configuration for initial FMCW simulation
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Parameter Simulated Value
Frequency Range 5-11 GHz
Chirp Length 1 ms
Tx Frequency Spacing 10 MHz
Power Normalized
RF sample rate 27.5 GHz
IF sample rate 1 MHz

Table 5.1: Radar parameters implemented in simulation of dielectric slabs

the exact material properties and thickness are known because the simulation de-

fines the parameters. The simulation will still suffer from the consequences of

sampling a waveform, including straddle loss, where the magnitude of the return

is reduced when a reflection originates from between two range bins [1, 104]. In

dielectric media, range straddling is dictated by the “effective” range bin location

with respect to the bandwidth, not the physical dimension. For example, the range

bin spacing in a relative permittivity of 9 is effectively 1/3 the spacing compared to

the same bandwidth in free space, as given by (4.16).

The first simulated range profile is three dielectric slabs with permittivities that

are constant across frequency and have no conductivity to study a radar scene that

changes through space. The specific dielectric configuration is shown in Fig. 5.2.

The third layer is effectively infinite, meaning no reflections originate beyond the

boundary between layers 2 and 3. This configuration yields a result that can be eas-

ily calculated using (2.8) for comparison because the permittivities yield vp values

that are integer multiples of c. Table 5.1 summarizes the initial radar parameters.

Suppose a physical boundary occurs in the middle of a range bin. In that case, a

weighted average value is assigned as that bin’s ∆ω when calculating the spacing

in the compensation matrix.
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Figure 5.3: Simulated range profile of three dielectric slabs processed with the
traditional matched filter and the compensatory matched filter compared to

analytically calculated values

The initial simulated range profiles with the matched filter and compensatory

matched filter are shown in Fig. 5.3. The calculated locations and power levels

are plotted as circles. The power levels are normalized such that a complete re-

flection off the layer 0-layer 1 boundary would result in a range profile peak at

0 dB. Because the compensation is done after downsampling, the map from IF to

RF frequencies will not be able to capture the entirety of the RF behavior perfectly.

The sidelobe structure is changed slightly due to the addition of discontinuities in

the phase progression within the vp phase compensation matrix. Overall, the com-

pensation matrix successfully aligns the boundary reflections to the correct range

location while maintaining the same power level. As materials in the real world are

not lossless, the experiment is repeated with a conductivity of 0.5 assigned to Layer

1. The subsequent range profiles are shown in Fig. 5.4. The added condcutivity
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Figure 5.4: Simulated range profile of one lossy and two lossless dielectric slabs
processed with the traditional matched filter and the compensatory matched filter

compared to analytically calculated values

attenuates the returns originating beyond layer one, but the returns still appear at

the correct range and magnitude.

5.3 Compensation Across Space and Frequency

While some materials do have a permittivity and conductivity that are relatively

constant over a wide bandwidth, many materials, including the human tissue dis-

cussed in Section 3.3 and the liquids measured in Section 2.2, have electrical prop-

erties that vary over frequency. This dispersive behavior means that at a given point

in space, the velocity of propagation will vary depending on which frequency in

the transmitted waveform is currently incident. The spatial compensation discussed

above will not wholly capture the propagation phenomena, so it is essential also to

consider frequency-varying materials in this analysis.
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Because the material information is at RF while the sampled data is at IF, an

extra step is necessary to correct behavior at the frequencies of propagation. The

ADC sample spacing is constant in time, but the distance the wave travels between

samples is a function of both the wave’s point in space (i.e., which material it is

in) and the RF frequency contributing to the sample. Therefore, each ADC sample

must be matched to the RF frequency that arrived at the radar at the sample col-

lection time. Recall that the ideal transmitted chirp, given by (4.8), has a defined

relationship between frequency and time. Thus, the transmitted ω can be calculated

for a receive sample time t with

ω(t) = 2π(F0 + γt) . (5.3)

If the chirp and the ADC collection begin simultaneously, then the linear chirp over

time can be mapped to the ADC sample times using this relationship. For example,

an ADC collected at t = 50 ms corresponds to the frequency at the center of a

100 ms chirp. For short-range applications, the propagation delay from the radar

to a scatterer is orders of magnitude less than the time between ADC samples.

However, if this is not the case, then an adjustment factor could be added to the

mapping to account for delay (e.g., the ADC sample at 15 µs corresponds to the

point in the chirp at t = 14 µs).

Building upon the compensatory modifications to the DFT matrix discussed

in Section 5.1 that varied the phase progression across the beat-frequency/range

dimension, the full compensatory matrix must also vary along the ADC sample/-
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Figure 5.5: Simulated range profile of one dispersive dielectric slab between two
slabs with constant permittivity, processed with the traditional matched filter and a
compensation matrix with corrections only along the spatial domain compared to

analytically calculated values

transmitted RF dimension. The compensatory transform (CT ) is then

CT (x) =



ejω0τ0,0 ejω1τ0,1 · · · ejωn−1τ0,n−1

ejω0τ1,0 ejω1τ1,1 · · · ejωn−1τ1,n−1

...
... . . . ...

ejω0τm,0 ejω0τm,1 · · · ejω0τm,n−1


(5.4)

where τm,n is given by

τm,n = τm−1,n−1 +
vp(m,n)

c
τ0 (5.5)

where τ0 is the ADC sample spacing and vp(m,n) is the anticipated velocity of prop-

agation at spatial sample m and frequency n.Requiring a priori knowledge of the
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media stackup initially seems unreasonable. However, many valid assumptions can

be made without comprehensive prior knowledge. For example, the skin layer on

the outside of the body is generally consistent across the population within a few

µm. The unknown boundary is often at the end of a range profile, like detecting a

tumor or brain bleed. In these cases, the final layer thickness may be unknown, but

the path to the boundary of interest is fairly simple to estimate. Some recent work in

microwave tomography supplements measurements with optical or infrared imag-

ing to better estimate the geometry [55].

To study compensation across two dimensions in simulation, the configuration

in Fig. 5.2 is altered such that layer 2 has a varying permittivity. The relative

permittivity is set to vary linearly from 8 at 5 GHz to 10 at 11 GHz. The spatial

compensation used in Section 5.1 is applied, utilizing the mean permittivity to rep-

resent layer 2, and the results are shown in the “Spatial correction” trace in Fig. 5.5.

While the peak from the front of layer 3 is moved in the correct direction, the peak is

broad. By applying the correction across both the space and frequency dimensions

of the matrix, the beat frequency smearing is corrected, as shown in Fig. 5.6. While

difficult to see with the current sample rates, increasing the phase progression also

visually pushes the sidelobes together, which is why there is not as deep of a null

between peaks two and three after the full compensation scheme has been applied.

Suppose layer 2’s permittivity decreased with frequency and varied even more.

The simulated range profile in Fig. 5.2 is updated such that layer 2’s permittivity

now begins at 11 at 5 GHz and decreases to 7 at 11 GHz. The subsequent range

profiles are given in Fig. 5.7. The uncorrected peak is even wider from the beat

frequency smearing. By applying the correction across both space and frequency,
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Figure 5.6: Comparison of range profiles created with compensation across space
vs. space and frequency for a dispersive dielectric stackup

the peaks are successfully condensed to the appropriate width. However, the magni-

tude of the second and third peaks does not align perfectly with the calculation. One

contributing factor is that the sidelobes from the peaks interfere with each other.

This technique has been demonstrated to work well when the permittivity is

exactly known a priori. However, this constraint is not always feasible, particularly

for biological tissue. To investigate the impact of error in the permittivity estimation

on the range profile compensation, some error is intentionally introduced into the

simulation. The same simulation parameters from Fig. 5.5 are used here. The

permittivity estimate for layers 1 and 2 is increased and decreased by 10%, and the

subsequent range profiles are compared to the range profile created using the correct

values in Fig. 5.8. As expected, if the permittivity estimate is too low, the range

profile is not condensed enough. On the other hand, a high permittivity estimate

compresses the range profile too much. While the correct permittivity estimate is
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Figure 5.7: Simulated range profile with a decreasing permittivity assigned to
layer 2, created with and without spatial and frequency-based velocity

compensation compared to analytically calculated values

ideal, both range profiles generated with incorrect estimates are still closer to the

actual values than the range profile with no correction from Fig. 5.5.
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Figure 5.8: Simulated range profile with a decreasing permittivity assigned to layer
2, with velocity compensation completed with the simulated (actual) electrical

parameters as well as with parameters 10% above and below the actual parameters
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Chapter 6

Hardware Development and Initial Measurements

While simulations provide valuable feedback on a technique, physical measure-

ments indicate how well a technique works in reality. Radar simulations typically

only include ideal component behavior, so the impact of non-ideal behavior, such as

harmonics and distortion, is not captured. This work aims to provide a demonstra-

tor for the concepts explored in Chapter 5. Ultra-wideband FMCW systems often

require custom hardware including filter banks and mixing stages [8, 72, 73]. In

this initial investigation, only a prototype system is necessary. With access to sev-

eral existing radar systems and spare components at the Advanced Radar Research

Center, the goal is to create a radar by purchasing minimal new components. The

initial FMCW radar prototype system is designed to operate from 2-14 GHz with

scatterers placed a few meters away from the antennas.

6.1 Initial Component Selection

The component selection for an FMCW radar is critical for performance. The

signal generator’s sweep speed sets the chirp rate and subsequent beat frequencies,

as described by (4.12). Some signal generators and mixers produce larger harmon-
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Figure 6.1: Block diagram of initial FMCW radar design

ics than others, which require significant filtering efforts to ensure a useful range

profile can be extracted. The antenna directivity affects how much clutter is al-

lowed into the capture as well as how much antenna coupling is received by the

radar. The initial FMCW radar design for this work is shown in Fig. 6.1. The

bandpass filtering at RF suppresses harmonics generated by any of the components,

while the filtering before the ADC prevents aliasing from signals above half of the

ADC sample rate. This particular ADC samples only real data with a single chan-

nel, so a Hilbert transform is applied in post-processing to yield complex samples

[105]. The amplifiers and attenuators are selected to maximize SNR while avoiding

saturation at any of the components.

To minimize phase noise, the signal generator and ADC are synchronized with

a 10 MHz crystal oscillator. For initial experimentation, a Windfreak SynthHD

Pro signal generator is selected due to its wide bandwidth (10 MHz to 24 GHz)

and ease of use with a desktop control application. This signal generator must

dwell at each frequency point for 1 ms, and a point spacing of 15 MHz or smaller
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is required to satisfy the maximum unambiguous range requirement from (4.17).

These restrictions lead to an overall slow chirp rate. The low chirp rate combined

with the close target range creates a beat frequency on the order of 100 Hz. Most

COTS RF components are not designed to function that low in frequency.

Maintaining signal integrity in both the time and frequency domain is critical for

creating a quality range profile. Capacitors are often installed on RF transmission

lines to behave as high-pass filters to isolate the transmission line from unwanted

DC offsets. The size of the DC blocking capacitor sets its 3-dB cutoff frequency,

given by

fc =
1

2πRC
(6.1)

where R corresponds to the transmission line’s 50 Ω impedance and C is the ca-

pacitance. On the Minicircuits Galli-74+ amplifier selected for the IF path, the

original DC blocking capacitors were 0.47 µF , corresponding to a cutoff frequency

of 6.8 kHz. Increasing these capacitors to 50 µF allows frequencies as low as 65 Hz

to pass through the amplifier. Another component that must be evaluated for low-

frequency compatibility is the mixer. Even if a mixer chip supports an IF output

down to DC, the connectorized version may have more restrictions. Connectorized

mixers often employ a transformer that does not support low IF output frequencies.

At the time of this publication, the Marki Microwave MM1-0222LS mixer used

in this system is one of the only connectorized options that supports the required

RF input bandwidth while also outputting low IF frequencies. To reduce the har-

monics and interference allowed into the system from the signal generator and the

environment around the radar, filters are placed at the signal generator output and

both antenna ports. An additional filter is placed in the IF chain before the ADC
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to remove any frequency content above the ADC’s Nyquist frequency (half of the

sampling rate) [93].

Designing a low-loss IF filter is challenging for a low cutoff frequency. The

design process is the same as any low-pass lumped element filter, but component

availability is more limited for the large capacitances and inductances required to

achieve the low cut-off frequency. Thus, the realizable design may vary from the

component values calculated with filter design equations. Inductors intended for

high-power applications are selected because they have a low DC resistance, which

reduces insertion loss. In this work, the original filter was selected to reject fre-

quencies above 50 kHz for a 175.44 kHz ADC sample rate. As discussed in more

detail later in this section, a downsample factor can be implemented to increase the

SNR. With a downsample factor of 4, the effective sample rate is 43.9 kHz. There-

fore, the IF filter must reject frequencies above 21.9 kHz. As the short-range beat

frequencies of interest in this work will fall well below this frequency, the cutoff

frequency is allowed to be decreased to accommodate the available components.

The frequency response of the 11th-order filter designed with commercially avail-

able components, as simulated in Keysight Advanced Design System (ADS), has a

cut-off frequency of 16.2 kHz, as shown in Fig. 6.2. The fabricated filter is shown

in Fig. 6.3.

Setting the correct power levels for system components ensures proper opera-

tion. The antennas selected for this system are on hand at the Advanced Radar Re-

search Center for project measurements. The antenna bandwidth is much broader

than necessary (2-32 GHz), which comes at the cost of lower directivity compared

to standard gain horn antennas, with a 3-dB beamwidth of 120◦ at 2 GHz. The
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Figure 6.2: Simulated frequency response of low-pass filter designed for the
receiver’s IF path

Figure 6.3: Low-pass filter fabricated for the receiver’s IF path

selected amplifiers operate with high fidelity within their respective linear regions,

and attenuators are placed, if necessary, to maintain linear operation. In the original

design, the antenna coupling was the highest power return, which meant additional

attenuation had to be added, lowering the system dynamic range. Metal baffles are

placed between the antennas to reduce the received antenna coupling. The baffles

have been measured to increase the antenna isolation by 25 dB. This improvement

allows for less attenuation to be applied to the signals of interest, increasing dy-
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namic range.

While the RF components are selected to handle 2-14 GHz, the initial system

bandwidth is limited by the number of samples the ADC can hold. The Windfreak

signal generator’s minimum dwell time paired with the required frequency spacing

to satisfy the maximum unambiguous range criterion results in a chirp that is 0.8 s

long. The ADC can capture 65536 samples at one time, and the 10 MHz refer-

ence clock yields a sample rate of 175.44 ksps. Therefore, the ADC can only hold

0.37 s or 5.6 GHz of bandwidth. The operation parameters for the initial system are

summarized in Table 6.1.

6.1.1 System Modifications

Beyond this initial design, a microcontroller has been added to trigger the signal

generator and the analog-to-digital converter (ADC) to begin operation simultane-

ously. This triggering ensures that future collections aiming to study the velocity

of propagation will have samples that begin at the same time as the chirp, which

is necessary for the compensation algorithm. Even if the signal generator is set to

Parameter System Value

Frequency Range 2-7.6 GHz
Chirp Length 373 ms
Tx Frequency Spacing 15 MHz
Tx Power (VNA Port) 3 dBm
Tx Power (Antenna Port) 19-24 dBm
ADC sample rate 175.44 kHz
ADC resolution 24 bits
ADC ENOB 14 bits

Table 6.1: Initial system parameters
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transmit continuously, there may still be small gaps between chirps as the compo-

nents are reset. Triggering the signal generator and ADC together ensures that the

received signal appears within the same indices each time, simplifying data post-

processing.

As discussed in Section 4.3 and in the above component selection process, there

are challenges that come with extremely low beat frequencies. An example range

profile measured with this system is shown in Fig. 6.4 along with a line sloped

according to the expected pink noise distribution (1/f ). The range profile is dom-

inated by pink noise until about R = 40 m, where the additive white noise power

is larger than the pink noise power. Ideally, the system is modified to move the sig-

nals of interest up into the white noise-dominant frequency range. In this system’s

case, increasing the beat frequency is not practical without major component mod-

ifications. The shortest optical delay line on hand at the Advanced Radar Research

Center exceeded the maximum unambiguous range capabilities of the transmitter’s

chirp rate. Because a particular dwell time is required for the signal generator to

move between frequencies, generating a waveform with finer spacing to increase

the unambiguous range subsequently slows down the chirp—a slower chirp results

in a lower beat frequency, negating the benefit of the optical delay line.

If a different transmitter were implemented to decrease the dwell time on each

point, the pink noise power would decrease proportionally to the time decrease.

However, the time spent illuminating the target is also decreased, so the time-

bandwidth product is also reduced proportionally to any dwell time reduction, which

negates the benefits of reducing the pink noise. Thus, no modifications are made

to improve pink noise at this time. There are other benefits to reducing the chirp
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Figure 6.4: Measured range profile of a metal plate compared to the slope of 1/f
pink noise

length that may be beneficial, though, such as avoiding range profile degradation in

a changing environment.

6.2 Troubleshooting

To initially validate that the system works correctly, basic ranging is carried out

with simple metal targets, such as a metal box, as shown in Fig. 6.5. This initial

testing enabled the diagnosis of mixer distortion issues. All real mixers produce

harmonics, though they may be too small to notice. Exceeding the mixer’s rated

power handling yields significant harmonics and a distorted range profile. Initial

measurements of a large metal box are shown in Fig. 6.6. The range profile is

mirrored several times about the range of 7.5 m, which is a classic sign of harmonics

generated by the mixer.

To reduce these harmonics, the 6 dB attenuator between the coupler and the
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Figure 6.5: Measurement configuration for initial radar measurements

mixer has been replaced with a 9 dB attenuator. Additionally, metal baffles are

placed between the antennas to reduce the antenna coupling [106]. The shape of

the baffle is selected as a tradeoff between isolation and beam pattern distortion.

Because this system aims to measure short-range targets, the antenna beamwidths

must still overlap 1 m away from the radar to fully illuminate the target. Thus,

rather than placing a large piece of metal between the antennas, smaller pieces of

metal are placed on the inside edge of each antenna to provide moderate isolation

improvement, as shown in Fig. 6.7. The coupling between the antennas is simulated

in Ansys HFSS with and without the baffles from 2-4 GHz, which is the frequency

range of the antennas’ widest beamwidth, and up to a 25 dB isolation improvement

is achieved, as shown in Fig. 6.8. The baffles are fabricated by custom-shaping

cardboard to fit along the antennas and covering the cardboard with aluminum foil,

as shown in Fig. 6.9. Similar isolation improvements are observed when measured

with a Keysight FieldFox in an open outdoor environment.
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Figure 6.6: Measured range profile of a metal box with mixer distortion

Figure 6.7: Simulation configuration of wideband horn antennas with metal baffles
added on the sides

A loopback configuration, where the system’s transmit and receive cables are

directly connected to each other through an attenuator, is commonly used to isolate

system performance from exterior environmental impacts. The range profile created

by a loopback ideally has a single peak with a sharp rising edge. Sidelobes will

accompany the peak, though adding a tapered window to the data should reduce

the sidelobe levels [107]. Some small mixer harmonics distant in range from the

primary return are expected as well.

To execute loopback measurements on the radar system, the transmit and receive

94



2 2.5 3 3.5 4

Frequency (GHz)

-55

-50

-45

-40

-35

-30

-25

S
2
1
 (

d
B

)

Original

With baffle
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ports of the radar are connected to each other through 3.66 m of coaxial cables and

49-dB of attenuation. The matched filter output is shown by the “3.66 m” trace in

Fig. 6.10a. Note that the system has a non-zero reference range because there is

some propagation delay through the reference path as well. Furthermore, the range

is indicated in terms of one-way travel, whereas the cable length is provided in terms

of total travel. Therefore, 1 m of cable corresponds to a range of
√
Er/2. Coaxial

cable permittivity typically varies from 1.7 to 2.2, depending on which dielectric is

used to construct the cable. The group delay of a single cable is extracted from S21

measurements with

group delay = −∆ϕ

∆ω
(6.2)

where ∆ϕ is the change in S21 phase angle and ∆ω is the change in angular fre-

quency from one measurement point to the next. The measured group delay for a

single cable is shown in Fig. 6.11 to be approximately 8.725 ns across the full mea-
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Figure 6.9: Metal baffles placed on the sides of wideband horn antennas for radar
measurements

surement bandwidth. This group delay is equivalent to propagating to a scatterer

at a range of 1.31 m. The system processing does not calibrate out the reference

range, so instead, the peak spacing is the focus of this analysis. Looking at the

relative peak spacing as the cable length is increased from 3.66 to 5.49 m, the pri-

mary peak moves 1.32 m, which is the same as the measured group delay, within

measurement uncertainty.

This experiment provides confidence that the primary peak in the loopback cor-

rectly corresponds to the direct path. However, a loopback range profile ideally has

no other peaks near the primary direct path. Applying a range taper should suppress

these side peaks if the cause is range sidelobes or phase noise [108]. The range pro-

files of the two loopbacks with a Blackman-Harris window applied are shown in

Fig. 6.10b. With the window applied, the side peaks are more distinct, and it is

clear that the side peaks are evenly spaced on either side of the main peaks. The

side peak magnitudes relative to the primary peaks are the same as the range profile

without the window, indicating that there is a cause other than phase noise or range
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Figure 6.10: Loopback using two cable lengths measured with a 43.8 kHz
sampling rate processed with and without windowing

sidelobes.

Upon further investigation, it has been discovered that the ADC control software

sets the downsampling factor (DF) to 4 by default, so clocking the ADC to sample

at 175.44 kHz would result in an effective sample rate of 43.8 ksps for Nyquist

criterion purposes. The filter in this system’s IF chain has a cutoff frequency of

60 kHz, so the ADC sample rate must be at least 120 ksps to avoid aliasing. Mea-

surements are repeated with the ADC downsampling factor set to 1, for a sample

rate of 175.44 ksps, and the subsequent range profile created with a Blackman-

Harris window is shown in Fig. 6.12b. Now, the side peaks are gone, indicating

that aliasing was the source. Note that the faster sampling fills the ADC memory

more quickly. Therefore, less of the transmitted chirp is captured, and the reduced

bandwidth corresponds to a coarser range resolution. In reality, the aliased range

profile with DF = 4 captured the total transmitted bandwidth, while the correctly

sampled range profile in Fig. 6.12b contains the 5.6 GHz bandwidth calculated

previously.
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Figure 6.11: Group delay through a single 1.83 m cable

After confirming the successful loopback operation, some basic ranging is con-

ducted to verify the radar functionality further. A metal plate is set on top of two-

inch-thick foam slabs, and the antennas are mounted above the slabs and pointed

down, as seen in Fig. 6.13. By altering the number of slabs, the plate can reliably

be moved between ranges. The range profiles created by placing the plate on the

ground and then on a varying number of slabs are shown in Fig. 6.14. The expected

ranges relative to the return from the plate on the ground are plotted as dashed ver-

tical lines. The measured plate locations align well with the calculated locations,

indicating that the radar is ranging properly.

To capture more bandwidth within the ADC’s limited collection time, the Wind-

freak signal generator is replaced by a VNA. By using the VNA’s transmit port as a

signal generator, the transmit frequency spacing can be maintained while covering

the full 2-14 GHz bandwidth in less than the ADC’s 370 ms maximum collection

time. Initially, the Keysight FieldFox N9917B was selected due to its portability.
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Figure 6.12: Loopback using two cable lengths measured with a low sampling rate
(a) leading to aliasing and a higher sample rate (b), Blackman Harris

However, spectral analysis revealed that the FieldFox transmitted non-trivial har-

monics that negatively impacted the range profile quality. Instead, the transmitter is

replaced with a benchtop Agilent PNA 5225A to reduce the transmitted harmonics.

At some point during measurements, the range profile quality was degraded again,

primarily with multiple peaks appearing when only a single peak was expected.

Upon further investigation, the ADC capture fidelity had decreased. With the input

port terminated into a 50 Ω load, the ADC collected the raw, time-domain sam-

ples shown in Fig. 6.15. While noise is expected, such as in the first 500 samples,

the irregularly spaced peaks reaching almost -62 dB are not typical behavior. This

performance persisted after reseating all connections within the control board.

An Agilent Infiniium DSO-80804B oscilloscope is employed to collect the mea-

surements to replace the ADC. A microcontroller is still used to trigger the VNA

and oscilloscope, and the 10 MHz reference clock from the oscilloscope is fed into

the REF IN port on the VNA as opposed to using a separate crystal oscillator. For

future compensation techniques that require knowledge of when the chirp begins, a
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Figure 6.13: Configuration for experiment to verify radar ranging capabilities

trigger between the VNA and oscilloscope ensures that the receiver and transmitter

begin operation simultaneously. The vertical and horizontal scales of the oscillo-

scope are adjusted to be as fine as possible while still capturing the entire chirp to

maximize the capture quality, as the dynamic range depends on the vertical axis

settings. The final system configuration is shown in Fig. 6.16, and the final system

hardware is shown in Fig. 6.17. Table 6.2 summarizes the current system operating

parameters.

Parameter System Value
Frequency Range 2-14 GHz

Chirp Length 250 ms
Tx Frequency Spacing 15 MHz
Tx Power (VNA Port) 3 dBm
Tx Power (Antenna Port) 19-24 dBm
ADC sample rate 1 MHz
ADC RMS noise floor -65 dB

Table 6.2: Final system parameters with oscilloscope functioning as the ADC
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Figure 6.15: Samples from the Analog Devices DC2222A-C ADC demo board
with both inputs terminated with a 50 Ω load
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Figure 6.16: Block diagram of final FMCW radar design

Figure 6.17: Current FMCW radar component configuration
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6.3 Measurements Propagating Through Multiple Media

Now that the radar system can reliably capture an accurate range profile, the

velocity of compensation techniques shown in Sections 5.1 and 5.3 can be tested

in the real world. To reduce confounding variables, a relatively simple configura-

tion is selected for initial tests. A simple geometry that can be easily replicated in

simulation is desired. Furthermore, a propagation medium with low loss yields a

high SNR, which will help separate the system performance from the compensation

algorithm performance in initial testing.

As shown in Section 2.2, canola oil’s permittivity varies slightly from 2-14 GHz

while maintaining a relatively low conductivity. These electrical properties, low

cost, and wide availability make canola oil a good candidate for a measurement

target. A hollow 7-inch plastic cube is filled with canola oil and placed 1.2 m away

from the radar’s antennas, as shown in Fig. 6.18. An aluminum plate is mounted

with 3D-printed brackets to sit inside the box of oil parallel to the front. The thick-

ness of the oil layer can be adjusted by sliding the plate forward or backward within

the box. In this configuration, the radar receives two main returns: the reflections

from the air-oil boundary and the oil-aluminum boundary.

Even well-designed, high-performance radar systems commonly implement some

post-processing to enhance the range profile quality and overcome phase and mag-

nitude imperfections within the system. For example, placing a tapered window

over the received samples is a well-known way to reduce the sidelobes inherent to

the rectangular signal envelope [107]. Some radar applications implement vector

background subtraction to remove unwanted scatterers [2]. To measure an object
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Figure 6.18: Configuration to measure an aluminum plate placed 4-in. from the
front face of canola oil-filled container

of interest, one measurement is collected with the object in the scene, and a sec-

ond measurement is collected with the object removed from the scene. The scat-

tering from the object can be isolated by taking the difference between the two

scenes, which are otherwise static. This method relies on very stable phase pro-

gression within the system. An alternative to background subtraction is deconvolu-

tion. A measurement of a specular reflection is captured and then deconvolved with

the measurement of interest to remove system effects such as phase imperfections

[109]. For this system, the range profile is deconvolved by an element-wise division

in the sample domain.

The post-processing techniques are studied with the oil box as a target, initially

with no plate inside. Ideally, the range profile contains the reflection from the air-

oil boundary at a range of 4 m. There is a much smaller reflection later from the
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Figure 6.19: Measured range profile of the box of canola oil without a plate inside,
using several post-processing improvement strategies

reflection at the back of the box. The range profile created with a matched filter

and no other techniques has two peaks at the expected air-oil boundary, seen in Fig.

6.19. Performing background subtraction by subtracting off a measurement without

the oil target reduces the clutter beyond the range of 4.5 m, such as reflections off the

room’s walls and ceiling. Applying both background subtraction and windowing

improves the range profile significantly, yielding a single peak at the appropriate

location for the air-oil boundary. However, the width of the shape of the main lobe

is asymmetrical beyond what one would expect from typical range straddling.

The post-processing experiment is repeated with the aluminum plate placed

2 in. behind the front of the box. Two large returns are expected in this case. The

matched filter output, shown in Fig. 6.20, again has more peaks than anticipated.

Background subtraction similarly improves the distant clutter without reducing the

distortion of the primary return. Adding the Blackman-Harris window suppresses
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Figure 6.20: Measured range profile of the box of canola oil with an aluminum
plate placed 2-in. behind the front face, using several post-processing

improvement strategies

the clutter and sidelobes on either side of the main returns, but there are still not

two clear peaks.

Background subtraction aims to suppress environmental effects but is unable to

overcome phase and magnitude distortions from within the radar. Therefore, de-

convolution is explored as an alternative. The oil box is replaced with a large box

covered in aluminum foil for a measurement of a specular reflection. The same mea-

surements used to create the range profiles in Figs. 6.19 and 6.20 are deconvolved

with the aluminum box measurement and windowed with a Blackman-Harris win-

dow, and the results are shown in Fig. 6.21. The deconvolution process shifts the

return ranges to appear relative to the aluminum box’s return. The aluminum box

is larger than the oil box, so the aluminum box’s front side is closer to the radar.

Thus, the single reflection at 0.21 m in the oil-only range profile is at the appro-
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priate range for the air-oil reflection relative to the air-aluminum reflection. The

deconvolved measurement with the plate 2-in from the box’s front edge features the

expected two peaks at the appropriate locations. The combination of deconvolution

and windowing significantly improves the range profile quality.
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Figure 6.21: Measured range profiles after applying deconvolution and a
Blackman-Harris window of an oil box, with and without a plate inside

6.3.1 Propagation Velocity Compensation

With a quality deconvolved range profile, the impact of the velocity of propa-

gation compensation can be studied on measured results. The overall process for

converting ADC samples into a range profile is summarized in Fig. 6.22. The

first range profile studied is the oil box with the metal plate 4 in. from the front.

The deconvolved and windowed range profile without any velocity compensation

is shown by the “Uncorrected” trace in Fig. 6.23. The physical locations of the air-

oil and oil-aluminum boundaries are indicated by the dashed vertical lines at 0.21

Figure 6.22: Steps to convert ADC samples into a range profile with velocity
compensation

108



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

Range (m)

-10

0

10

20

30

40

50

M
a

g
n

it
u

d
e

 (
d

B
)

Uncorrected

Spatial comp.

Spatial & freq. comp.

Figure 6.23: Measured range profile of a metal plate 4-in. from the front of a box
of oil, without correction, with correction only across the spatial domain, and with

correction across the spatial and frequency domains

and 0.31 m, respectively. The range profile expansion due to the slower velocity

of propagation in the oil results in the oil-aluminum boundary return appearing far-

ther in range than the physical reality. Additionally, the main lobe width is wider

than the return from the air-oil boundary. Applying compensation along the spatial

domain, as discussed in Section 5.1, shifts the return to approximately the correct

location.

Because canola oil’s properties do change slightly over frequency, adding the

frequency-dependent compensation from Section 5.3 improves the range profile

with a slight reduction in sidelobes, seen in the “Spatial & freq correction” trace

of Fig. 6.23. This process is repeated with the plate 2 in. from the front of the

oil, and the results are shown in Fig. 6.24. Applying the spatial and frequency-

dependent velocity compensation once again moves the return’s peak to the correct
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location, and the main lobe narrowing is even more pronounced in this case.

To differentiate between waveform structure effects and physical system effects,

the measured results are compared to a simulation of the same range profile. The

simulation parameters are set to the values in Table 6.3 to mimic the physical sys-

tem in range and magnitude as closely as possible. Because the simulation is imple-

mented at the transmitted frequency to capture the wave behavior at its frequency

of propagation, the data sample rate is much higher than simulations conducted at

baseband. Therefore, only a 1 ms long chirp is implemented to yield a manage-

able data size. Because the waveform is normalized until the end of the simulation,

this change can be accounted for by adjusting the time-bandwidth product pulse

compression gain to match the physical system.

The simulation is configured with an aluminum plate behind a 4-in. layer of

oil in order to compare to the measured results in Fig. 6.23. The white and pink

noise levels within the simulation are adjusted to match the measured results as

closely as possible. The uncorrected and corrected measured range profiles are

compared to the corrected simulated results in Fig. 6.25. The simulated results have

a “Batman ear” shape of two peaks with a plateau between them, which is similar

Parameter Simulated Value
Frequency Range 2-14 GHz
Chirp Length 1 ms
Tx Frequency Spacing 10 MHz
Power Normalized
RF sample rate 35 GHz
IF sample rate 100 kHz

Table 6.3: Radar parameters implemented in the simulation of oil and aluminum
plate range profile
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Figure 6.24: Measured range profile of a metal plate 2-in. from the front of a box
of oil, without correction and with correction across the spatial and frequency

domains

to the measured results. This similarity indicates that the high magnitude between

the peaks in the 4-in. layer case relative to the 2-in. layer case is a consequence

of the sidelobe structure and the location of the peaks within their respective range

bins rather than being caused by some sort of system component issue.

For one perspective on the potential impacts of material parameter estimation

error on the range profile, the simulated scene with the plate behind 2-in. of oil

is studied with varying levels of velocity compensation, as shown in Fig. 6.26.

A 50% correction indicates that the scale factors used are 50% between the full

compensation and no compensation cases. As the peak is shifted through increasing

compensation, one would expect the main lobe peak to increase in height as more

power is condensed together and the matched filter is more closely suited to the

received signal. However, one must also consider that the main lobe passes through
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Figure 6.25: Measured range profile of a metal plate 4-in. from the front of a box
of oil, with and without velocity compensation, compared to the simulated,

corrected range profile

several locations within range bins, sometimes centered and other times straddling

between the two. A different indicator that the compensation is having a positive

impact on the range profile is the sidelobe reduction as compensation is added,

reaching a minimum when the full compensation values are used.

To gain more insight into the potential consequences of incorrect material prop-

erty estimates, the measured range profile is generated with oil material estimates

10% higher and 10% lower than the values extracted from the dielectric probe,

similar to Fig. 5.8 that analyzed the simulation, the impact of material property

estimation error is studied on the measured range profile. In the measurement case,

there is not a ground truth where the material parameters fed into the compensation

matrix are a 100% match to the properties encountered by the transmitted wave-

form. The values collected with the dielectric probe are likely close but not perfect,
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Figure 6.26: Simulated range profile of a plate behind two in. of oil with varying
amounts of correction applied

with an expected permittivity error up to ±0.1 [26]. Thus, in this case, increasing

and decreasing the compensation parameters by 10% does not necessarily mean

that the parameters have an error of exactly 10%. Instead, the changing parameters

aim to show the impact of varying the electrical values on the output range profile.

For both the 2-in. oil thickness case in Fig. 6.27a and the 4-in. case in Fig.

6.25, the main peak shapes are similar in all variations, meaning that some variance

in the estimate of material properties does not catastrophically ruin the measured

range profiles. In most layered sensing applications, the relative spacing between

peaks is more important than the absolute location of the peaks. For example, a

snow radar computes the layer thickness relative to the air-snow interface [110]. An

error along the frequency dimension changes the peak width, while an error along

the spatial dimension shifts the peak location. Similar effects to spatial property

mis-estimation are expected from an error in the layer thickness estimate.
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Figure 6.27: Measured range profile of plate inside oil box with a velocity of
propagation correction using the measured electrical properties as well as 10%

above and below the measured values

6.3.2 Quantitative Analysis

To quantitatively describe the impact of velocity compensation, the thickness

of the oil layer is analyzed for each of the range profiles. The thickness of the

oil layer is calculated from the range profile as the difference between the center

of the air-oil and oil-aluminum reflection peaks. It should be noted that there are

several sources of error in these measurements that have nothing to do with the

range processing technique. Lines are drawn on the box at 0.5-in. intervals on each

side of the box, and the brackets holding the plate were visually aligned with these

lines for measurement. However, the actual oil layer thickness was not re-measured

each time. Furthermore, the dielectric probe has a potential measurement error of

0.1, so the material properties used for the compensation are not perfect.

The range profiles with 2-in. and 4-in thick oil layers from Figs. 6.24 and 6.25,

respectively, are selected for the error analysis. The range profiles are upsampled
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by increasing the number of points in the matched filter matrix to refine the beat

frequency spacing and locate more specific peak values. The average errors of the

thickness extracted from the range profiles relative to the designed thickness are

summarized in Table 6.4. Note that one full range bin corresponds to 15.6% and

7.5% error for the 2-in. and 4-in. cases, respectively. As was seen visually before,

compensating for the velocity of propagation clearly improves the accuracy of the

range profile. While errors in the thickness and material property estimates fed into

the compensation technique would increase the overall error, the range profile is

still improved beyond the case without correction.

No correction Spatial & frequency correction

2 in. oil layer 120% 7.5%

4 in. oil layer 99% 9.0%

Table 6.4: Error in the measurement of oil layer’s thickness calculated with range
profiles with and without velocity of propagation correction
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Chapter 7

Range Profile Enhancement

The traditional matched filter maximizes the output SNR after processing [104].

For a waveform with a rectangular envelope, applying the matched filter yields a

sinc function with a peak sidelobe level of -13 dB [107]. However, radar systems

often require much more than 13 dB of dynamic range. Thus, a smaller target may

be masked by a more prominent target’s sidelobes in the range profile [92]. Over

the years, techniques have developed to address sidelobe levels to improve radar

performance in post-processing. One of the simplest methods is applying a taper

window, which has already been implemented on the measurements in Section 6.2.

With a Blackman-Harris window, the sidelobes are pushed down at the expense

of broadening in the main lobe [107]. Several alternatives have been developed

to estimate the range profile, and the method selection depends on the properties

of the range profile, whether real or complex magnitude is needed, and how much

computational power is available.
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Figure 7.1: Range profiles of two point targets with small and large separations
[111]

7.1 Range Sidelobe Mitigation

To illustrate target masking, two point targets of different sizes are simulated at

two separation distances. First, the individual matched filter outputs of the two tar-

gets with a significant range separation are shown in Fig. 7.1a. Next, the individual

targets’ matched filter outputs when the targets are closer in range are shown in Fig.

7.1b. Finally, the composite matched filter outputs when both targets are simulated

together are shown in Fig. 7.2.

When the targets are well-separated in range, the peaks from both scatterers are

visible. However, when the targets are closer together, it is impossible to determine

where the peak of the smaller target occurs, even though the simulation’s resolution

is fine enough to separate the main lobes of each target’s response. Thus, time-

gating may not be able to separate the OUT from clutter, even if the range resolution

given by (4.16) is sufficient.

Tapered windows can be applied in the frequency domain to lower range side-
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Figure 7.2: Comparison of the range profiles containing two targets with a small
and a large separation

lobes at the cost of widening the main lobe [107]. However, a decrease in res-

olution is not always acceptable. Several other methods have been proposed to

mitigate range sidelobes for radar applications. For example, the CLEAN algo-

rithm separates targets by canceling one target at a time. However, this algorithm

and its adaptations assume that each target is a point scatterer [112, 113]. This as-

sumption is invalid for wideband high-resolution range profiles where even simple

target returns, such as spheres, appear as distributed objects [114]. Therefore, the

CLEAN algorithm cannot correctly reconstruct the range profile for high-resolution

applications. Other sidelobe suppression methods in radar include the Yule-Walker

autoregressive method and least-squares (LS) algorithms; however, these methods

require a high signal-to-noise ratio (SNR) [115, 116, 117, 118]. A high SNR is not

always realistic when detecting small targets or reflections from subtle changes in

dielectric properties. Furthermore, LS solutions misestimate the range profile when
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a significant scatterer is within the processing window before the initial range bin.

7.1.1 APC

Adaptive Pulse Compression (APC) based on Reiterative Minimum Mean-Square

Error (RMMSE) estimation is a robust method to adaptively suppress sidelobes,

particularly for collocated or closely spaced target scenarios [56, 119]. This Bayesian

approach adaptively estimates a matched filter for each range cell based on the re-

ceived signal. The filter is refined through several iterations until the noise level

limits the range profile estimation accuracy [120].

The sampled version of an FMCW waveform starting at some initial frequency

(fo) with a frequency step size ∆f between discrete samples can be written as

s =
[
ej2πf0 ej2π(f0+∆f) · · · ej2π(f0+(N−1)∆f)

]T

. (7.1)

The range profile impulse response (x(ℓ)) is defined as

x(ℓ) =
[
x(ℓ) x(ℓ− 1) · · · x(ℓ−N + 1)

]T

(7.2)

where ℓ is the range bin index and N is the number of samples in the transmitted

waveform. The length-N demodulated receive signal (y(ℓ)) is then defined as

y(ℓ) = AT(ℓ)s + v(ℓ) (7.3)
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where

A(ℓ) =



x(ℓ) x(ℓ+ 1) · · · x(ℓ+N − 1)

x(ℓ− 1) x(ℓ)
. . . ...

... . . . . . . x(ℓ+ 1)

x(ℓ−N + 1) · · · x(ℓ− 1) x(ℓ)


(7.4)

=



α11e
j2πf1τ1 α12e

j2πf1τ2 · · · α1Le
j2πf1τL

α21e
j2πf2τ1 α22e

j2πf2τ2 · · · α2Le
j2πf2τL

...
... . . . ...

αN1e
j2πfN τ1 αN2e

j2πfN τ2 · · · αNLe
j2πfN τL


. (7.5)

is a collection of N sample-shifted snapshots of the radar impulse response, where

τℓ is the time delay for the signal to propagate to the ℓth range cell and return to

the radar, αnℓ is a scalar magnitude as a function of frequency n and range cell ℓ,

L is the total number of range bins, and fn is the nth frequency in the transmitted

waveform. The range-dependent noise vector (v(ℓ)) is defined as

v(ℓ) =
[
v(ℓ) v(ℓ+ 1) · · · v(ℓ+N − 1)

]T

, (7.6)

where v(ℓ) is additive noise. The matched filter output (x̂MF(ℓ)) is then

x̂MF(ℓ) = sHy(ℓ) = sHAT(ℓ)s + sHv(ℓ) . (7.7)

Examining (7.7) shows that any significant off-diagonal elements of A(ℓ) will yield

range sidelobes capable of masking smaller targets when the matched filter is ap-

plied. In other words, for a given range profile index ℓ, nearby large values in A(ℓ)
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affect the magnitude of x̂MF(ℓ) when added together during matrix multiplication.

The RMMSE algorithm is applied by replacing the matched filter sH in (7.7)

with a range-dependent MMSE filter (wH(ℓ)). The MMSE cost function

J(ℓ) = E
[
|x(ℓ) = wH(ℓ)y(ℓ)|2

]
(7.8)

is solved for each range bin ℓ [121]. If the range cells are uncorrelated with each

other and with the noise, then the MMSE filter is given by:

w(ℓ) = ρ(ℓ)(C(ℓ) + R)−1s (7.9)

where

ρ(ℓ) = |x(ℓ)|2 (7.10)

and R is the N × N noise covariance matrix. With white noise, R is the diagonal

matrix σ2
nI, where σ2

n is the noise variance, and I is the N ×N identity matrix. The

noise variance is estimated by separating the initial range profile estimate into short

segments and finding the segment with the smallest variance. The segments are

small enough that at least one of them only contains noise. The signal covariance

matrix (C(ℓ)) is given by:

C(ℓ) =
N−1∑

n=−N+1

ρ(ℓ+ n)snsH
n , (7.11)

where sn is created by shifting s by n samples and zero-filling the rest of the vector
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[56]. Because C(ℓ) is a circulant matrix, the equation can be simplified as:

C(ℓ) = A


ρ(1) · · · 0

... . . . ...

0 · · · ρ(L)

AH . (7.12)

For the first iteration, the MMSE pulse compression filter is constant for all

values of ℓ. For FMCW, the initial filter is just the fast Fourier transform (FFT).

Estimating the power (ρ(ℓ)), computing a new MMSE filter, and updating the range

profile are repeated P times, where P is the number of iterations. For this applica-

tion, the exponent on σn and ρ(ℓ) is reduced from 2 to 1.7 to prevent ill-conditioning

during matrix inversion [56]. Each iteration pushes the range sidelobes down closer

to the noise floor until the sidelobes cannot move any lower into the noise floor, and

additional iterations do not improve the range profile estimate. Thus, P depends on

the measurement’s SNR.

APC is applied to the simulated small separation scenario in Fig. 7.2 to illustrate

the RMMSE algorithm’s impact on a range profile. The results after three iterations

of the RMMSE algorithm are shown in Fig. 7.3. As can be seen, the return from the

small target at 8 m is not visible with traditional matched filtering, indicating there

is only one scatterer present, which is incorrect. However, both targets are revealed

and easily distinguishable after applying the APC algorithm.
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Figure 7.3: Comparison of matched filter and APC-generated range profiles of two
targets with a small separation

7.1.2 RISR

The signal model in (7.7) depicts a convolutional matched filter, which is valid

for the case of direct sampling a transmitted FMCW waveform. However, in the

case of stretch processing, the received signal is mixed with the reference signal

before being digitized. This means that the pulse compression in post-processing is

no longer linear time-invariant (LTI) [122]. The transmitted signal is still convolved

with the range profile, but an additional multiplication is applied during the mixing

process. The structure of the received signals is represented by W. Let x represent

the oversampled (length N ) received scattering over range and u represent the ad-

ditive noise across the ADC sample domain (length L). Then, the received sample

model is given by

y = Wx + u . (7.13)

Let the matched filter, which is the DFT from (4.15) in this case, be represented
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by p. Then the normalized signal model, W is

W =
p

||p||2
, (7.14)

where || · ||2 denotes an L2 or Euclidean norm. To apply compensation for velocity

of propagation, the DFT matrix is replaced with the compensatory matrix in (5.4).

The spacing of the ω values is refined to match the desired oversampling to achieve

a dimension of N .

Like APC, reiterative super-resolution (RISR) minimizes a mean-square error

(MSE) cost function with an adaptive filter bank. For RISR, the adaptive filter bank

is given by [122] to be:

WRISR = (WPWH + R)−1WP , (7.15)

where

R = E{uuH} = σ2
uIL×L , (7.16)

P = E{xxH} , (7.17)

and σ2
u is the variance of the additive noise. The previous range profile estimate,

x̂RISR,i−1, is used in [123] to estimate P for iteration i as:

P̂i = x̂RISR,i−1x̂H
RISR,i−1 ⊙ IN×N (7.18)

where ⊙ indicates an element-wise multiplication. The initial range profile estimate

is the over-sampled matched filter output. The range profile estimate after iteration
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i is given by [122] to be:

x̂RISR,i = WH
RISR,iy = P̂iWH(WP̂iWH + σ2

uIL×L)
−1y . (7.19)

In the case where compensation for changing velocity of propagation is neces-

sary, then W is replaced with the compensation matrix in (5.4). This combination

allows for the range profile conditioning to be consolidated, reducing the overall

number of post-processing steps.

7.2 Application of RISR in Simulation

The parameters from the oil box measurements are replicated in the MATLAB

simulator, including the materials’ electrical properties, layer thicknesses, and sys-

tem parameters. As seen in Fig. 6.24, the two returns can be easily differentiated

in measurement when the oil layer is two inches thick. Therefore, a more challeng-

ing scenario is selected for this study. First, the plate is simulated 1-in. behind the

front of the box, and the subsequent range profile is shown by the “Original” trace

in Fig. 7.4. The output range profile contains only a single peak rather than two,

corresponding to the air-oil and oil-aluminum reflections. Simply oversampling the

range profile by refining the spacing of the frequency points in the compensation

matrix does reveal two peaks at the correct locations. However, these peaks would

be challenging to differentiate if more noise were present. Applying two iterations

of the RISR algorithm deepens the null between the peaks and narrows the main

lobes, resulting in a higher-quality range profile. Applying ten iterations of RISR

yields a false peak just before the first peak with no improvement to the sidelobe
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Figure 7.4: Simulated range profile of metal plate behind a 1-in. oil layer, with the
application of oversampling or RISR

levels. Peak-splitting and false peaks are common challenges when working with

oversampled data.

If the plate is instead only 0.5 inches from the front face, the main lobes are

even more difficult to distinguish, as shown in Fig. 7.5. Even with oversampling,

it is still difficult to distinguish where the two returns are located. After applying

three iterations of RISR with the velocity compensation, the returns appear at the

correct locations. The second peak after RISR appears lower in magnitude than

the upsampled case because sidelobes from the first peak were contributing to the

second main lobe in the upsampled case. RISR is also prone to mismatch loss,

which could also be contributing to the magnitude reduction [124].
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Figure 7.5: Simulated range profile of metal plate behind a 0.5-in. oil layer, with
the application of oversampling or RISR

7.3 Application of RISR on Measurements

RISR works well in simulation because the received waveform is not distorted,

and the noise is well-known. While a radar is designed to reduce noise as well

as phase and magnitude irregularities, these imperfections still contribute to the

measured results. As seen in Fig. 6.4, the measured range profile is expected to

be predominantly pink noise, with some white noise also present. With only a few

observations, it is challenging to generate an analytical model of the noise. Instead,

the noise covariance is estimated directly from a measurement of the empty scene

without a target present [124, 125]. The ADC samples of the empty scene are

denoted as xe, and the estimate is given by

σ̂2
u = xex

H
e . (7.20)
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Figure 7.6: Mearued range profile of metal plate behind a 2-in. oil layer, with the
application of oversampling or RISR

While this method addresses the noise estimation challenge, the signal model still

fails to capture the magnitude and phase errors introduced within the system.

The impact of the real-world system behavior on RISR performance is studied

by applying RISR to the measurements of the plate submerged in oil from Section

6.3. The “Original” trace in Fig. 7.6 shows the range profile created with deconvo-

lution and velocity compensation. There are two peaks at approximately the correct

locations for the air-oil and oil-aluminum boundary returns. Once oversampling is

applied, an extraneous peak appears between the two returns at R = 0.13 m. After

applying two iterations of RISR using the noise estimate in (7.20), the sidelobe is

pushed back down.

For a more challenging scenario, RISR is applied to the measurement with only

a 1-inch layer of oil, and the results are shown in Fig. 7.7. In this case, the return

from the plate will be larger because the incident wave is not attenuated as much
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Figure 7.7: Mearued range profile of metal plate behind a 1-in. oil layer, with the
application of oversampling or RISR

in the thinner oil layer. The closer proximity of the two returns also contributes to

more sidelobe contamination of the peaks. The “Original” processing merges the

two returns into a single, broad peak. By oversampling, the sidelobe interference

with the main lobes becomes more apparent, and peaks appear at 0.106, 0.122,

and 0.142 m. The expected peak locations are 0.115 and 0.137 m. Applying two

iterations of RISR pushes the first peak down, though the remaining two peaks are

not particularly distinct. It is possible that the box was shifted while moving the

metal plate during measurements, leading to an offset in the range. If so, the two

most prominent peaks after the RISR algorithm are spaced correctly. However, the

shape of the range profile is still less than ideal. Refining the model could improve

the results of using RISR on these measurements, as the system behavior is not

fully encapsulated in the current model. Obtaining measurements with a higher

SNR could also benefit the efficacy of this technique.
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Chapter 8

Summary and Future Work

8.1 Summary

This work aimed to examine wave propagation through multi-media from a

radar perspective to create a range profile that reflects the physical scene and unlock

the potential of advanced radar tools for range profile enhancement. As radar hard-

ware dynamic range has improved, even more applications for radar have become

feasible. Small reflections from signals that have traveled deep into the ground

or into a human body can now be detected, and the potential for applications like

ground penetrating radar and biomedical imaging radar has been increased. As sys-

tem bandwidths have increased, the impact of dispersion on range profiles has also

increased, as range smearing is more likely to occur, necessitating compensation to

correct this behavior.

First, the necessary electromagnetic propagation principles are presented as a

foundation for later more advanced analysis. While the IT’IS foundation provides

a database to reference the electrical properties of most human tissue types, many

household materials’ properties are only published at low frequencies or single fre-
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quency points within the microwave frequency range. Thus, one must measure the

materials themselves to understand the permittivity and conductivity over a wide

bandwidth. Several measurement methods are presented, and several common

household liquids like vinegar and oil are measured with the open-ended coaxial

probe method. Then, a complete, multiple-bounce expression for boundary con-

ditions in a thoracic cavity is derived, highlighting the importance of explicitly

modeling tissue layers rather than combing them into an average material. The

SAR calculated with the derived multi-path boundary conditions aligned well with

a full-wave simulation.

As BIR is one of the fastest-growing applications of radar transmission through

multiple media, the special considerations for illuminating biological tissue were

reviewed. The commercially available medical imaging modalities led into the

current developments of microwave imaging. Existing systems operate in tomo-

graphic or radar modes to target more simple tissue geometries close the body’s

surface. The phantoms for microwave imaging across literature have been designed

to balance stability, cost, and frequency range to serve as a test bed for system pro-

totypes. Attention was drawn to human safety, as safety requirements add another

design constraint not typically present in classic radar design. To assess the power

absorbed by the body as well as the power reflected back to the radar, the electrical

properties of some relevant human tissues were introduced.

The radar methods to convert electromagnetic signals into information about the

physical environment build upon the previous study of electromagnetic wave prop-

agation. In particular, the trade-off space for radar design was outlined, including

essential metrics like SNR and dynamic range, and several techniques to manipulate
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these performances were discussed. Attention was then focused on FMCW radar

and stretch processing. Stretch processing was shown to offer promising bandwidth

capabilities with a relatively inexpensive prototype architecture.

To create a range profile reflecting the physical environment’s dimensions when

the waveform propagates through varying media, the matched filter was adapted

to create a new method to correct for changes in the velocity of propagation. A

MATLAB stretch processing radar simulation was built to demonstrate the new

technique, initially to correct a stackup of dielectric slabs. After the compensation

method was successful in the spatially varying case, one of the dielectric slabs was

assigned a frequency-dependent permittivity. With traditional matched filtering,

this dispersion yielded a wide main lobe from beat frequency smearing. The ve-

locity compensation was extended to correct along both the spatial and transmitted

frequency dimensions to successfully yield a range profile aligned with the physical

boundaries between materials.

A prototype FMCW system was designed and assembled to operate from 2-

14 GHz. After overcoming several challenges, particularly the pink noise and

component compatibility challenges stemming from the very low beat frequency,

successful basic ranging of a metal plate was demonstrated. The radar was then

directed to a scene of a metal plate inside of an oil-filled plastic box. This config-

uration produced two primary reflections originating from the air-oil and oil-metal

boundaries. After demonstrating the importance of deconvolution in improving the

range profile quality by suppressing system imperfections, velocity compensation

is applied to the measured data. Without compensation, the second return from be-

hind the layer of oil appeared much farther in range than the physical reality. As
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oil is only slightly dispersive, compensating through only the spatial domain sig-

nificantly improves the alignment of the range profile. By applying compensation

across space and frequency, the difference between the measured oil layer thickness

compared to the physical thickness was less than 10%. Without compensation, the

error was more than 99%.

When two scatterers are close together, one peak can be hidden in the other

peak’s sidelobes. APC and RISR algorithms were introduced as range-adaptive

filtering techniques to reduce sidelobes, and the RISR technique was successfully

applied to the FMCW simulation to suppress the sidelobes between peaks. Ap-

plying RISR to measurements was more challenging due to system behavior not

captured by the model.

In conclusion, this work provides a comprehensive approach to radar captures

through multi-media, from both an electromagnetics and radar perspective to en-

able the application of advanced radar enhancement techniques. The proposed cor-

rection technique significantly improves the range profile in both simulation and

measurement.

8.2 Contributions

– First-time derivation of an FMCW matched filter that compensates for chang-

ing velocity of propagation across both space and frequency

– First time demonstration of two-dimensional velocity compensation in mea-

surement

– First-time derivation of adaptive sidelobe suppression scheme for propagation
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through multiple media

– First-time derivation of adaptive sidelobe suppression scheme with compen-

sation for a velocity of propagation outside of free-space

– Analytical study of multi-path within realistic tissue layers to aid in simula-

tion or calculation configuration

8.3 Future Work

This dissertation has begun to bridge the gap between radar and biomedical

considerations to pave the way to a more robust BIR design. The human body’s

complex geometry does not always behave as the one-dimensional stack-up used

in this analysis. The velocity of compensation matrix will need to be extended to

match an application’s dimensionality. For example, to construct a 3-D image of

the body, the matrix must capture the velocity’s variance across all three dimensions

while maintaining the frequency-varying dimension. Future work will look into the

tuning of the compensation to correct errors in the initial stackup estimate, both in

thicknesses and electrical properties. The impact of multi-media propagation on

Doppler will need to be explored in order to eventually generate radar images.

Demonstrating the power of the velocity compensation technique and evidence

of its applicability to BIR would benefit from measuring more complex scenes.

Thinner layers, more dispersive materials, and variance across more dimensions

would showcase the technique’s robustness. A non-human biological material, such

as chicken breast, is also a good candidate for the near-future measurements. To

carry out these measurements, system adjustments would be helpful to improve the
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range profile quality. A signal generator designed with FMCW in mind, including

a faster chirp rate and excellent harmonic filtering, would reduce the unwanted sig-

nals in the output. Packaging the system components more intentionally to avoid

long cables and cross-talk would reduce phase distortion and improve system porta-

bility.

Tissue layers are often very close together with a significant disparity in their

reflection magnitudes. Thus, the sidelobe suppression in Chapter 7 must be further

explored to differentiate between closely-spaced scatterers. The improvements to

the radar hardware may inherently improve RISR’s performance. A faster chirp

rate could increase the beat frequency into a white-noise dominant frequency band.

In this case, common radar techniques like coherent averaging could be employed

to improve the SNR, yielding a higher quality range profile. However, it is also

possible that a more accurate signal model must be derived or other range estimation

techniques must be considered.
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