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Abstract 

Protonic Ceramic Fuel Cells (PCFCs) are an emerging mid-temperature fuel cell 

technology that specializes in electrochemically converting chemical energy into electrical 

energy. These PCFCs have been suggested as a future technology for flare mitigation through 

the cogeneration of power and useful chemicals. PCFCs are here proposed to accomplish 

this purpose by utilizing the wasted methane and C2 components at these flaring sites to 

produce electricity, hydrogen, and aromatics. In this study, a numerical methane-fed 

protonic ceramic fuel cell model is developed utilizing recent advancements in PCFC 

fabrication, innovation, and experimentation. The model used a tubular PCFC geometry and 

implements mass and energy balances, as well as electrochemical, and kinetic equations 

solved using Engineering Equation Solver (EES) to predict the viability of the PCFC system. 

The system exhibits a very small power density on the order of ~0.01 𝑊/𝑐𝑚 , which is much 

lower than other fuel cells due to the chosen catalyst prioritizing the slower kinetics of 

methane dehydroaromatization. However, the results also indicate that the production of 

value-added aromatics allow the system to potentially be very economically friendly if the 

manufacturing costs can be brought down to 65% of their current costs. The realistic PCFC 

model is also compared and measured against competing technologies and is found to be 

competitive with current power production practices. The results of this study highlight the 

potential of PCFC technology to transform wasted energy into economic and environmental 

gains, o ering a significant step forward in hydrogen-based sustainable energy practices. 
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Chapter 1: Introduction 

 

1.1 Current Situation with Emissions 

Climate change is becoming an apparent problem as the world continues to increase 

greenhouse gas (GHG) emissions. The exponential increase in GHG emissions in the world 

are directly responsible for global warming, increasing the average surface air temperature 

by about 1°C since 1900 [1]. The vast majority of that increase has occurred since 1990 and 

can be directly correlated with the expanded use of fossil fuels [1]. The release of GHG can 

continue to adversely a ect global warming for over 100 years after its release; so, as the 

need for energy continues to grow across the globe, a need for cleaner energy production 

methods is necessary to mitigate the detrimental e ects of GHG emissions.  

In 2021, the U.S. was the second-highest emitting country, accounting for more than 

10.85% of the world’s total production-based greenhouse gas emissions [2]. Of this total, 

methane emissions are responsible for about 17% of the country’s GHG emissions’ 

anticipated warming e ect over the next 100 years[3]. While CO2 is the most common and 

longest lasting GHG, methane has a much shorter average post-release lifetime of only 

around 12 years [4]. However, in this short 12 year span, methane has a much larger overall 

warming e ect than CO2, despite the longer lifetime of CO2 [4]. Therefore, reducing methane 
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emissions could provide a much more immediate impact on global warming due to its short 

lifetime.   

In the U.S., the energy sector is responsible for 40% of the total methane emissions, 

with two of the leading causes being flaring and venting of natural gas. Flaring is the process 

of igniting natural gas so that it combusts into CO2 and byproducts, whereas venting directly 

releases it into the atmosphere. Overall, the U.S. flares about 1.3% of the total natural gas it 

collects from deposits, and while this number sounds insignificant, it equates to nearly 1.5 

billion cubic feet per day (Bcf/d) [5]. These processes are sometimes necessary in oil and gas 

production for safety reasons, but it is more common to see flaring and venting occur simply 

due to the price of processing outweighing the final product. This is an unfortunate 

occurrence that largely plagues oil and gas wellheads in remote locations, not connected to 

pipeline infrastructure. The added cost of processing the natural gas for transportation (often 

entailing a sweetening process and cooling to cryo-liquid temperatures) makes natural gas 

uneconomical for many remote oil and gas producers. This is most pronounced in the U.S. 

in North Dakota and Texas, two of the largest producing fossil fuels fuel states. Infrastructure 

capacity constraints account for 84 percent of flaring that occurs in North Dakota and 64 

percent in Texas [6]. The impact of the infrastructure limitations’ in just these two states on 

flaring is shown in Figure 1.1. 
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Figure 1.1: Current U.S. Flaring and Venting Rates gathered from U.S. Energy 
Information Administration [7]. Note: this data is gathered from the federally reported 

flaring and venting. Some states do not collect or report this data. 

Figure 1.1 shows that the remote locations’ limited access to pipeline infrastructure 

in Texas and North Dakota make up a huge portion of the total flaring in the country. It is also 

worth noting that the substantial decrease in flaring in 2020 and 2021 can be partially 

attributed to the COVID-19 pandemic that resulted in the price of oil barrels reaching less 

than $0 [8]. Regardless, 70% of natural gas sent to flares are sent to flares that run on a near-

constant basis [9], and these remote locations make up a significant portion of that number.  

1.2 Role of Electrochemical Cells 

In light of the issues discussed above, many investors and government programs are 

looking into developing technologies that can mitigate flaring in all scenarios [10]. One such 

promising technology is protonic ceramic fuel cells (PCFC). Fuel cells are designed to 

harness chemical energy and directly transform it into electrical energy. Fuel cells have been 

earmarked as having incredible potential in the energy sector since this process is not 

limited by the Carnot cycle like other energy systems. 
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Fuel cells are particularly desirable because they can store and create clean, green 

energy, so long as the materials provided are also collected through renewable methods. 

They have become more and more viable especially due to the drastic improvements made 

since 2005 [11]. Despite improvements, fuel and electrolysis cells are not currently used in 

the natural gas market, but they have the potential to make a remarkable di erence in a 

variety of areas, especially relating to chemical production and power plants due to their 

ability to run on methane and natural gas [12], [13].  

 

Figure 1.2: Implementation of PCER for flaring mitigation 

Figure 1.2 above shows one such potential application wherein a protonic ceramic 

electrochemical cell reactor (PCER) is theorized to be particularly useful as a natural gas 

reactor the cogenerates power and aromatic chemicals from natural gas. This theory was 

originally published by Liu et al but is yet to be theoretically or practically confirmed [13]. If 
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such reactors could be placed in the natural gas process just prior to the flare, there could 

be great environmental improvements and a drastic increase in the overall output and utility 

of the natural gas, especially as PCFCs continue to improve[11].  

The idea of utilizing methane in fuel cells for the cogeneration of power and value-

added chemicals has been a topic of several studies [14], [15], [16], but it is far more 

common for studies to focus on either power or chemical production. A common practice, 

which is utilized throughout this work, is for these processes to be distinguished by referring 

to the system as a PCFC when the intention is power production and a protonic ceramic 

electrochemical (or electrolysis) cell (PCEC) for chemical production. For example, Hong, et 

al. published a PCFC study in 2023 boasting an incredible methane conversion rate of up to 

>85% at 700 °C from a methane and carbon dioxide mixture to produce syngas [17]. 

However, his study does not discuss power generation results from the cell, so this would 

designate it as a PCEC system for the purpose of discussions in this work. To consider the 

idea of cogeneration, PCFC and PCEC studies are considered together under the umbrella 

of PCERs throughout this work. 

1.3 Project Description 

1.3.1 Rationale 

In light of the possibility suggested by Figure 1.2, the aim of this work is to ascertain 

the theoretical and economic viability of implementing a protonic ceramic modular reactor 

to cogenerate power and aromatics to utilize currently stranded/flared natural gas. PCERs 

optimized for the cogeneration of power and aromatic chemicals from methane/natural gas 
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are yet to be assembled. As such, there is no specific experimental data from which to build 

a theoretical model to estimate the benefits of such a device. Therefore, this work utilizes 

the knowledge of existing PCFCs and aromatic chemical production catalysts to estimate 

optimal parameters and capabilities of the system. The goal for the optimized model is to 

achieve the following outcomes [18]: 

1. Achieves >30% natural gas conversion 
2. Achieves an aromatics yield of >50% 
3. Overall >90% reduction in CO2 emissions 

1.3.2 Project Objectives 

 Develop a model for the PCER theorized by the DOE goals 

 Optimize input parameters for the PCER system 

 Identify realistic power and chemical outputs from such a system 

 Perform a rough economic analysis to establish minimum performance 

capabilities 

1.4 Thesis Structure 

The thesis is organized into 6 chapters. The subsequent chapters and sections are 

outlined as follows: 

Chapter 2 discusses the technological background necessary for this project. This is 

done by first discussing the operation of fuel cells and how they fit into a power system in 

section 2.1. This is followed by a large discussion on the methane dehydroaromatization 

(MDA) reaction in section 2.2, since understanding the reaction is critical in e ectively 
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modeling the PCER’s capabilities. Finally, these discussions are merged to introduce the 

suggested MDA reaction mechanism in the PCER in section 2.3. 

Chapter 3 details the model formulation and the exact constants used for the 

reaction and electrochemical cell sub-models. Appropriate justification is provided as to 

why some methods and approaches are chosen over others.  

Chapter 4 highlights the results from the PCER model. This is done by first validating 

the model in section 4.1, and then identifying important parametric relationships and 

guidelines for the PCER operation in subsequent sections. 

Chapter 5 includes an economic discussion and considers the results from chapter 

4 to determine whether the suggested PCER system is economically viable. An Aspen-HYSYS 

model is used to reliably estimate the cost and returns of the PCFC system. 

Chapter 6 provides a summary of conclusions and recommendations for further 

research e orts.   
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Chapter 2: Technological Background 

2.1 Fuel Cells 

2.1.1 Fuel Cell Concepts 

While there are many types of fuel cells, PCFCs represent one of the most promising 

avenues of energy storage systems for future industrial applications. One of the biggest 

draws to PCFCs over other fuel cell types like solid oxide fuel cells (SOFC) is due to their 

ability to operate effectively in intermediate temperature ranges of ∼  400 − 750 °C [19], 

whereas SOFCs require temperatures of 600-1000 °C. 

The setup and process within a PCFC is relatively straightforward. Fuel cells can 

operate as a galvanic reactor consisting of an anode and cathode, usually separated by a 

conductive electrolyte. This stack of three mediums is often referred to in literature as the 

positrode, electrolyte, negatrode (PEN) assembly. In a PCFC, hydrogen-rich fuel is supplied 

to the anode, which is ionized and passed through a proton-conducting electrolyte to react 

with oxygen that is supplied on the cathode side to output water. As the hydrogen is 

dissociated into protons, the emitted electrons are passed through a circuit, generating 

power as shown in Figure 2.3.  
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Figure 2.3: Standard hydrogen-fed PCFC mechanism 

The cell reactions can be represented as follows: 

 

 𝐻 → 2𝐻 + 2𝑒  anode reaction (2.1) 

 0.5𝑂 + 2𝐻 + 2𝑒 → 𝐻 𝑂 cathode reaction (2.2) 

Equations 2.1 and 2.2 combine to create the water formation reaction. This reaction 

is very exothermic and can help reach and/or maintain the high operating temperatures in 

the cell.  

2.1.2 Fuel Flexibility 

PCFCs always achieve their highest efficiencies when hydrogen is the fuel, but 

hydrogen is a very expensive feedstock and is one of the biggest challenges in justifying 

industrial application. Alternatively, PCFCs have proven capable of running on natural gas, 

methane, ethanol, propane, butane, ammonia and other hydrogen-rich hydrocarbons [12]. 

This is possible due to the high temperature of the cell, which helps to provide the activation 

energy needed for the decomposition of hydrocarbons into carbon and hydrogen. For 

methane and natural gas, which is the focus of this study, the power output of the cell has 

shown a drop to roughly 60% of its hydrogen-fed counterpart [12].  
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2.1.3 Challenges and developments in PCFCs 

There are a variety of challenges faced by PCFCs. Some notable challenges include, 

but are not limited to the following points: 

 Stability and resistance to coking [13] 

 Applying economic and effective seals across the channels and materials 

during manufacturing [20] 

 Mismatches in coefficients of thermal expansion (CTE) resulting in high 

internal stress [19] 

The lower temperature of PCFCs can help alleviate some of the coking and internal 

stress, but these issues require advancements in the materials science of the catalyst, 

electrolytes and electrodes to truly be mitigated.  Issues with seals are much more 

significant in planar cells than they are in tubular configurations. 

Many incredible advancements have been made with regard to improving the 

materials used in the PEN assembly. Some studies focus on manufacturing [21], while 

others focus on catalyst development, such as designing for improved selectivity of 

products [22]. Kasyanova et al. wrote a remarkable review discussing the advancements of 

recent PCFC studies [19]. Some of their referenced studies, along with other works directly 

applicable to this study are shown below in Table 1.1: 

Table 1.1: Notable recent works in PCFC experimental studies 

Electrolyte (E) and Cathode (C) Compositions Power Density Features Year Ref 

E: BaCe . Zr . Y . O  (< 5 μm) 
C: Ba . BaCe . Zr . Y . O Sr . Co . Fe . O  

500 °C: 535 mW/cm   
600 °C: 1302 mW/cm   

High performance, low 
stability/durability in a 
5x5 cm  working area 

2018 [23]  

E: BaCe . Zr . Y . O  (10 μm) 
C: La . Sr . Fe . Mo . O  

650 °C: 851 mW/cm   
700 °C: 1174 mW/cm   

Modification of 
La . Sr . FeO  with 
molybdenum 

2021 [24]  
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E: BaCe . Zr . Y . Yb . O  (25 um) 
C: Ba(Co . Fe . Zr . Y . ) . Ni . O  

500 °C: 270 mW/cm   
550 °C: 450 mW/cm   
600 °C: 660 mW/cm   

Triple-conducting 
electrode with improved 
electrochemical activity 
and reduced CTE 

2021 [25]  

E: BaCe . Zr . Y . Yb . O  (14 um) 
C: La . Sr . Co . Fe . O − BaCe . Zr . Y . Yb . O  

500 °C: 240 mW/cm   
550 °C: 380 mW/cm   
600 °C: 570 mw/cm   

Introduction of porous 
interlayer between E and 
C 

2021 [26] 

E: BaCe . Zr . Y . Yb . O  (25um) 
C: La . Sr . Co . Fe . O − BaCe . Zr . Y . Yb . O  

500 °C: 188 mW/cm   
550 °C: 294 mW/cm   
600 °C: 465 mW/cm   

Tubular PCFC with 
working area of 2.3 cm  

2021 [27] 

E: BaZr . Ce . Y . Yb .  (7 um) 
C: PrBa . Sr . Co . Fe . O  

NH : 700 °C: 1060 mW/cm   
H : 700 °C: 1330 mW/cm   

Tubular PCFC, fueled by 
NH  and H , prepared by 
phase inversion 

2022 [28] 

E: BaCe . Zr . Y . O  
C: LaNi . Fe . O − Sm . Sr . CoO  

600 °C: 425 mW/cm  
650 °C: 728 mW/cm  
700 °C: 1427 mW/cm  

New combination of 
perovskite and 
materials for cathode 

2022 [29] 

E: BaSn . Zr . Ce . Y . Yb . Dy . O  600 °C: 318 mW/cm   
Promising new proton 
conductor 2022 [30] 

E: BaCe . Zr . Y . Yb . O  (BCZYYb)  
C: Ba . La . Fe . Zn . O − BCZYYb 

550 °C: 174 mW/cm   
600 °C: 342 mW/cm   
650 °C: 601 mW/cm   
700 °C: 847 mW/cm   

Introduction of a nano-
structured active layer 
to expand triple phase 
boundary 

2023 [31] 

E: 𝐵𝑎𝑍𝑟 . 𝐶𝑒 . 𝑌 . 𝑂  
C: 𝑆𝑟 𝐹𝑒 𝐶𝑜 𝑂 + 𝐵𝑎𝑍𝑟 . 𝐶𝑒 . 𝑌 . 𝑂  550 °𝐶: 550 𝑚𝑊/𝑐𝑚   

Excellent triple-
conducting cathode 
material SFC+BCZY 

2023 [32] 

E: BaCe0.2Zr0.7Y0.1O3−δ(BCZY27) (12um) 
C: BaCo0.4Fe0.4Zr0.1Y0.1O3−δ (11um) 650 °𝐶: 196 𝑚𝑊/𝑐𝑚  

Introduces new 3D 
printing method for 
mass-producible 
tubular PCFCs 

2023 [21] 

E: 𝐵𝑎𝐶𝑒 . 𝑍𝑟 . 𝑌 . 𝑌𝑏 . 𝑂  
C: 𝐵𝑆𝐶 + 𝑃𝐵𝑆𝐶𝐹 

𝐻 : 600 °𝐶: 1640 𝑚𝑊/𝑐𝑚  
𝐻 : 450 °𝐶: 770 𝑚𝑊/𝑐𝑚  
𝐶𝐻 : 500 °𝐶: 550 𝑚𝑤/𝑐𝑚  

Incredible peak power 
densities at lower 
operating temperatures 

2023 [33] 

 

2.2 Methane Dehydroaromatization 

2.2.1 Benzene Production Pathways 

Benzene plays an important role in the global economy as it is one of the foundational 

components of many commonly used industrial products like plastics, synthetic fibers, 

resins and nylon. In addition, benzene plays a role in the production of many lubricants, 

detergents, drugs, dyes, rubbers, and pesticides [34]. With a strong worldwide need for 

benzene, it has become one of the top 20 chemicals for production volume in the world [34], 

[35].  

Currently, around 70% of the world’s benzene production comes from naphtha via 

catalytic reforming and steam cracking [36]. These are multi-step processes that require a 
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variety of intermediates and output a mixture of components that include aromatics like 

benzene, as well as alkanes, cycloalkanes, hydrogen, and light gases [37]. This leads to a 

relatively complex separation process to isolate these di erent chemicals.  

MDA o ers a high upside alternative to these expensive processes. The MDA process 

is a direct conversion from methane to benzene, aromatics, and hydrogen. This process is a 

more direct route, with fewer intermediates and overall has a much less  complex process 

than the more mature naphtha reforming [38]. Therefore, it has the potential to reduce costs 

and increase profitability for chemical manufacturers of benzene.  

 

Figure 2.4: Published research articles related to MDA. 

The potential of MDA is reflected in the research studies around it. Figure 2.4 shows 

the rapidly growing interest in MDA research from the scientific community. The growing 

interest is proof of the potential economic and societal impact of the process in a variety of 

a ected industries. This section covers the following objectives: I) establish a global need 

for benzene; II) discuss the theoretical reaction mechanisms for MDA; III) Analyze the 
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existing popular means of MDA (fixed and fluidized bed reactors); IV) determine the potential 

for using electrochemical means (PCFC) of achieving MDA. 

2.2.2 Essentiality of Benzene Production  

Benzene, toluene, and xylene (BTX) are often referred to as “value added chemicals” 

due to their usefulness as feedstocks for other products [39]. The namesake “value added” 

is especially true in comparison to methane, since benzene is far easier to transport and also 

functions as a fundamental building block in the chemical industry.  

The global market size of benzene is expected to grow by about 4.6% annually through 

at least 2028 due to its prominent role in several massive industries [40]. For example, the 

materials derived from benzene play crucial roles in automotive fabrication and batteries for 

the growing electric vehicle market. In addition, many insulation materials and adhesives 

require benzene, making it required for the construction industry. Lastly, benzene’s unique 

properties are also helpful for making many kinds of pharmaceutical compounds and 

medicines, establishing it as a building block of the pharmaceutical industry [40].  

The economic impact of MDA would benefit all these global industries, but arguably 

the most important benefit could lie in the fact that MDA can be a reliable consumer of 

methane. As crude oil continues to be depleted as well as increase in cost, there is a growing 

need to open a new source for benzene without oil/naphtha as the raw material [41]. 

Methane fits this need very well. In addition, methane can be produced through biological 

processes using renewable sources such as biomass or organic waste in a process called 

biomethanation or anaerobic digestion. In this case, methane is considered renewable 
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because the feedstock (biomass or organic waste) can be continuously replenished through 

natural processes such as plant growth or waste generation.  

However, even with the potential benefits, benzene and aromatic production come 

with a few notable societal drawbacks. For example, where once benzene was used as an 

important additive in gasoline production due to its high octane number, this practice has 

since become much more moderated due to its carcinogenic nature. Benzene is potentially 

harmful enough that the Center for Disease Control and Prevention (CDC) goes as far as 

recommending that people should not live near gasoline fueling stations and not even let 

their children play around them [35]. In light of this drawback, it is important that great care 

is taken to mitigate direct human exposure to benzene.  

The MDA process is not yet widely practiced in industrial settings due to its immaturity 

compared to existing benzene production methods. In other words, there are certain 

aspects of the process that must be improved before the full potential of MDA can be 

implemented and realized. To do that, a thorough understanding of the chemistry and 

thermodynamics of the reaction is required. 

2.2.3 Chemistry of MDA 

MDA is defined by the transformation of methane into benzene and hydrogen as 

shown below: 

 𝐶𝐻 → 𝐶 𝐻 + 9𝐻               (Non-oxidative) (2.3) 

 6𝐶𝐻 + 4.5𝑂 → 𝐶 𝐻 + 9𝐻 𝑂  (Oxidative) (2.4) 
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This is a strongly endothermic reaction and therefore typically requires high 

temperatures to see significant results. It is generally accepted that MDA occurs under two 

di erent conditions: oxidative and non-oxidative. While still endothermic, MDA is more 

thermodynamically favorable in oxidative conditions. Although, Han et al. discovered in 1992 

that the benzene selectivity over zeolite catalysts was only ~3% in oxidative conditions due 

to an overabundance of CO and CO2, which tracks with the oxidative production of syngas 

[42]. In 1993, Wang et al. experimented with non-oxidative MDA and reported that while it 

still may not be very thermodynamically favorable (meaning low conversion rates), there are 

very low levels of byproducts [43]. This was the beginning of a great spark of research looking 

to improve non-oxidative MDA. 

 Over the last 30 years, the most commonly practiced reaction conditions include a 

temperature generally around 700 °C (973°K) and a pressure of 1 bar [38], [43], [44]. While 1 

bar has been the most studied condition, it is worth noting that even at the early stages of 

MDA research, it was identified that an increased overall and partial pressure of methane 

correlated with an increased yield of benzene over otherwise identical reaction conditions 

[43], [45]. The maximum conversion and selectivity of benzene and aromatics has improved 

with catalyst development, with the current conversion rates around 12-18% and selectivity 

reaching up to 90% in fixed and fluid bed reactors [41], [44], [46], [47], [48].  

2.2.4 Reaction Mechanisms 

Various researchers have had di ering opinions on the exact reaction steps, 

mechanisms and kinetics of MDA, but there have been several consistent findings 
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throughout the available data. A few of these can be consolidated into the following points 

[38], [41], [42], [43], [44], [46], [47], [48], [49], [50]: 

1) Mo/ZSM-5 (or Mo/HZSM5) works as a bi-functional catalyst, i.e. there are two 

active reaction sites. 

2) At the beginning of the reaction, there is an induction period wherein MoOx 

species are reduced to Mo2C or MoOxCy by methane.  

3) Coke formation occurs quickly on the catalyst leading to catalyst deactivation, 

especially at higher temperatures. 

Attempts to define a reaction rate and kinetics for MDA are merely theoretical up to 

this point, with various researchers coming to di ering conclusions. This is primarily 

because the identity, standard Gibbs energy, and surface coverages of the intermediate 

species are not able to be determined experimentally since the reaction steps are not 

distinguishable in steady state [51]. Instead, pulsed reaction techniques are combined with 

quasi-in-situ spectroscopic characterization to definitively outline 3 primary reaction stages 

[52], [53], [54]. 

i) Activation: This stage involves the autocatalytic reduction of Mo(VI) with 

carbon monoxide (CO) as the primary carbon-containing product. 

ii) Induction: This stage is characterized by the formation of surface carbon 

species. 

iii) Autocatalytic Formation of Benzene: This final stage is where the formation of 

benzene occurs.  

Once again, the details of how these various stages happen are still unconfirmed, 

with varying theories being applied and models attempted. However, all the significant 

theories involve some mixture or isolation of acetylene, ethane, and ethylene as 
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intermediates in the reaction. These theories can be divided into two primary categories as 

shown in Figure 2.5 below [44].  

 

 

Figure 2.5: Proposed MDA reaction pathways  

The Bifunctional mechanism is the most thoroughly covered topic and represents the 

leading theories for MDA reaction mechanisms. The hydrocarbon pool mechanism has been 

proposed only recently and the intermediates are largely unknown [44], [52]. Kosinov et al. 

states that both these fundamental mechanisms could potentially even be co-existing in the 

MDA reaction [55]. While neither theory can be wholly ruled out, an overwhelming amount 

of literature agrees that there is likely to be some form of C2 molecules as intermediates as 

shown in the bi-functional mechanism [38], [41], [42], [44], [45], [47], [49], [50], [51], [52], 

[53], [56], [57], [58], [59], [60], [61], [62]. Since the majority of the research, available data 

and theoretical models to date discuss and utilize the bifunctional mechanism, that is the 

mechanism used for this study. 
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2.2.5 Bifunctional Mechanism 

For the bifunctional mechanism, Razdan et al. [51] suggested the following scheme 

since he hypothesized that, of the C2 intermediates, acetylene is easily the most readily 

aromatized into benzene.  

6𝐶𝐻 ⎯⎯ 3𝐶 𝐻 ⎯⎯ 3𝐶 𝐻 ⎯⎯ 3𝐶 𝐻 → 𝐶 𝐻  

In Razdan’s scheme, ethylene dehydrogenation to acetylene is proposed to take 

place at Mo sites, while acetylene aromatization may be catalyzed by either Mo or Bronsted 

acid sites [51]. This somewhat all-inclusive setup is relatively complex compared to other 

successful models. For example, Fila et al. performed their work in 2015 under the 

assumption that ethylene is the only primary intermediate since it can be a byproduct of the 

reaction [45]. This assumption that ethylene is the primary (or only) intermediate is the most 

common practice seen over the last 30 years, but recent studies and models have combated 

this idea. In 2020, Razdan et al. performed a kinetic study and arrived at the conclusion that 

ethane is the initial product of C-C coupling, while acetylene is the aromatizing intermediate 

[51]. Likewise, in 2019, Vollmer et al. performed another study that showed very di erent 

reactivities of ethylene and methane over Mo-ZSM-5 and arrived at the conclusion that 

“ethylene might not be the actual intermediate” [44], [60]. The combination of Razdan’s and 

Vollmer’s studies indicate the wide variety of opinions and discussion on the reaction 

mechanism. Despite this variety, it is important to note that most of the literature supports 

the idea of ethylene as an intermediate, and this idea is commonly represented in modeling 

e orts. Only more recent studies indicate that ethylene is likely joined by several other 

intermediates [51], [60]. 



19 
 

It is also interesting to note the e ect of various additives on the reaction. For 

example, Skutil et al. found that adding small amounts of CO and CO2 to the methane 

resulted in enhanced catalyst stability and promoted benzene production [54]. However, 

large amounts of carbon oxides would completely suppress the catalyst activity very quickly. 

Similarly, adding large amounts of water (9.5%) had the same e ect of complete catalyst 

deactivation. Additionally, aiding the case for C2’s as intermediates, adding minor amounts 

of ethylene and ethane to the inlet methane stream significantly increased benzene yield 

[54].  

2.2.6 Modeling the MDA Reaction 

Many attempts have been made to simulate the MDA process in an e ort to envision 

it in an industrial setting. One of the earliest attempts was made in 2001 when Lin Li et al. 

generated a model with CHEMKIN using a detailed reaction-transport model with a plug flow 

tubular reactor [59]. This model was successful at 950 °K and a CH4 partial pressure of 0.5 

bar, utilizing ethylene as the only intermediate. The model also assumed production of both 

benzene and naphthalene. In 2018, Zhu et al. also suggested a model with the same 

products and ethylene as the intermediate. Zhu et al.’s model made use of a Langmuir-

Hinshelwood model governed by 3 global reactions: methane to ethylene, ethylene to 

benzene, and benzene to naphthalene [61]. 

Zhu et al.’s model successfully simulated existing data from an isothermal packed 

bed reactor and is one of the most conclusive and definitive modeling attempts to date. The 

findings from this model have important implications for both research and industrial 

application. For research and development purposes, this model insinuates that the MDA 
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reaction can be accurately modeled to predict aromatic yield with ethylene as the 

intermediate, regardless of whether other intermediates or hydrocarbon pooling take place. 

The model also confirms the fact that methane recycling is required in commercial scale up 

for MDA. This is due to the methane conversion rate being equilibrium-limited to only 12% in 

the model. As a result of this limitation, a variety of researchers have suggested the 

implementation of extracting the hydrogen through a membranous wall or through pressure 

swing adsorption to increase the methane conversion [57], [58], [61]. While this strategy 

undoubtedly increases methane conversion, it has also shown the potential to shift some of 

the benzene selectivity to other aromatic products [61].  

In another attempt to simplify the kinetic model, Zuoan Li et al. proposed a Langmuir-

Hinshelwood model in 2012 that ignored intermediates altogether as seen below [63].  

𝑟 =

𝑘 𝑓 1 −
𝑓 𝑓

𝐾 𝑓

1 + 𝐾 𝑓 + 𝐾 𝑓 + 𝐾 𝑓
 

While ignoring intermediates is ine ective for chemical reaction analysis, the goal for 

this model was merely to establish e ective fluid dynamics parameters for the reaction and 

reactor. It was determined that methane conversion rates could be increased by decreasing 

pressure and space velocity and increasing temperature [63], although it has also been 

experimentally proven that increasing the temperature too much can also drive up coke 

formation and even deplete aromatic selectivity [50]. However, it is also worth noting that 

while Li’s report agrees with previous work [38] in stating that decreasing pressure also 

increases methane conversion percentage per pass, other studies have clearly shown that 

increased pressure yields an increase in total aromatic production and methane conversion 
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[44], [52], [53]. Therefore, a balance can be found in conversion rate and selectivity through 

pressure and temperature. 

The last important MDA modeling e ort considered here comes from the work of 

Jeong et al. [64]. Jeong’s work is chosen as the foundational kinetic model for this study due 

to the e orts taken to establish detailed kinetic parameters for the MDA reaction over 

Mo/HZSM-5 catalyst. This task was completed using a six step reaction mechanism that 

included methane, ethylene as the intermediate, and benzene, naphthalene, toluene, and 

ethane as products shown in Figure 2.6 below [64]: 

 

Figure 2.6: Kinetic model setup from Jeong et al. [64] 

Utilizing Langmuir-Hinshelwood expressions, Jeong et al. was successfully able to 

mimic the results of a fixed-bed quartz reactor at atmospheric pressure and 700 °C. This 

particular experimental setup is very close to what was used by Zhu et al. [65], whose work 

is used for the validation of the model in Chapter 3. The results from the studies indicate that 

the ideal temperature for MDA is approximately 700 °C, as benzene yield and methane 

conversion both dropped at more elevated temperatures (750+°C) due to coking [64]. 

Additionally, toluene and ethylene represented a very small amount of the total product 
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(<0.1% yield) after 2 hours on the catalyst. Naphthalene was a little more prominent but 

benzene was the clear primary product from the MDA reaction [64]. 

2.2.7 Catalyst Breakdown 

Mo/ZSM-5 has been a focal point of study in the MDA reaction for decades, known for 

achieving benzene yields close to thermodynamic limits (5-15% at 600-800 °C) with a high 

benzene selectivity (70-90%) across various space velocities and methane partial pressures 

[44]. The bifunctional nature of the catalyst functions such that Mo and Brønsted acid sites 

can alternate to complete the reaction process. As such, the degree of Mo-loading strongly 

influences the catalyst activity, with too much and too little Mo-loading having adverse 

e ects on MDA. The majority of modern studies have estimated the ideal loading at 

somewhere between 4.5%-6% Mo wt% without catalyst promoters [44], [50], [54], [66], [67], 

[68]. However, this loading percentage can change when other metals or promoters are 

implemented with Mo [65] 

One of the most important aspects of catalyst preparation for MDA is the mitigation 

of coke formation. After a thorough analysis, Zhang et al. conclude that there are three types 

of inhibiting coke formation throughout the Mo/ZSM-5 catalyst [66], [69]: 

1) Coke formation on Mo sites inside the zeolite channels, deactivating CH4 

activation 

2) Coke formation on Brønsted acid sites inside channels, narrowing the cross 

section and inhibiting the aromatics from di using 

3) External coke formation at the channel mouth blocking reactants from entering 

and products from leaving 
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Understanding these three types of coke formation leads to improved coke 

management such as regeneration, coke burn o , or other strategies. Optimizing reaction 

parameters, recycling, and regeneration are common ways to mitigate these formations, but 

these are limited in how much they can economically benefit the process without further 

developments in the catalyst e ectiveness for MDA.  

2.2.8 Industrial Challenges 

For industrial MDA application, there are three significant challenges to overcome 

due to the nature of MDA being an equilibrium-limited, endothermic reaction as discussed 

above. These issues are first, e ectively supplying the su icient heat of reaction; second, 

achieving an e ectively high methane conversion and benzene selectivity such that the 

system can be competitive with existing benzene and aromatic production technologies; 

and third, reducing regeneration time required due to coke formation. 

2.3 Electro-catalysts for MDA 

Industrial methane reforming and processing usually takes place in large reactors for 

processes like steam reforming, water gas shift reactions, and other processes. Packed and 

fluidized beds are often used to produce and isolate certain products like ethylene and 

syngas [13], [70], [71]. A promising alternative for methane reforming yet to be industrialized 

is the use of electrochemical cells. Specifically, PCERs have great potential to be both more 

economically and more environmentally friendly than current industrial practices. 



24 
 

2.3.1 Electrocatalyst Reaction Mechanism 

PCEC systems are designed to conduct ions like protons (and sometimes O2-) and 

should not necessarily play a role in the MDA reaction mechanism itself. The advantage 

instead lies with a hybrid process that continually removes hydrogen that helps alleviate the 

equilibrium limitation faced by standard fixed and fluidized-bed reactors. Hydrogen removal, 

or conduction in PCECs, can greatly increase aromatic selectivity as discussed earlier [57], 

[58], [61], [66].  

Additionally, the electrolyte membrane in PCECs exhibit minor oxygen-ion 

conductivity since PCEC electrolytes are not truly pure hydrogen conductors [72]. Liu et al. 

and Morejudo et al. both note that this attribute enables the concurrent limited-injection of 

oxygen to the methane aromatization electrode, which helps burn o  coke by selectively 

reacting with hydrogen and hydrocarbons to produce water and carbon dioxide, which 

mitigates deactivation due to coking, as shown in Figure 2.7 [13], [73]. 

Studies and tests to this point for MDA application in PCECs have generally required 

a standard MDA catalyst like Mo/ZSM-5 to be partially coated or otherwise integrated into 

the methane-fuel side of the PEN assembly. In this way, the methane can undergo the 

catalyst-enhanced dehydroaromatization, and then the resulting hydrogen is conducted 

away by the electrochemical process. This combination also helps the thermodynamics of 

MDA since the hydrogen must dissociate prior to conducting across the electrolyte, which is 

an exothermic process that helps provide heat for the endothermic MDA.  
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Figure 2.7: MDA reaction mechanism in a protonic ceramic electrochemical cell, 
using a co-ionic membrane. 

2.3.2 PCERs with MDA 

Not many experiments have been performed yet to fully understand how much 

benefit there is to be gained from utilizing PCEC for MDA. However, Morejudo et al. 

performed one of the first trial studies, implementing MDA catalysts such as Mo/ZSM-5 and 

Mo/MCM-22 into a cell membrane reactor that acts just like a PCEC [73]. 



26 
 

 

Figure 2.8: Comparing a protonic cell membrane reactor (PCEC) with the standard 
practice of a fixed bed reactor (FBR) for aromatics yield and catalyst durability [73] 

The results in Figure 2.8 show exactly what has been theorized about the possibilities 

of hydrogen removal and oxygen injection: increased aromatics yield and greatly enhanced 

catalyst stability. However, this particular study was performed at 700+ °C, therefore the 

temperature reduction improvement was not realized at this 2016 study. Great PCEC 

catalyst improvements have occurred since then to lower the operating temperature [33], 

but these are yet to be tested with MDA applications.  

MDA is a developing process that continues to improve with further enhancements 

to the catalyst. As the process continues to be optimized and catalysts developed, there is 

great potential for industrial application in the future. Zhang et al. even proposed that it could 

play an integral role in future sustainable carbon circulation systems. [66] More still needs 

to be learned about the MDA reaction to truly optimize the catalyst, especially regarding 

confirming intermediates and further studies into the hydrocarbon pooling mechanism [44], 

[50], [52], [53], [66]. As these studies take place, it is reasonable to assume that further 
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application avenues could be considered, and small-scale industrial applications will begin 

to take place. Additionally, there is great potential of MDA implementation with PCERs as the 

advancements in both categories allow for a synergistic e ect resulting in an enhanced 

conversion rate and selectivity for MDA and increasingly lucrative byproducts from the PCER 

system.  
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Chapter 3: Modelling the Tubular PCFC 

3.1 Modelling Overview 

This chapter provides a detailed walkthrough of the model formulation. To model the 

PCFC, Engineering Equation Solver (EES) is used. EES is an iterative simultaneous solver that 

requires e ective initial guesses and boundary conditions for all variables in order to 

converge a proper solution.  

The modeling of PCFC systems is still a rapidly growing field of study [74]. 

Unfortunately, there are relatively few references of studies performed for modeled tubular 

PCFC systems. Experimentally, planar button cells are typically preferred due to their 

simpler manufacturing process and easier measurement requirements, which is also 

reflected in modeling studies. Nevertheless, there are numerous successful examples of 

SOFC models, despite their functional similarity, these models may exhibit significantly 

different values for various components and reactions. Of these, the works done by Stiller 

[75] and Xi [76] on SOFC modeling are used as the primary examples from which the 

foundational principles of the model used in this study are derived. Xi’s work provided an 

exemplary discussion on the energy balance mechanics of fuel cells, while Stiller’s work is 

one of the most detailed tubular fuel cell models available at the time of this writing.  

The model formulation can be e ectively broken into four important functions: 

reaction mechanisms, mass balance, electrochemical setup, and energy balance. The 

reaction mechanism setup is arguably the most critical aspect of the model and is 

responsible for realistically predicting the reaction rates, final selectivity, and also plays a 
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role in the temperature distribution through the cell. The mass balance takes care of the 

literal mass flow through the system, and accounts for changes in the product makeup as 

reactions occur in real time. The electrochemical setup is an integral aspect of both the 

reaction mechanism and the energy balance and predicts the cell voltage and current. These 

aspects help predict how much hydrogen is removed from the process stream and generate 

additional heat inside the cell. Lastly, the energy balance directly predicts the temperature 

distribution, which relies on the exo and endothermic reactions, and the theoretical 

maximum power output from the cell. Other modelling studies are also considered a 

momentum balance which calculates the pressure drop through the cell [77], [78]. In this 

study, the momentum balance is replaced with an overall pressure drop of 4 millibars.  

3.2 Reaction Mechanism 

3.2.1 Considered Reactions 

As discussed in Chapter 2, the reaction mechanism for the MDA process closely 

follows the kinetic studies and work of Jeong et al. [64]. However, in a realistic application of 

natural gas, there are other side reactions occurring alongside the intended MDA reactions. 

The side reactions considered in this work are the electrochemically driven formation of 

water on the air side, partial oxidation of methane, steam reforming, and water gas shift 

reactions on the fuel side as shown in Figure 3.9. 
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Figure 3.9: Model reaction system 

In Jeong’s kinetic study, the assumption is that the reactions occur in non-oxidative 

conditions, which enhances the selectivity of the products [43]. This would normally rule out 

the partial oxidation reaction since there is no pure oxygen in standard natural gas bulk flows. 

However, Duan et al. has noted that the electrolyte membranes used in PCFCs are not 

necessarily pure proton conductors, and have a small ability to conduct oxygen ions as well 

as protons [11], [12], [72]. Liu et al. has hypothesized that designing a PCFC electrolyte or 

catalyst with this feature in mind could significantly mitigate coking as the conducted oxygen 

from the air could react with the coke to create CO [13]. This understanding of the partial 

oxidation reaction can be characterized by its chemical equation of 

𝐶𝐻 + 𝑂 → 𝐶𝑂 + 2𝐻      (3.1) 

 

In most studies where methane is considered as the fuel for a PCFC, water is also 

mixed in to enhance the results [12]. So, a small amount of water is considered in the inlet 

stream, which naturally induces the steam reforming and water gas shift reactions, 
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especially at the higher operating temperatures like 700°C. The steam reforming and water 

gas shift reactions are given respectively by 

𝐶𝐻 + 𝐻 𝑂 → 𝐶𝑂 + 3𝐻      (3.2) 

𝐶𝑂 + 𝐻 𝑂 → 𝐶𝑂 + 𝐻       (3.3) 

3.2.2 Reaction Rates 

The reaction rates for steam reforming and water gas shift reactions in the presence 

of a catalyst are well documented. In this study, the work of Timmerman et al. [79] is used to 

model the steam reforming, while the water gas shift followed the work of Lehnert [80]. These 

yielded the following formulas for the reaction rate: 

 

𝑟 = 𝑘 ∗ 𝑃 𝑃 ∗ 1 −
,

∗ 𝐴 ∗ 𝛼    (3.4) 

𝑟 = 𝑘 𝑃 𝑃 ∗ 𝐴 ∗ 𝛼     (3.5) 

where 𝑟 is the reaction rate for the corresponding reaction, 𝑘 is the rate constant, 𝑃  is the 

partial pressure of species 𝑠, 𝐾 ,  is the equilibrium constant for steam reforming, 𝐴 is the 

active area for the reaction, and 𝛼 is an arbitrary value that compensates for adjustments in 

the catalyst used between Timmerman and Lehnert’s studies and the intended catalyst for 

this model. The water gas shift reaction stands out from the others considered in the model 

since the equilibrium constant is not included in the reaction rate. This is due to the 

extremely fast kinetics of the water gas shift reaction leading to a negligible reverse reaction 

taking place [77]. 
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The MDA reactions consider the methane conversion to ethylene, ethylene to 

benzene, and benzene to toluene. While Jeong’s work also includes naphthalene formation, 

this reaction is omitted due to no naphthalene being recorded in the experimental validation 

data. These MDA reactions, along with the partial oxidation of methane reaction, are 

modeled with a Langmuir-Hinshelwood expression that simulates the bifunctional nature of 

the catalyst. The reaction rates are as follows: 

𝑟 =
,

∗

+𝐾
𝐶𝑂

𝑎𝑑1
𝑃𝐶𝑂+𝐾

𝐶𝑂2

𝑎𝑑1
𝑃𝐶𝑂2

+𝐾
𝐻2𝑂

𝑎𝑑1
𝑃𝐻2𝑂

   

 (3.6) 

𝑟 =
,

∗𝑔𝑐𝑎𝑡
    (3.7) 

𝑟 =
,

∗𝑔𝑐𝑎𝑡
     (3.8) 

𝑟 =
,

.

,
∗𝑔𝑐𝑎𝑡

    (3.9) 

where the subscripts 𝑚𝑒, 𝑒𝑏, 𝑏𝑡, and 𝑝𝑜 represent the methane to ethylene, ethylene to 

benzene, benzene to toluene, and partial oxidation of methane reactions respectively. The 

𝐾 /  term represents the adsorption constant for the species 𝑠 on reaction sites 1 and 2 in 

the catalyst, and 𝑔  is the grams of catalyst where the reaction is being considered.  

Lastly, the water formation reaction is driven purely by the current through the cell 

[75], [76]. This is given by the following formula 

𝑟 =       (3.10) 
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where 𝑖  is the current in A, n is the number of electrons transferred in the reaction, and F 

is faraday’s constant.  

3.2.3 Reaction Constants 

For the reactions where a rate constant 𝑘 is necessary, the general form for 

calculating k is the Arrhenius equation  

𝑘 = 𝑘 exp −      (3.11) 

where 𝑘  is the preexponential factor for the specific reaction, 𝐸  is the activation energy, 

𝑅 is the universal gas constant, and 𝑇  is the temperature of the PEN structure where the 

reaction is taking place. In Jeong’s kinetic study, the di erence of the inverse of temperature 

with respect to a reference temperature of 700°C is used instead of the standard 𝑇  as 

shown in Table 3.2 below [64]. Jeong’s approach is used for the MDA reactions and the partial 

oxidation reaction, while the standard Arrhenius form is used for the steam reforming 

reaction. For the water gas shift reaction, a value of 0.0171 ∙ exp −   
∗ ∗

 has been 

used in previous studies and is also applied here [78]. To adjust for the units used by the 

reaction rate and implementation in the model, this value turns into 

𝑘 = 0.0171 ∙ exp − ∙ ℎ ∙ 10    (3.12) 

where ℎ  is the height of the fuel channel in meters, 𝑘  is the rate constant in 
∗ ∗

, 

and the 10  term is added to adjust the units from Pa to bar. 

The adsorption constants generally follow a similar modified-Arrhenius trend, except 

for 𝐶𝑂, 𝐶𝑂 , and 𝐻 𝑂. Since 𝐶𝑂  and 𝐻 𝑂 are not included in Jeong’s kinetic study [64], they 
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are simply given constant values similar to 𝐶𝑂. The remaining adsorption constants are 

calculated based on the work of Jeong’s study, and followed Jeong’s approach of using the 

inverse temperature as follows 

𝐾 = 𝐾 exp −     (3.13) 

Lastly, for the equilibrium constants 𝐾 , the first step is to determine the Gibb’s free 

energy change for each reaction. The EES database is used to calculate the Gibb’s free 

energy of the di erent reactions such that for each reaction, 

Δ𝐺 = ΣΔ𝐺 − ΣΔ𝐺     (3.14) 

where Δ𝐺 is the standard Gibb’s free energy, and 𝜈  is the stoichiometric coe icient for each 

species 𝑠 in the reactants or products respectively. Then the standard Arrhenius equation is 

used to calculate the equilibrium constant 𝐾 . 

𝐾 = exp −      (3.15) 

The final values used to determine all the above constants is shown in Table 3.2. All 

the activation energies are determined by Jeong [64] for the MDA reaction and adsorption 

constants, Timmerman [79] for the steam reforming reaction, and Mallens [81] for the water 

gas shift reaction. However, many of the preexponential factors are significantly adjusted to 

align with the catalyst data used for validation.  

Table 3.2: Kinetic data used in model 

Constant Units  Value Reference 

𝑘  
𝑚𝑜𝑙

𝑔 ∗ 𝑠 ∗ 𝑏𝑎𝑟
 1.68 ∗ 10 exp −

92710

𝑅

1

𝑇
−

1

𝑇
 

This work 
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𝑘  
𝑚𝑜𝑙

𝑔 ∗ 𝑠 ∗ 𝑏𝑎𝑟
 1.75 ∗ 10 exp −

31350

𝑅

1

𝑇
−

1

𝑇
 

This work 

𝑘  
𝑚𝑜𝑙

𝑔 ∗ 𝑠 ∗ 𝑏𝑎𝑟
 3.54 ∗ 10 exp −

501400

𝑅

1

𝑇
−

1

𝑇
 

This work 

𝑘  
𝑚𝑜𝑙

𝑔 ∗ 𝑠 ∗ 𝑏𝑎𝑟
 8.75 ∗ 10 exp −

189200

𝑅

1

𝑇
−

1

𝑇
 

This work 

𝑘  
𝑚𝑜𝑙

𝑚 ∗ 𝑠 ∗ 𝑏𝑎𝑟
 1483 exp −

61000

𝑅𝑇
 

[79] 

𝑘  
𝑚𝑜𝑙

𝑚 ∗ 𝑠 ∗ 𝑏𝑎𝑟
 0.0171 ∙ exp − ∙ ℎ ∙ 10   [78] 

𝛼  - 0.4 
Arbitrary 

value 

𝛼  - 0.3 
Arbitrary 

value 

𝐾  𝑏𝑎𝑟  7.58 ∗ 10 exp
21410

𝑅

1

𝑇
−

1

𝑇
 

[64] 

𝐾  
𝑏𝑎𝑟  

9.66 ∗ 10 exp
94610

𝑅

1

𝑇
−

1

𝑇
 

[64] 

𝐾  
𝑏𝑎𝑟  

7.94 ∗ 10 exp
40020

𝑅

1

𝑇
−

1

𝑇
 

[64] 

𝐾  
𝑏𝑎𝑟  

9.40 ∗ 10 exp
21080

𝑅

1

𝑇
−

1

𝑇
 

[64] 

𝐾  
𝑏𝑎𝑟  

1.19 ∗ 10 exp
44070

𝑅

1

𝑇
−

1

𝑇
 

[64] 
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𝐾  𝑏𝑎𝑟  
2.27 ∗ 10 exp

128700

𝑅

1

𝑇
−

1

𝑇
 

[64] 

𝐾  𝑏𝑎𝑟  
4.88 ∗ 10 exp

174000

𝑅

1

𝑇
−

1

𝑇
 

[64] 

𝐾  𝑏𝑎𝑟  
5.22 ∗ 10 exp

34850

𝑅

1

𝑇
−

1

𝑇
 

[64] 

𝐾  𝑏𝑎𝑟  1.575 ∗ 10  This work 

𝐾  𝑏𝑎𝑟  1.575 ∗ 10  This work 

𝐾  𝑏𝑎𝑟  9 ∗ 10  This work 

 

3.3 Mass Balance 

3.3.1 Model Discretization 

The first step in the mass balance is understanding the discretization of the system. 

For a tubular PCFC, it is assumed that all conditions would be radially symmetric, therefore 

only 2 dimensions of discretization are needed. The assumption of radial symmetry has been 

proven to have a few drawbacks with regard to overpotential calculations for the 

electrochemistry [82], but it is still reliable enough to be a standard assumption used in a 

variety of other tubular fuel cell models [75], [83]. The approach to the discretization in this 

study is largely taken from Stiller’s work, as seen below in Figure 3.10 [75]: 
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Figure 3.10: Discretization of the tubular PCFC. Seven sections are considered for 
the radial direction, while the height (Z-axis) is also discretized. 

The red box in Figure 3.10 highlights the seven areas of discretization expanding out 

from the center of the cell. The seven units in numerical order are (1) the preheating fuel, (2) 

the fuel delivery tube (FDT), (3) reacting fuel, (4) anode, (5) electrolyte, (6) cathode, and (7) 

the air stream. The radii of these units vary with the thicknesses of the di erent units and are 

referred to as 𝑟  where 𝑖 is the corresponding unit. The Z axis is split into 15 sections where 0 

is the inlet, and 15 is the outlet from the cell.  

Given the above discretization setup, several important parameters need to be 

clarified. First, the active area is normally a simple calculation in planar cells. In this tubular 

case, it is calculated using the average radius between the inner and outer surfaces as 

follows 

𝐴 = 2 ∗ 𝜋 ∗ ∗ 𝐿      (3.16) 
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where A is the active area, 𝑟 and 𝑟  are the outer and inner radii respectively, and 𝐿  is the 

length of the cell.  

Another important parameter not depicted in Figure 3.10 is the interconnect. 

Interconnects in tubular fuel cells are significantly di erent from planar configurations. Kee 

et al. has suggested a spiraling wire on both sides of the PEN structure for the interconnect 

[84]. However, in the discretization setup, this has been simplified such that the contact area 

between the interconnect and the electrodes is one fourth of the total active area. In other 

words, the spiraling interconnect occupies a fourth of the available surface area on the 

anode and cathode. For the total cross-sectional area of the interconnect, which plays a role 

in overpotential calculations, a rectangle is considered such that 

𝐴 = ∗ (𝑟 − 𝑟 )     (3.17) 

3.3.2 Discretized Mass Balance 

The term “mass balance” may be misleading since the majority of the calculation 

work actually takes place in mole units rather than mass units. The inlet mass flow rate and 

molar concentrations of the process flow are considered as input parameters so the number 

of moles of each component can be calculated by the following formula: 

𝑁 =       (3.18) 

𝑠 ∈ {𝐶𝐻 , 𝐶 𝐻 , 𝐶 𝐻 , 𝐶 𝐻 , 𝐶𝑂, 𝐶𝑂 , 𝐻 , 𝐻 𝑂, 𝑁 , 𝑂 } 

where 𝑁 is the number of moles, 𝑚 is the mass, and 𝑀𝑀 is the molar mass of a particular 

species 𝑠. For calculations where the total number of moles in the stream is required, this is 

calculated by adding the moles of each species together: 
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𝑁 = Σ(𝑁 )     (3.19) 

where 𝑁 is the number of moles of species 𝑠. Since the inlet concentrations are known, and 

the reactions dictate further changes in concentration through the cell, EES can combine 

these equations to converge a solution for these variables. The partial pressure for each 

species 𝑖 can also be determined as the product of the mole percent and the pressure. The 

partial pressure is critical to the reaction mechanisms as it determines the equilibrium of 

the reactions as discussed earlier. 

With these terms formulated, the final step in the mass balance is to model the 

change in concentrations due to the reactions in the air and fuel bulk flow streams. For the 

fuel side, which does not contain significant amounts of nitrogen or oxygen, the following 

system of equations is used for each unit of discretization along the Z axis: 

0 = 𝑁 , − 𝑁 , − 2 ∗ 𝑟 , − 𝑟 , − 𝑟 , − 𝑟 ,    (3.20) 

0 = 𝑁 , − 𝑁 , + 𝑟 , − 3 ∗ 𝑟 ,  

0 = 𝑁 , − 𝑁 , + 𝑟 , − 𝑟 ,  

0 = 𝑁 ,  − 𝑁 , + 𝑟 ,  

0 = 𝑁 , − 𝑁 , + 𝑟 , − 𝑟 , + 𝑟 ,  

0 = 𝑁 , − 𝑁 , + 𝑟 ,  

0 = 𝑁 , − 𝑁 , − 𝑟 , − 𝑟 ,  

0 = 𝑁 , − 𝑁 , + 2 ∗ 𝑟 , + 3 ∗ 𝑟 , + 𝑟 , + 2 ∗ 𝑟 , − 𝑟 , + 𝑟 , + 3 ∗ 𝑟 ,  

where 𝑖 is the discretization unit along the Z axis. 

This setup accounts only for the reactions considered in this study. If other reactions 

were to be added in, the general form for the above system of equations could be written as  
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0 = 𝑁 , − 𝑁 , + Σ 𝜈 , 𝑟 , 𝑘 ∈ {𝐴𝑙𝑙 𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛𝑠}   (3.21) 

where 𝑠 is the component species (𝐶𝐻 , 𝐻 , … ), 𝑘 is all included reactions, and 𝜈 is the 

stoichiometric coe icient for the corresponding elementary component. Applying this 

general form to the air side yields the following equations: 

0 = N , − N , − .5 ∗ r , − .5 ∗ r ,    (3.22) 

0 = 𝑁 , − 𝑁 ,  

0 = 𝑁 , − 𝑁 , + 𝑟 ,  

3.4 Electrochemical Model 

3.4.1 Nernst Equation 

Electrochemical modelling of fuel cells typically begins setting up the Nernst 

equation, which represents the theoretical maximum voltage an electrochemical reaction 

can generate, or the electromotive force. In this study, it is assumed that only the conducted 

protons contribute to the generated current. Specifically, that means the oxygen ions that 

are conducted to mitigate coking are ignored, and no other component in the fuel plays a 

role in the electrochemical process. Therefore, the Nernst equation in this system is 

represented by  

𝐸 =
∗

+
∗

∗
ln

.

+ ln   (3.23) 

where Δ𝐺 is the Gibbs free energy change for the water formation reaction, the partial 

pressures represent the hydrogen on the fuel side, and the oxygen and water on the air side, 
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and 𝑃  and 𝑃  represent the cell and ambient pressures, respectively. For the water 

formation reaction, 𝑛 = 2 since there are 2 protons required for the reaction. 

Since 𝐸  represents the maximum voltage, there are realistic losses that need to 

be considered. These losses, or overpotentials, typically take three forms: Ohmic, 

Activation, and Concentration [75], [76], [77], [78], [85]. This makes the true voltage output 

from the system calculated by: 

𝑉 = 𝐸 − 𝜂 − 𝜂 − 𝜂     (3.24) 

To calculate the power density, the average current density through the cell is 

considered as an input parameter. The model then fluctuates the current through the cell to 

meet the declared average value according to the demands of the overpotential 

calculations, which rely heavily on the current.  

3.4.2 Ohmic Overpotential 

The Ohmic overpotential is the direct result of energy loss due to the conductivity of 

the materials. Therefore, the calculation of the ohmic overpotential is derived directly from 

Ohm’s law [77]: 

𝜂 = 𝑖 ∗ 𝑅      (3.25) 

where 𝑅  is the total ohmic resistance through the cell and its interconnects, and 𝑖  is 

the current through the cell. In this model, the approach for calculating the total cell ohmic 

resistance is taken from the work of Campanari and Iora [86], which assumes that the 

current flow path is perpendicular to the PEN surface. This allows the two resistances (the 

PEN and the interconnect) to be considered in series with each other: 

𝜂 = 𝑅 , + 𝑅 ,     (3.26) 
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where 𝑅 represents the total resistance in ohms due to the PEN structure and interconnect 

respectively.  

For the PEN, the specific resistivity of PCFC electrodes is analyzed by Liu et al. For 

simplicity, the anode, electrolyte, and cathode are considered as one whole with respect to 

the resistance, rather than analyzing the resistance of each of them individually. The results 

from their study are used to estimate the relationship of the specific resistivity of the whole 

PEN structure with temperature [33]: 

𝑠𝑟 = 0.00381 exp
∗

    (3.27) 

where 𝑠𝑟  is the specific resistivity of the PEN structure in Ω𝑐𝑚 . This then yields a value 

for total resistance as  

𝑅 , = 𝑖 ∗     (3.28) 

For the interconnect, temperature dependent data is di icult to find. Instead, a value 

of 1.176 ∗ 10  Ω𝑐𝑚 based on previous SOFC models [85] is used. The resistance due to the 

interconnect is then calculated by 

𝑅 , = 𝑖 ∗ 1.176 ∗ 10 ∗     (3.29) 

where  represents the area of the interconnect in 𝑐𝑚, and 𝑟 − 𝑟  is considered as the 

maximum height of the interconnect.  

When the two resistances are added together, the resistance from the PEN structure 

is 2-3 orders of magnitude larger than the ohmic losses from the interconnect. This is 

expected as a large portion of the raw material cost of PCFCs is attributed to obtaining 

interconnect materials designed with especially high conductivities [20]. 
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3.4.3 Activation Overpotential 

The activation overpotential comes from the extra potential needed to overcome the 

activation energy barriers of the electrochemical reaction [76], [77], [87]. In both SOFC and 

PCFC models, this overpotential has been represented using the Butler-Volmer equation 

[77], [78], [85], [87], [88]: 

𝑖 = 𝑖 exp − exp −     (3.30) 

where 𝛼  and 𝛼  are the anodic and cathodic symmetry factors, respectively, and 𝑖  is the 

exchange current factor. The symmetry factors must sum to unity, and in SOFC systems 

these are typically assumed to be 0.5 [87]. However, in PCFC systems, these terms change. 

Zhu et al. simulated a PCFC using moist 𝐻  at atmospheric pressure and generated e ective 

values for these and other important electrochemical parameters, which are also used in 

this study [88].  

The Butler-Volmer equation is used on both sides of the PEN structure in Zhu’ s model 

[88], and the same approach is used here. This allows for the unique kinetics of the 

electrochemical reaction on both electrodes to factor into the overpotential calculation, 

which provides greater insight into the electrodes’ e ect on the reaction [88]. The overall 

activation overpotential is then the sum of the overpotentials at the anode and cathode. The 

respective overpotentials are calculated using the following: 

𝑖 = 𝑗 ∗ exp , − exp − , ∗ 𝐴  (3.31) 

𝑖 = 𝑗 ∗ exp , − exp − , ∗ 𝐴  (3.32) 
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where  𝑗  and 𝑗  are the exchange current densities for the anode and cathode 

respectively, 𝛼  and 𝛼  are the anodic and cathodic symmetry factors for the anode, 𝛼  

and 𝛼  are the anodic and cathodic symmetry factors for the cathode, and 𝜂 ,  and 

𝜂 ,  are the activation overpotentials for the anode and cathode.  

Not all of the parameters used by Zhu et al [88] fit the above model, so the modelling 

work of Zhang [89], whose parameters are confirmed by Sahli [90], is also used in 

determining appropriate constants for the activation overpotential calculation. Zhang 

estimated the relationship between temperature and the exchange current density to take a 

standard Arrhenius form similar to the rate constants discussed in section 3.2.3 [89]: 

𝑗 = 𝑗∗ ∗ exp −
/      (3.33) 

where 𝑗∗ represents a pre-exponential factor, and 𝐸 /  is the activation energy for the 

cathodic or anodic electrochemical reaction. 

The final constants and the references from which they are taken are shown in Table 

3.3 below: 

Table 3.3: Constants used for the calculation of the activation overpotential 

Term Units Value Reference 

𝑗  𝐴

𝑚
 9.577 ∗ 10 exp −

𝐸

𝑅𝑇
 [89], [90] 

𝑗  𝐴

𝑚
 8.817 ∗ 10 exp −

𝐸

𝑅𝑇
 [89], [90] 

𝐸  
𝐽

𝑚𝑜𝑙
 82600 [88] 

𝐸  
𝐽

𝑚𝑜𝑙
 43300 [88] 

𝛼  - . 3 [88] 
𝛼  - . 7 [88] 
𝛼  - . 8 [88] 



45 
 

𝛼  - . 2 [88] 
 

3.4.4 Concentration Overpotential 

The concentration overpotential is sometimes called the di usion polarization. This 

loss occurs due to di usion resistance in the PEN structure, which causes di erent 

concentration levels of reacting species at the reaction site compared to the bulk flow [77], 

[78]. Unlike the ohmic and activation overpotentials which have clearly defined methods of 

calculation, the concentration overpotential has been calculated using several di erent 

methods. Liu et al. performed a study aiming to mitigate the di usion losses in PCFCs, 

particularly at low temperatures [33]. The ceramics used in PCFCs require high temperatures 

to e ectively act as ionic conductors, so the di usion polarization becomes a greater 

problem the lower the temperature. The reigning strategy in mitigating this loss is to decrease 

the thickness of the electrolyte as much as possible while still maintaining e ectiveness and 

full coverage across the active surface [33]. 

The approach to calculating the concentration overpotential in this study closely 

resembles the approach taken by Aguiar et al from 2004 [91]. Aguiar’s study modelled a 

SOFC and factored in the losses from both the cathode and the anode in one equation. The 

approach calls for first estimating the adjusted partial pressure (or concentration) of the 

electrochemical reacting species at the triple phase boundary reaction site. Adjusting his 

system to a PCFC model, these concentrations are calculated by: 

𝑃 , = 𝑃 − 𝑗      (3.34) 
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𝑃 , = 𝑃 + 𝑗     (3.35) 

𝑃 , = 𝑃 − 𝑃 − 𝑃 exp 𝑗    (3.36) 

where the 𝑇𝑃𝐵 subscript represents the partial pressure of the corresponding species at the 

triple phase boundary, 𝑃 represents the system pressure, 𝜏  and 𝜏  represent the 

thicknesses of the anode and cathode, and 𝐷  and 𝐷  represent the di usion coe icient 

of the cathode and anode materials, and 𝑗  represents the current density in . 

With the TPB partial pressures calculated, the formula for the concentration 

overpotential can be adjusted to PCFC configuration from Aguiar’s work on SOFC models as 

follows [91]:  

𝜂 = ln
,

+ ln
,

.

,
.   (3.37) 

In the concentration formula, the left side of the equation represents the 

overpotential due to the anode, while the left side of the equation represents overpotential 

due to the cathode. In the calculation of the concentration overpotential, the di usion 

coe icients become extremely important, regardless of the chosen method of calculation 

[11], [88], [89], [92]. The coe icients represent the ion’s ability to be conducted across the 

electrode/electrolyte.  Duan et al. [11] and others have estimated the value of this coe icient 

in PCFC materials, but the results can vary depending on the method of calculation and the 

chosen electrode material and manufacturing methods. In Aguiar’s approach, the anode 

has a significantly larger di usivity coe icient than its cathode counterpart [91], so a similar 

relationship is assumed here. Combining this relationship with the estimates from Duan et 

al.’s work, the following arbitrary values are selected for the model: 
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𝐷 = 0.3
𝑐𝑚

𝑠
 , 𝐷 = 0.03

𝑐𝑚

𝑠
 

3.4.5 Electrochemical Model Setup 

The Nernst equation and the overpotentials for the model are calculated at each 

discretization point along the cell model. This allows the current to fluctuate with the 

changing cell temperature, the availability of hydrogen, and the demand of the 

overpotentials. The model also outputs an overarching voltage that stays consistent across 

the whole cell. So, while 𝐸  and the overpotentials constantly vary through the cell, the 

𝑉  remains a constant variable determined by the model.  

The product of the determined voltage and selected input current provides the output 

power density as follows: 

𝑃𝑜𝑤𝑒𝑟 𝐷𝑒𝑛𝑠𝑖𝑡𝑦 = 𝑉 ∗ 𝑖 ,     (3.38) 

Where 𝑖 ,  represents the average current through the cell. The average current 

density is one of the most important input parameters, as it directly a ects how much 

hydrogen is removed from the bulk fuel stream. This strongly a ects the reaction kinetics 

and output selectivity for the MDA reactions [64], [73]. 

3.5 Energy Balance 

The purpose of the energy balance is to analyze the energy inputs and outputs for the 

cell as a whole, as well as the discretized points within it. This also includes determining the 

temperature distribution through the cell and its layers. As is noted in section 3.3.1, the cell 

is divided into seven layers. In the energy balance, the PEN structure is considered as one 
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whole layer, and the interconnects are factored in as an additional “layer”. This leaves three 

solid layers (the PEN, Interconnects and the FDT) and three flowing layers (the pre-fuel, 

reacting fuel, and the air). Figure 3.11 shows the considered types of heat transfer for the 

energy balance between the di erent layers.  

 

Figure 3.11: Energy balance for a whole discretized unit of the cell 

 

3.5.1 Constants for Flowing Layers 

For the flowing layers, a variety of fluid constants are required for the energy analysis. 

These include the hydraulic diameter (hd), thermal conductivity (𝜆), viscosity (𝜇), convective 

heat transfer coe icient (h), Nusselt number (Nu), Reynold’s number (Re), Prandtl number 

(Pr), density (𝜌), and heat capacity (𝑐 ).  

The hydraulic diameter is the most straightforward of these. It is used in equations in 

place of a standard diameter when the cross-sectional area of the flow is not represented by 

a circle. The general formula is 
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𝑑 =      (3.39) 

where 𝐴 is cross sectional area and 𝑃  is the perimeter of the surface over which the fluid is 

flowing. For the pre-fuel, the cross-sectional area is a circle, so there is no change between 

the diameter and the hydraulic diameter. For the air and the reacting fuel, the cross-sectional 

area is an annular space. In these instances, the formula for the hydraulic diameter 

simplifies to  

𝑑 = 2(𝑟 − 𝑟 )     (3.40) 

where 𝑟 represents the radius of the outer and inner circles describing the annular space. 

The thermal conductivity and viscosity determinations for the gas mixtures can be 

considered together in equations 3.41-3.42 since their formulation is nearly identical. The 

approach used in this study is taken from the collaborative work of Poling et al.’s “Properties 

of Gases and Liquids” [93]. The selected approach requires the use of the thermal 

conductivity and viscosity of the species considered in the gas mixtures. For these values, 

data is gathered from the Aspen-HYSYS database to determine a relationship of these values 

with temperature. The thermal conductivity is calculated by: 

𝜆 = ∑
∑

     (3.41) 

Where 𝛾  and 𝛾  represent the molar concentration of species 𝑖 and 𝑗, 𝜆 is the thermal 

conductivity, 𝑛 is the number of varying species in the fluid flow and 

𝜙 =

 

     (3.42) 
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where 𝜖 is a constant at or near unity, and 𝑀 is the molar mass of a particular species in the 

gas mixture. For viscosity, the formula setup is identical, but the thermal conductivity 𝛾 

values are swapped out with viscosity 𝜇 values, and 𝜖 must equal one, rather than 

sometimes only being close to one. 

The convective heat transfer coe icients are calculated from the remaining fluid 

parameters, starting with the following: 

ℎ =
∗      (3.43) 

𝜆 and 𝑑  are known, and the Graetz-Lèvêque correlation is assumed here to estimate 

𝑁𝑢: 

𝑁𝑢 = 1.86 𝑅𝑒 ∗ 𝑃𝑟 ∗     (3.44) 

where 𝐿 is the length of the considered flowing section. This correlation assumes laminar 

flow with a 𝑅𝑒 < 2100 [94]. The Reynolds number and Prandtl number used in the 

calculation of 𝑁𝑢 are calculated by the general equations 

𝑅𝑒 =
⃑

      (3.45) 

𝑃𝑟 =       (3.46) 

where 𝜌 is the density of the gas mixture calculated by the ideal gas law, and 𝑉 is the velocity 

of the flow. The 𝑐  is calculated by 

𝑐 = ∑ 𝛾 𝑐 ,       (3.47) 

where 𝑛 represents the number of species in the gas mixture. 

All the above constants are calculated at each discretized point along the cell, since 

all of them are dependent on temperature and the changing molar concentrations.  
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3.5.2 Energy Balance in Gas Flows 

The energy balance in the pre-fuel, reacting fuel, and air flow streams is considered 

here. For the pre-fuel, the coe icient for convection experiences a negligible change through 

the cell since the composition never changes inside the FDT. Therefore, the coe icient for 

convection for the pre-fuel is assumed to be equal to the coe icient for the reacting fuel inlet 

(ℎ , ) to ease the computation demands. For the fuel inside the delivery tube, the energy 

balance considers the convective heat transfer coming in from the FDT, and the heat transfer 

between each of the discretized units of pre-fuel in the cell. This is represented as the 

following: 

0 = ℎ ∗ 2𝜋𝑟 Δ𝑧 ∗ 𝑇 , − 𝑇 ,  
+ 𝑁 , Δℎ , (𝑇 ) −

N , Δℎ , (𝑇 )
  

  (3.48) 

where 𝑟  represents the radius of the first layer as depicted in Figure 3.10, ℎ  represents the 

coe icient of convective heat transfer for the pre-fuel, Δ𝑧 represents the length of a 

discretized unit of the cell length, and Δℎ , (𝑇 ) represents the enthalpy Δℎ of the pre-fuel 

stream at the determined temperature 𝑇 at each discretized point 𝑖.  

The reacting fuel considers the convective heat transfer from the PEN structure, 

interconnects and the FDT, the change in enthalpy due to the reactions, and the heat transfer 

between the discretized units. The approach for the reactions is taken from the models 

created by Kazempoor [77], [78], [85] and Xi [76]. Additionally, the radiation heat from the 

interconnects and PEN assembly is assumed to be absorbed by the FDT, and therefore does 

not have a noticeable e ect on the temperature of the fuel, which relationship has also been 

assumed in previous SOFC models [76]. 
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The energy balance for the fuel is represented by the equation: 

0 = ℎ , (2𝜋𝑟 Δ𝑧) 𝑇 , − 𝑇 , + ℎ ,  2𝜋𝑟 Δ𝑧 𝑇 , − 𝑇 , +

ℎ , (2𝜋𝑟 Δ𝑧) 𝑇 , − 𝑇 , + 𝑟 Δℎ 𝑇 , + Δℎ 𝑇 , − Δℎ 𝑇 , +

𝑟 Δℎ 𝑇 , + 3Δℎ 𝑇 , − 3Δℎ 𝑇 , + 𝑟 Δℎ 𝑇 , +

Δℎ 𝑇 , − Δℎ 𝑇 , − Δℎ 𝑇 , + 𝑟 Δℎ 𝑇 , + 2Δℎ 𝑇 , −

Δℎ 𝑇 , + 𝑟 Δℎ 𝑇 , + 3Δℎ 𝑇 , − Δℎ 𝑇 , − Δℎ 𝑇 , +

𝑟 Δℎ 𝑇 , + Δℎ 𝑇 , − Δℎ 𝑇 , − Δℎ 𝑇 , −

𝑟 Δℎ (𝑇 )
 

+ 𝑁 , Δℎ , (𝑇 ) − N , Δℎ , (𝑇 )
  

   

(3.49) 

 

where ℎ  is the convective heat transfer coe icient for the reacting fuel at discretized point 

𝑖, 𝑟  and 𝑟  are the radii of layers 2 and 3 from Figure 3.10, respectively, Δℎ (𝑇) is the enthalpy 

of species 𝑠 at the corresponding temperature 𝑇, and 𝑁  is the number of moles at the 

discretized point 𝑖. 

The air side is similar to the fuel side, albeit with fewer reactions taking place. The 

energy balance used in this study models the convective heat transfer from the PEN 

structure and the interconnect, the reaction enthalpies, and the heat in/out along the 

discretized units: 

0 = ℎ , ∗
3𝐴

4
∗ 𝑇 , − 𝑇 , + ℎ , ∗

𝐴

4
∗ 𝑇 , − 𝑇 , + 
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𝑟 ℎ 𝑇 , − 0.5Δℎ 𝑇 , − 0.5 ∗ 𝑟 Δℎ (𝑇 , )
 

+

𝑁 , Δℎ , (𝑇 ) − N , Δℎ , (𝑇 )
  

  (3.50) 

3.5.3 Constants for Solid Layers 

The solid layers are relatively straightforward by comparison. The only input variables 

needed for these layers are the emissivity and thermal conductivity of the materials. Values 

for these terms are taken from the previous modelling work of Kazempoor [78], [85] and the 

online Engineering Toolbox as shown in Table 3.4: 

Table 3.4: Thermal Conductivities of Solid Layers 

Term Units Value Reference 

𝑘  
𝑊

𝑚 ∗ 𝐾
 2.16 [77], [78], [85]  

𝑘  
𝑊

𝑚 ∗ 𝐾
 27 [77], [78], [85] 

𝑘  
𝑊

𝑚 ∗ 𝐾
 355 

Engineering Toolbox – Copper 
[95] 

𝜖   - 0.8 [77]  
𝜖  - 0.1 [77]  

 

Convection and conduction are generally included in most fuel cell models, but 

radiation has been both considered and ignored in various modelling studies through the 

years [75]. Radiant heat transfer is governed by the area of the radiating surface, emissivity 

of the interacting surfaces, and the view factor between the radiating and absorbing 

surfaces, which quantifies the direct line-of-sight interaction necessary for radiative energy 

exchange. In planar SOFC models, Stiller et al. [96] and Recknagle [97] ignored radiant heat 

along channels due to a high length to width ratio in the cell minimizing its e ect. High length 
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to width ratios have been proven to largely mitigate radiative heat in cell channels [98]. Other 

planar SOFC studies like Yakabe [98] and Xi [76] included heat radiation and their models 

returned a lower temperature variation through the cell as a result [75]. In all planar studies 

where radiant heat is considered, it always defined the relationship between the 

interconnect and the PEN assembly. This changes in tubular models, since the interconnect 

is often in direct contact with the PEN structure itself [84]. Ota et al. [99] provided a good 

example for radiant heat in tubular models, where the inner feed tube experienced radiant 

heat from the cathode in his model. A similar approach has been taken in this model, where 

the FDT and PEN assembly experiences radiation between each other.  

3.5.4 Energy Balance in Solid Structures 

The FDT, PEN assembly, and the interconnect are the three solid structures 

considered in this model. The FDT energy balance considers the convective heat transfer 

with respect to the pre-fuel and the reacting fuel, as well as the conductive heat transfer 

along its discretized units and radiation form the PEN assembly. The energy balance for the 

FDT is given by: 

0 = ℎ , ∗ (2𝜋𝑟 Δ𝑧) 𝑇 , − 𝑇 , + ℎ ∗ (2𝜋𝑟 Δ𝑧) 𝑇 , − 𝑇 + 

𝑘 𝜋(𝑟 − 𝑟 ) ∗ , ,  + , ,

/ /
 (3.50) 

For the PEN assembly, the cathode, anode, and electrolyte are considered together 

as one unit rather than 3 separate blocks. Most of the material properties for the PEN 

assembly can come from the anode, as the anode makes up the vast majority of the total 

block. The energy balance for the PEN considered the convective heat transfer to the air and 
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fuel bulk flows, the conductive heat transfer in and out of its discretized units, the reaction 

enthalpies, the electrical work required to generate power, the radiation from the FDT, and 

the conduction from the interconnects. The equation for energy and heat balance is shown 

below: 

0 = ℎ , 2𝜋𝑟 Δ𝑧 𝑇 , − 𝑇 , + ℎ , 2𝜋𝑟 Δ𝑧 𝑇 , − 𝑇 ,
\  .

+

𝑘 ∗ 𝜋(𝑟 − 𝑟 ) ∗ , , , + 𝑟 Δℎ 𝑇 , − Δℎ 𝑇 , −

Δℎ 𝑇 , + 𝑟 3Δℎ 𝑇 , − Δℎ 𝑇 , − 3Δℎ 𝑇 , + 𝑟 Δℎ 𝑇 , +

Δℎ 𝑇 , − Δℎ 𝑇 , − Δℎ 𝑇 , + 𝑟 Δℎ 𝑇 , + 0.5Δℎ 𝑇 , −

Δℎ 𝑇 , − 2Δℎ 𝑇 , + 𝑟 Δℎ 𝑇 , + Δℎ 𝑇 , − Δℎ 𝑇 , −

3Δℎ 𝑇 , + 𝑟 Δℎ 𝑇 , + Δℎ 𝑇 , − Δℎ 𝑇 , − Δℎ 𝑇 , +

𝑟 Δℎ (𝑇 ) + 0.5Δℎ 𝑇 , − ℎ 𝑇 ,
 

+ −𝑖 , 𝑉
.  

+

, ,

/ /
 .

+ 𝑘 , ,

 
+

𝑘 , ,

 
  (3.51) 

 

The interconnectors do not have a location in the discretized model, but they are still 

modeled and included in this analysis. The interconnect temperature may vary di erently 

than the PEN assembly, particularly due to the e ect of Joule heating, which is a form of heat 

generation due to the ohmic resistance in an electrical circuit. As such, the energy released 

by this conduction is split between the air and fuel side interconnects and added to the 

traditional terms of conductive and convective heat transfer. Additionally, the interconnects 
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are assumed to cover approximately one fourth of the total surface of the electrodes. For the 

purposes of convection, the surface area available for heat transfer is estimated to be equal 

with what is available for conduction from the PEN assembly. The fuel-side interconnector 

energy balance is therefore represented by: 

0 = 𝑇 , − 2𝑇 , + 𝑇 , + 𝑘 𝑇 , −

𝑇 , + ℎ , 𝑇 , − 𝑇 , + ,

 
 (3.52) 

Where 𝑅 ,  is the ohmic resistance due to the interconnect. Similarly, the air-side 

interconnect is represented by: 

0 = 𝑇 , − 2𝑇 , + 𝑇 , + 𝑘 𝑇 , −

𝑇 , + ℎ , 𝑇 , − 𝑇 , + ,

 
  (3.53) 
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Chapter 4: Model Validation and Results 

4.1 Model Validation 

The proposed system in this study is a novel system with innovative characteristics. 

However, the novelty of the system and its intended purpose means that there are no direct 

experiments with which to validate the results discussed later in this chapter. Instead, 

hydrogen-fueled PCFC studies, known properties of fuel cells, mass balance, and 

experimental reaction data from a fixed bed reactor are combined to prove the validity of the 

model’s results.  

4.1.1 Mass Balance Validation 

The principle of the mass balance in this model at a system level is that all mass input 

must equal the mass output.  This condition must be verified for all the discretized units as 

plug flow assumption is considered for the PCFC model. Each discretized unit for the mass 

balance considered a full cross section of the cell to account for the generation and 

consumption of hydrogen as it travels from the fuel to air sides. Verifying at each discretized 

point is essential to ensure that the reaction conversions are properly integrated in the 

model. This study takes a simplified approach and only considers nitrogen, carbon, 

hydrogen, and oxygen in the flow streams. Other components and impurities that are 

common in natural gas like sulfur are omitted for simplicity here, leaving the door open for 



58 
 

their inclusion in future modeling studies. However, it should be noted that certain 

components should generally be used to reduce sulfur contents of the inlet gas as it can 

impact the catalyst’s durability. The adherence to the mass balance principle is verified by 

the following equation for each considered element – oxygen, hydrogen and carbon: 

∑ 𝜈 𝑁 , = 𝜖 + ∑ 𝜈 𝑁 , , 𝜑 ∈ {𝐶, 𝐻, 𝑂}     

𝑠 ∈ {𝐶𝐻 , 𝐻 , 𝐶 𝐻 , 𝐶 𝐻 , 𝐶 𝐻 , 𝐻 𝑂, 𝑂 , 𝑁 }   (4.1) 

where 𝑛 is the number of species in the system bearing carbon, hydrogen, or oxygen; the 

subscript 𝜑 signifies carbon, hydrogen or oxygen; 𝑠 identifies the species; 𝜈 denotes the 

stoichiometric coe icient reflecting the number of carbon, hydrogen, or oxygen atoms in 

each species; and 𝜖 is a discrepancy term that always equals zero when the mass balance 

is accurately maintained in each discretized unit 𝑖. 

In the iterative solutions provided by EES, the discrepancy term typically equaled 

something on the order of 10 . Since the lowest number of moles of any species in the 

system is closer to 10 , the mass balance is e ectively confirmed across the length of the 

cell. 

4.1.2 Reaction Kinetics Validation 

As has been discussed in sections 2.2 and 3.2, the kinetic model utilized by Jeong 

[64] has been adopted and modified here. However, the catalyst considered for the 

application at flaring sites, as suggested in Chapter 1, is adapted from the work of Zhu et 

al.[65]. To get an accurate idea of the reaction rates for the PCFC, a fixed bed reactor (FBR) 

model is used. This FBR model has the same geometry as Zhu et al. [65], which is a 7mm 
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inner diameter and a length of 450 mm. For the reactions, the FBR model has an identical 

formulation to the PCFC model, but the electrochemical sub-model is removed to eliminate 

the removal of hydrogen that necessarily takes place in the PCFC. This allowed the kinetics 

from Jeong’s [64] work, which is also an FBR with similar geometry, to be adjusted until the 

outputs matched the work of Zhu et al. [65].  

Zhu’s study used a novel heterogeneous trimetallic synergistic catalyst for MDA that 

incorporates the same foundational Mo/ZSM-5 catalyst of Jeong’s work, while adding 

platinum and bismuth for enhanced kinetics [65]. Due to the similarities of the catalysts in 

Jeong’s and Zhu et al.’s studies, the activation energies are kept identical to Jeong’s work and 

only the rate constants are adjusted so the outputs from the FBR model matched the 

experimental work of Zhu et al. [65]. After testing a variety of di erent catalyst compositions, 

the final version of the catalyst consistently achieved 16-20% methane conversion, and 

around 70% selectivity for benzene, with the remaining 30% being split among coke, 𝐶 , and 

𝐶  byproducts [65]. Therefore, these are set as the target values for the FBR model. It is 

assumed that the majority of the 𝐶  products are ethylene, so that is the only 𝐶  product 

considered, as shown in Figure 4.12. 
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Figure 4.12: FBR model comparison to experimental data from [65] 

Figure 4.12 shows the results of the model as the process flows through the reactor 

from the inlet (𝑥 = 0) to the outlet (𝑥 = 𝐿), compared to the experimental data which is 

dotted and shown on the right. These results are gathered running at the same operating 

temperature of 710 °C and space velocity of 1.272 𝐿 ∙ 𝑔      ∙ ℎ   from Ding’s experimental 

work. While there is no visible di erence in the outputs on the graph, the error in the points 

is approximately ~0.2% for the selectivity of benzene, toluene and coke, and ~.2% for 

ethylene, which are respectively considered negligible. The total methane conversion at the 

outlet is 18%, which is a reasonable estimate from Ding’s work for a steady state model. 

These results confirm the validity of the kinetics implemented in the FBR model.  

4.1.3 Electrochemical Validation 

The approaches and constants used for the electrochemical sub-model are initially  

gathered from other validated fuel cell modeling studies, with PCFC studies used for 

constant data wherever possible [33], [77], [88], [89], [90], [91]. However, many of these 
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estimates from other works required adjustments for this model to align with validation data 

due to advancements in PCFC fabrication and operational variances. For example, other 

studies can be compared to the data generated in this model, but discrepancies can be 

expected primarily due to the high concentration of methane/natural gas that is anticipated 

for this model. When methane or natural gas is used as the fuel for the cell, it has historically 

been mixed with additional hydrogen or water at a ratio of 60-70 vol% water at the inlet [12]. 

This practice is not adopted here since such compositions are not expected from flare gas 

streams, and such high levels of additional hydrogen would likely limit the conversion into 

aromatics [73]. Additionally, this assumption prioritizes the steam reforming and water gas 

shift reactions for the internal generation of hydrogen, which is a popular tactic for methane-

fueled PCFCs, but also increases CO and CO2 emissions. Because these reactions are 

mitigated in favor of the MDA reactions in this model for hydrogen generation, the 

electrochemical results for the model cannot be validated using experimental data from 

studies using methane as the fuel.  

Instead, the electrochemical sub-model is validated using experimental hydrogen-

fueled PCFC data from [33]. In this study, isothermal circular large button cells are used with 

a surface area of 0.5 cm2  and a flow rate of 80 mL/min for the hydrogen cells [33]. Therefore, 

an isothermal model with the same geometric surface area, flowrates, and electrolyte and 

electrode thicknesses is created to validate the electrochemical sub-model. The values for 

resistance are taken from Duan’s work, while activation and concentration losses are taken 

from an assortment of other works outlined in chapter 3 [88], [89], [90], [91]. An additional 

loss of .055 V from the total Nernst potential is necessary to add to the model to gain the fit 
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seen in Figure 4.13. This significant addition is attributed to leakage, variances in electrolyte 

thickness, and localized concentration losses not accounted for the in concentration 

overpotential since it is adapted from an older SOFC model. 

 

Figure 4.13: Electrochemical validation data using hydrogen 

The experimental data spans from 275 °C through 600 °C. The anticipated operation 

is closer to 700 °C, thus the three highest temperatures of 500 °C, 550 °C, and 600 °C are 

used for the validation. Figure 4.13 shows that the model very accurately predicts the 

experimental outputs of voltage and power density with current density. The model 

accurately accounts for the variation with temperature from 500-600 °C. This implies that 

data taken at 700 °C should be an accurate representation of these materials at elevated 

temperatures. The same electrochemical sub-model from this validation model is used in 

the MDA model where methane/natural gas is used as the fuel. This should establish a 

quality estimate of the system’s electrochemical capabilities until experiments can be 

carried out for further validation. 
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4.2 Model Results 

The results from the model are approached with the intent to meet the states goals of 

90% emissions reduction, 50% aromatic selectivity, and 30% fuel conversion. Achieving all 

3 of these goals is challenging and may possibly be outside the limit of theoretical 

possibilities with this catalyst. This section presents a parametric analysis of the model to 

optimize the outputs from the flare gas system. 

4.2.1 Model Parameters  

The model is controlled by the following adjustable parameters: 

Table 4.5: Model adjustable input parameters 

Pr
im

ar
y 

Parameter Symbol Units 

Inlet Temperature 𝑇   °𝐶 

Inlet Pressure 𝑃  𝑏𝑎𝑟 

Flow rate �̇� 
𝐿

𝑔 ℎ
 

 �̇� 
𝑘𝑔

𝑠
 

Current density 𝑗  
𝐴

𝑐𝑚  
 

Inlet Composition 
𝑥  ,

𝑠 ∈ {𝐶𝐻 , 𝐻 , 𝐻 𝑂, 𝐶 𝐻 } 
% 

Fuel Conversion 𝐹  % 

Emissions 𝜀 % 

Se
co

nd
ar

y 

Anode Thickness 𝜏  𝑚𝑚 

Channel Height, fuel ℎ ,  𝑚𝑚 

Steam Reforming 

Coe icient 
𝛼  - 
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WGS Coe icient 𝛼  - 

 

In Table 4.5, there are seven primary and four secondary parameters. Of these, the 

model requires four of the primary parameters and all the secondary parameters to be 

defined in order to converge a solution. This leaves three primary parameters for the software 

to solve using the formulation discussed in Chapter 3. In subsequent sections, the 

relationship between the primary parameters is analyzed, as well as the e ect of changing 

the secondary parameters on the outputs of the system. 

The standard inlet temperature and pressure of the model is 710°C and 1.005 bar, 

respectively. The flow rate is often adjusted to achieve a specified fuel conversion ratio, but 

the baseline value used in this model is 1 Lgcat
-1h-1. The current density is varied and depends 

on the inlet composition. The inlet composition in this model consists of highly idealized 

natural gas (95% methane, 5% water), additional water, and optional recycling streams of 

hydrogen and ethylene. Since any recycled stream is a product of the natural gas, and 

additional water outside the 5% considered for the natural gas is considered an additive, the 

fuel utilization is based only on the consumption of the natural gas, i.e. the 95% methane 

and 5% water feed. This is the term that aligns with the research goal of >30% natural gas 

conversion. Lastly, the emissions term is the sum of the selectivity of the methane 

conversion to CO and CO2, which proceed to the flare after the PCFC system. This term is 

ideally <10% to achieve a 90% reduction in emissions. The secondary parameters, along 

with other important model inputs are shown below in Table 4.6 unless otherwise indicated.  
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Table 4.6: Input parameters 

Input Value Units 
Faraday’s constant 96485.4 𝐶 𝑚𝑜𝑙  

Universal Gas constant 8.314 𝐽 𝑚𝑜𝑙  𝐾  
Stefan-Boltzmann constant 5.67 ∙ 10-8 𝑊 𝑚  𝐾  

Cell length 0.125 𝑚 
Anode thickness 500 𝜇𝑚 

Cathode thickness 20 𝜇𝑚 
Electrolyte thickness 3.6 𝜇𝑚 

FDT thickness 1 𝑚𝑚 
FDT inner radius 1.5 𝑚𝑚 

Channel height, fuel 1 𝑚𝑚 
Channel height, air 1 𝑚𝑚 

Steam reforming coe icient 0.3 - 
WGS coe icient 0.4 - 

PEN density 500 𝑘𝑔 𝑚  
PEN thermal conductivity 2.16 𝑊 𝑚  𝐾  

Interconnect thermal cond. 27 𝑊 𝑚  𝐾  
FDT thermal conductivity 355 𝑊 𝑚  𝐾  

FDT emissivity 0.1 - 
PEN emissivity 0.3 - 

 

In total, there are over 5400 individual equations calculated by the model as it solves 

21 discretized units along the cell. Due to the complex reaction system in the model and the 

model’s reliance on updating guess values and boundary conditions for these equations, 

this setup can be relatively constraining. For example, the model does not converge when 

the current density gets too close to zero or so high that all the hydrogen is depleted. This is 

due to the reaction system calling for changes to the adjustable primary parameters that 

exceed tolerance values at extreme current densities. However, this does not invalidate the 
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model’s ability to accurately reflect outcomes for the vast majority of usable current 

densities. 

4.2.2 Combining MDA and PCFCs 

The great benefit that PCFCs can provide to MDA is the hydrogen removal. However, 

the hindrance for PCFCs is that MDA reactions cannot produce hydrogen as quickly as 

methane reforming reactions, which are more commonly utilized when methane is the 

primary feedstock in PCFCs. This is highlighted in the disparity in flowrates used by the 

validation models. In the reaction kinetics validation model, a space velocity of 1.272 Lgcat
-

1h-1 is used to match the kinetic validation data [65], while 80 ml/min is used in the 

electrochemical model to match the electrochemical validation data [33]. Assuming an 

anode thickness of 0.5 mm, combined with the active area of 0.5 cm2 [33], this results in a 

space velocity of over 350 Lgcat
-1h-1. This massive di erence highlights the di ering needs of 

MDA and PCFCs on their own. The high space velocity allows higher current densities to be 

employed, yielding higher peak power densities, while the low space velocity allows the MDA 

reaction to reach better completion. Therefore, when they are combined, the cell is forced 

into low flow rates and lower current densities, as shown in Figure 4.14 
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Figure 4.14: Current vs power density and conversion e iciency when operating at 1 
Lgcat

-1h-1 

The operational current density (and resulting power density) are significantly lower 

than the standard for PCFCs operating on methane, which can reach well beyond 1 Acm-2 

when implemented with high levels of water for reforming [33]. The maximum power 

produced in the cell at the operating flowrate of 1 Lgcat
-1h-1 is around 0.2 W since the active 

area in the tubular cell is around 27.5 cm2.  The conversion e iciency is a measure of how 

well the cell produces power from the consumed fuel, and is represented by equation 4.2: 

𝐶𝐸 =
∙

 ∙ ,
     (4.2) 

where CE is the conversion e iciency in %, 𝐼 is the applied current, 𝑉 is the output 

voltage, 𝐻  is the amount of consumed hydrogen in the model, and ΔH , is the 

lower heating value of hydrogen. The CE starts at 90% at near zero, hits 75% at .007 Acm-2, 

and then drops at .0083 Acm-2 when the hydrogen availability is depleted. 

As a result of Figure 4.14, the following critical points play a large role in the 

subsequent results of the model: 
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 MDA reactions produce hydrogen much more slowly than methane reforming 

reactions 

 The 5% water concentration provides a significant amount of the initial 

hydrogen needed for the PCFC to operate 

 Extremely low current densities may be necessary for MDA to proceed within 

a PCFC 

 0.007 Acm-2 provides a safe and e ective balance of hydrogen removal and 

CE 

4.2.3 Achieving 30% Fuel Conversion 

Per the goals outlined in chapter 1, achieving 30 % fuel conversion is the first goal 

considered here. Achieving a fuel conversion in excess of 30% is challenging, particularly 

because without hydrogen removal, conversion levels have been equilibrium limited.  

Therefore, to achieve 30% conversion, slow flow rates to allow for additional contact time 

are combined with hydrogen removal. This proves to have a noticeable e ect on the 

selectivity of the aromatic products as shown in Figure 4.15, where the conversion is held 

constant at 30% across operational current densities: 
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Figure 4.15: 30% natural gas conversion e ect on flow rate and selectivity at rising 
current densities 

In Figure 4.15, a strong proportional relationship is shown between the flow rate and 

the current density when maintaining a 30% conversion. Conversely, there is an inverse 

relationship of the selectivity of benzene with the current density. This relationship is 

primarily due to the increase in toluene yield. Toluene is more equilibrium-constrained by 

hydrogen than its benzene counterpart, leading to its more drastic increase in selectivity at 

greater levels of hydrogen removal. The total aromatic selectivity steadily increases with 

current density and achieves 74.4% at the highest current density. However, benzene is a 

more valuable product than toluene with double the market size, thus the cell should ideally 

be operated at temperatures where benzene is encouraged over toluene. A current density 

of 0.007 Acm-2 once again serves as a balance point as the benzene is still over 66% and the 

toluene selectivity is only at 7% compared to the maximum current density where it is over 

15%.  
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A decline in emissions from 21% down to 17.6% is also seen in Figure 4.15. The 

emissions selectivity decreases for two reasons: 1) the  reliance on hydrogen removal for 

steam reforming and water gas shift reactions is much less than that of MDA reactions, and 

2) despite the 𝛼  and 𝛼   arbitrarily reducing the e ectiveness of their reactions by 70 and 

60% respectively, they completely exhaust the water very early on in the cell, as shown in 

Figure 4.16. This means that as aromatic reactions continue to improve with hydrogen 

removal, the methane reforming reactions are directly controlled and limited by the amount 

of water in the feed stream. 

 

Figure 4.16: Moles of water in the fuel from the inlet to the outlet of the cell at all 
operational current densities for 30% fuel conversion. 

In Figure 4.16, the sharp drop highlights the exponentially faster kinetics of methane 

reforming and water gas shift over the MDA reactions. The increased inlet concentration at 

higher current densities is representative of the e ect of hydrogen removal giving slight 

priority to MDA reactions at the inlet. Regardless, the water in the fuel is e ectively depleted 

by the second discretized element of the cell regardless of hydrogen removal.  
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The temperature is also considered as a prominent variable for achieving 30% 

conversion. When using the balanced current density of .007 A/cm-2, 30% conversion is 

achievable at all attempted temperatures between 697 - 800 ℃. Any lower temperature 

failed to converge as the slow MDA reaction kinetics limit the fuel conversion as they get 

slower with decreasing temperature, underscoring the importance of achieving 700 ℃ in 

MDA reactions. However, lower temperatures are desirable for the durability of the cell, thus 

another attempt is made using 0.004 Acm-2 and is shown in Figure 4.17. 

 

Figure 4.17: Relationship of the inlet temperature and flow rate at 30% conversion 
using a current density of 0.004 Acm-2 

In Figure 4.17, the inlet temperature is gradually dropped from 800 ℃ until it failed to 

converge due to limited hydrogen availability as the MDA reactions slowed with decreasing 

temperature. The lowest achievable temperature is 656 ℃, noticeably lower than the lowest 

temperature using 0.007 Acm-2. Figure 4.17 also indicates that continuing to decrease the 

flow rate should allow for continued decreasing inlet temperatures for the cell while still 

achieving 30% fuel conversion. However, the sudden drop in voltage the cell experiences at 
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the lowest temperature indicates a lack of hydrogen availability. As the temperature 

continues to drop, the MDA reactions are less favorable, but the methane reforming 

reactions continue to be strong. So, while continuing to decrease both the flow rate and the 

current density may enable even lower temperatures for 30% conversion, this trend reaches 

a hydrogen-availability and kinetic threshold that will render the MDA PCFC ine ective. 

Therefore, it is estimated that 650 ℃ is the lowest temperature that has the potential to 

achieve reasonably e ective results alongside a 30% fuel conversion, barring further 

catalyst development. 

If the PCFC system is run with the intent to achieve conversion rates other than 30% 

fuel conversion, it is important to understand the consequences. As such, the maximum and 

minimum conversions attainable at 0.007 Acm-2 are shown in Figure 4.18. Like Figure 4.17, 

the model is run until a solution could no longer be converged in either direction, reaching 

limits of 4% fuel utilization and up to 56% fuel utilization at 0.007 Acm-2 at an inlet 

temperature of 710℃.  
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Figure 4.18: E ect and limitations of varying the fuel utilization; a) the inverse 
relationships of CE and flow rate with fuel conversion; b) fuel conversion’s e ect on the 

output selectivity 

 The first note from Figure 4.18a is that the CE, and therefore the voltage and power 

density, are only lightly dependent on the fuel utilization, with the CE gradually decreasing 

from 86-62% with increased fuel utilization. Because the CE varies exactly with the voltage, 

this implies that the power output from the cell is consistent through minor to moderate 

fluctuations of the flow rate through it, which could be especially helpful when relying on the 

power output from the cell at a place like a wellhead flare where the flare gas flowrate has 
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the potential to experience many fluctuations. Conversely, the flowrate has an exponentially 

inverse relationship with fuel utilization, reaching as high as 18.4 L/gcat/h at 4% utilization and 

as low as .50 L/gcat/h at 56% utilization.  

In the selectivity graph in Figure 4.18b, dependencies on the fuel utilization are the 

most pronounced for the benzene and emissions selectivity but are clearly apparent for all 

products. Benzene is essentially not produced at extremely low fuel utilization, but achieves 

a maximum of 65%-68% selectivity between 26%-46% fuel utilization before lowering back 

down to 50% at maximum fuel utilization due to the accelerated production of toluene. The 

apparent lack of benzene at low fuel utilization is due to the high flow rate preventing 

opportunities for the newly formed ethylene to interact on the catalyst reaction sites. This is 

reversed at low flow rates, where ethylene has the maximum opportunity to react. Notably, 

the benzene selectivity sharply increases to 60% at only 20% fuel utilization and increases 

only gradually thereafter. Additionally, the total aromatic selectivity achieves the goal of 50% 

selectivity at only 13% conversion. 

Ethylene is the important intermediate product and has an initial spike up to 42.3% 

selectivity at 6% utilization and then decreases rapidly down to 3.1% at 56% fuel conversion. 

After the initial spike in selectivity, the decline in ethylene selectivity slows noticeably after 

15-25% fuel conversion. Ethylene at the outlet is most certainly a byproduct and is ideally 

either mitigated or recycled to the inlet, which is discussed later.  

The emissions rate is also strongly a ected by fuel utilization. The relationship of the 

emissions is inversed with benzene selectivity, with a high of 67.4% selectivity at 4% fuel 
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conversion and then decreasing to 20% selectivity at 25% conversion before reaching a low 

of 13.9% selectivity at maximum fuel utilization, which is only 1.3% above the FBR results.  

Lastly, the toluene varies with the utilization but also consistently remains at a very 

low selectivity until su icient levels of hydrogen are removed. It achieves a high of 33.1% 

selectivity at 55% fuel conversion, but only gets above 10% selectivity at 39% fuel conversion 

(0.725 Lgcat
-1h-1). This underscores the exponential relationship between toluene production 

and hydrogen removal. It is likely that, in industrial practices, the very low flow rates required 

to achieve such high fuel utilizations may prevent toluene from becoming an abundant 

product from the system. While not as useful as benzene, toluene remains a valuable 

aromatic byproduct from the PCFC system. 

The results from the figures 4.4-4.7 indicate the following important takeaways: 

 Achieving the goal of 50% aromatic conversion should not be a significant 

obstacle 

 Achieving 90% emissions reduction at usable current densities relies 

completely on catalyst development to speed up the MDA reaction 

mechanism so less water can be used in the natural gas stream. Currently, a 

small amount of water is required for the hydrogen production necessary to 

start the electrochemical reactions, which creates a lower threshold of 

emissions above the 10% DOE goal. 

 A current density of 0.007 Acm-2 provides an e ective balance between 

power output and product selectivity at 30% conversion, unless 

temperatures lower than 700 ℃ are required. 
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 While 30% conversion is most definitely an ideal goal and achieves high 

selectivity, a lower conversion may still be acceptable if there are too few 

cells to meet the flow demand. For example, a fuel conversion of 20% yields 

a 50% flow rate increase at the expense of only a 10% decrease in aromatic 

selectivity (down to 64%)  

 650℃ is the minimum inlet temperature required to achieve 30% conversion 

while also producing significant power levels. However, this requires 

extremely low flow rates. 

 Toluene has the potential to spike at flow rates lower than 0.725 Lgcat
-1h-1. 

4.2.3 Parametric Study of Input Parameters 

The values in Table 4.6 are representative of ideal future applications and are loosely 

based on previous PCFC works directly applicable to this study [21], [33]. However, as real 

experimental data begins to be gathered, it is necessary to investigate several additional 

parameters more directly applicable to the fabrication and catalyst development. In this 

section, a flowrate of 1 Lgcat
-1h-1 is used instead of a demanded 30% conversion. 

The first of these is the temperature profile. This has already been discussed some, 

but only from the perspective of the PEN assembly, which dictates the kinetics of the 

reactions. However, the PEN experiences heat transfer and is a ected by other components 

as shown in Figure 4.19: 
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Figure 4.19: Temperature of cell components and heat transfer to the PEN assembly 
when operating at 710℃, 0.007 Acm-2, and 1 Lgcat

-1h-1; a) Temperature profile along the z-
axis of the various cell components; b) the heat transfer profile along the z-axis of the other 

components into the PEN assembly   

In the model, the interconnect for the air and fuel sides are modeled separately and 

have their own temperatures, but their results are identical and so only the fuel side is shown 

in Figure 4.19a. Nearly all of the temperatures of the di erent components of the cell remain 

at the inlet temperature during operation, except for the reacting fuel which spikes near the 

inlet and quickly returns to the inlet temperature. The spike in the reacting fuel temperature 

can be attributed to the kinetically fast exothermic water gas shift reaction. This is confirmed 

in Figure 4.19b where the reactions produce a spike of heat at the inlet during the water 

consumption. Furthermore, only the heat from the reactions and the electrical work have a 

significant e ect on the remarkably consistent temperature of the PEN through the cell. All 

the other heat inputs into the PEN assembly work out to values between ±0.0005 W after the 

first two elements, which are considered negligible in comparison to the former. This 

phenomenon is explained by the flow rates in two ways. First, the slow nature of the MDA 

reactions limits their ability to provide a large temperature swing. This is also true for 
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electrochemical reactions. The water formation is very exothermic, but because it only 

occurs as a function of the current, which is extremely low, the temperature variation is 

minimal. Second, the low flow rates in the model necessitate even lower velocities. This, in 

turn, demands lower Reynolds and Nusselt numbers, which yield a low convective heat 

transfer coe icient as described in equations 3.43-3.46. Therefore, it is expected that when 

flowrates are increased that these other factors should have greater prominence, as shown 

in Figure 4.20: 

 

Figure 4.20: Heat transfer profile along z-axis of other components into the PEN at 
25 Lgcat

-1h-1 

In Figure 4.20, the initial variations in the temperature across its various components 

is caused by the reforming reactions. The increased heat transfer due to convection in the 

cell causes the whole cell to reach a uniform temperature despite the initial variation. The 

high value for electrical work at the inlet in Figure 4.19 and Figure 4.20 also means there is a 

higher current there. This higher current is only possible because of the reforming reactions; 

after these are completed, there is a correlating drop in current represented by the electrical 
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work in both Figure 4.19 and Figure 4.20. This is also reflected in the concentration 

overpotential shown below in Figure 4.21: 

  

Figure 4.21: Overpotential profile through the cell, neglecting leakage 

Figure 4.21 shows the e ect of the di erent calculated overpotentials in the cell, with 

the concentration overpotential clearly represented as the dominant overpotential. The 

e ect of the concentration overpotential compared to its activation and ohmic counterparts 

is much, much greater in this model than the validation model since hydrogen is not so 

readily available in the bulk flow. In other PCFCs where methane reforming reactions are the 

primary hydrogen source, all the primary reactions generate pure hydrogen with no 

significant amounts of hydrogen-containing byproducts. In this MDA PCFC model, a large 

portion of the hydrogen that would have been generated by reforming is instead forming the 

aromatic products. Therefore, even though the di usion coe icients are taken from very 

e ective PCFC studies [11], the concentration overpotential is more pronounced here due 

to hydrogen availability. Continued development of the anode catalyst with a focus on proton 
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conductivity can benefit the concentration overpotential to help close the gap between the 

bulk and triple phase boundary concentrations. In addition, while small in comparison to the 

concentration losses, the activation loss due to the anode far outweighs that of the cathode, 

further highlighting the benefits of continued anode catalyst development. However, the 

total voltage losses from the three represented overpotentials in Figure 4.21 are fairly 

miniscule compared to the voltage, which is close to 1 V. This tiny loss continues the trend 

seen in experimental studies that show decreased overpotential losses at lower current 

densities [33]. 

A variety of geometrical parameters are attempted to investigate their e ect, but 

many of them do not yield significant di erences. For example, the cell length could be 

increased, and it would linearly improve the power output but not the power density or the 

reaction kinetics. This is because the fuel inputs like fuel utilization and flowrate are directly 

linked to how much catalyst there is. So, increasing or decreasing the size or amount of 

catalyst also increases or decreases the flowrate in the model comparably.  

However, the anode thickness plays a more significant role as it acts as the structural 

building block of the cell. Both Liu et al. [33] and Zou et al. [21] have recently used the anode 

as the structural surface on which printing/spraying techniques are used to apply the 

electrolyte and cathode layers. At the elevated temperatures that are needed for MDA, it is 

imperative that the anode be mechanically sound and able to withstand the thermal 

stresses. As such, it is not uncommon for the anode to vary significantly in thickness 

depending on the demands of the system. While this variance does not have a significant 
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e ect on the reactions and kinetics, it does have implications for the overpotentials, as 

shown in Figure 4.22 below: 

 

Figure 4.22: E ect of anode thickness on average overpotentials and voltage output 
of the PCFC 

In Figure 4.22, the inlet temperature and flowrate are set to 710℃ and 1L/gcat/h, 

respectively. The left most data represents the voltage losses predicted by the PCFC and 

validation models and progresses to the right as the anode thickness is increased from 

0.5mm up to 2mm. There is no measurable di erence in the average ohmic loss since this is 

experimentally measured with respect to surface area, which did not change with anode 

thickness, and the activation overpotential is similar. The concentration overpotential is 

expected to have the largest di erence in the model since increased thickness means more 

distance for the protons to be conducted. This extra distance can cause additional losses as 

it can be more di icult for the protons to make their way all the way through the PEN 

assembly. This overpotential is modeled in the calculation of the concentrations at the triple 

phase boundary in equations 3.34-3.37. The relationship of the losses with thickness is 
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strictly linear, and results in a concentration loss ~150% higher at a thickness of 2mm 

compared to 0.5mm. 

Curiously, the output voltage increases nonlinearly with the anode thickness. 

Typically, the increased overpotentials would always decrease the voltage in a normal PCFC. 

In this case, the increased thickness translates into more catalyst, and therefore a higher 

flowrate when the space velocity is held constant. So, while this does not significantly 

change the selectivity of the products, it allows greater opportunity for the MDA reactions to 

occur and produce more water, as well as input more water at the inlet. The result is an 

increased Nernst potential due to increased hydrogen levels (see equation 3.23) that 

outweighs the increased overpotentials to yield a greater net voltage output. However, for a 

complete understanding of the relationship between anode thickness, catalyst 

e ectiveness and voltage, additional modeling parameters like tortuosity and pore radius of 

the anode are required [88]. These factors help account for the additional length of travel 

required for di using ions through the porous medium and are likely to change the 

relationship between anode thickness and voltage shown in this model when implemented.  

Other secondary parameters from Table 4.5 are varied but had little to no e ect on 

outcomes. A more complex fluid mechanics model could be implemented wherein the fuel 

bulk flow is not considered a perfect mixture, and this would allow the change in height of 

the fuel channel to have a more pronounced e ect than what this model can simulate. The 

𝛼  and 𝛼  have little e ect due to the kinetics already being so much faster than the MDA 

reactions as has been previously discussed. 

To revisit, the important takeaways from Figures 4.8-4.11 consist of the following: 
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 The electrical work and reaction heat are the largest sources of heat transfer 

for the PEN assembly at e ective flowrates that yield aromatic outputs 

 Due to low flowrates and current, the temperature of the cell components 

largely remains constant throughout the cell. 

 The concentration overpotential is the overwhelmingly dominant 

overpotential in an MDA PCFC, but has little e ect due to the low current 

density (equations 3.34-3.37) 

 Anode thickness can be increased to yield greater voltage outputs due to the 

ability to increase the flowrate when catalyst volume is increased. However, 

this model lacks the necessary parameters to properly optimize the anode 

thickness for voltage output, so the maximum thickness used in subsequent 

sections is 1mm, as this has been used in recent experimental PCFC studies 

[21]. 

4.2.4 Recycling and Optimization 

The final section in this chapter analyzes the possibility and benefits of recycling 

streams. Recycling streams allow the system to achieve higher conversions and benefit from 

the work it has already done. This comes at the expense of increased capital and 

construction costs but can pay o  very well in the right scenario. These extra costs come 

from additional required elements in the system like separators, pumps, and sometimes 

amine scrubbing, as well as additional pipelines to reroute the process from a system outlet 

back to the inlet. 
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Hydrogen is a valuable byproduct that could increase the power output if put into a 

recycle stream.  Ethylene is also considered. Ideally, the ethylene would all turn into benzene 

since benzene is more valuable and easily transportable. In a recycling system, this outcome 

becomes possible where it was not before. Data is gathered with this section with the 

flowrate held at 1 Lgcat
-1h-1 similar to previous sections, but the anode thickness is increased 

to 1mm. As such, higher current densities can be utilized due to the increased hydrogen 

availability as shown in Figure 4.23. 

-   

Figure 4.23: Updated power density (a) and selectivity (b) curves for an anode 
thickness of 1mm 

A current density of .015 Acm-2 is selected as this is the minimum current that 

achieved 30% fuel conversion in Figure 4.23a. This also comes just before the heavy drop in 

CE and spike in toluene shown in Figure 4.23b. Without recycling or further optimization, the 

setup of 1 Lgcat
-1h-1 utilizing a current density of 0.015 Acm-2 at 710℃ achieves 0.0132 Wcm-

2, 74% CE, 30% fuel conversion, and 74% aromatic selectivity. 

Before discussing recycling streams, the basic model is compared to the FBR model 

discussed in the validation study using Ding’s experimental data [65]. The overall aromatic 

selectivity for the FBR is estimated around ~72%, with a coking/emissions selectivity of 
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12.6% at 1.272 Lgcat
-1h-1. For a fair comparison, the PCFC flowrate is temporarily increased to 

1.272 Lgcat
-1h-1 and the main results are shown in Figure 4.24 

 

Figure 4.24: Basic PCFC model compared with FBR model used for validation 

The FBR exhibits superior emissions results due to the lack of water but su ers from 

the need to regenerate the catalyst much more often than the PCFC model, which benefits 

from the oxygen ions conducting from the air side to remove the coke (see Figure 2.5 and 

Equation 3.9). Additionally, the PCFC model is achieving a higher fuel conversion of ~26% 

compared to the FBR’s 18% at the same flowrate. 

 

0

20

40

60

80

Aromatics (%) Fuel
Conversion (%)

Emissions (%)

PCFC FBR



86 
 

 

 

Figure 4.25: E ects of recycling only hydrogen (a) or ethylene (b) in the PCFC system 
on the carbon selectivity of the products leaving the system and the CE; (c) e ect of fully 

recycling hydrogen and ethylene together with respect to zero recycling 

In the individual recycling scenarios depicted in Figure 4.25a and 4.13b, the primary 

benefit of hydrogen recycling is an improved power production, while the ethylene recycling 

provides better MDA improvements. There are slight improvements in the CE of the cell in 

both scenarios, with the H2 recycle stream improving by 3.37% and the C2H4 recycle stream 

gaining just 0.47%. Both also saw improvements in the benzene selectivity, with the ethylene 
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recycling resulting in a 7.4% improvement while hydrogen recycling yielded just 2.9% 

improvement. Continuing toluene’s relationship with hydrogen, recycling H2 proved to 

decrease the toluene output.  

The best case scenario in both individual recycling scenarios in Figure 4.25a/b occur 

at a full recycling load and imply that hydrogen and ethylene recycling can be combined to 

synergize the results, as shown in Figure 4.25c. The fully recycled scenario e ectively 

combines the electrochemical benefits of Figure 4.25a with the MDA benefits of Figure 

4.25b, yielding an 11.7% increase in benzene yield with a 3.8% CE increase to achieve a 

power density of 0.0138 Wcm-2. The significant increase in benzene is due to the complete 

removal of ethylene as a product and the reduction of toluene production from 9.4% to 4.8%. 

These trends are reiterated for a clearer comparison in Figure 4.26: 

 

   

Figure 4.26: Comparison of the ideal recycling scenario with individual recycling and 
pre-recycle results 

The synergized results of recycling both hydrogen and ethylene show notable 

improvements over the other recycling and the pre-recycling scenarios in all categories 
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except toluene output. However, the improvements in the benzene outweigh the toluene 

losses. Most notably, the improvements in selectivity and power are made with no significant 

change in emissions.  

Final takeaways from the recycling models are as follows: 

 If only hydrogen or ethylene could be recycled, ethylene takes priority since 

the aromatics improvement is more valuable than the power improvement 

 The ideal recycling scenario with maximum benzene selectively and the ideal 

balance of improved power density and mitigation of emissions occurs when 

both ethylene and hydrogen can be fully recycled into the stream 

o Benzene selectivity increases by nearly 12% in ideal recycling 

conditions. 

 Recycling streams cannot improve the emissions, since these are mostly 

determined by the water output  

 The final results of the basic, non-recycling PCFC exhibit marked 

improvements in the fuel conversion over the FBR model. It is also 

anticipated that catalyst regeneration will be largely mitigated in the PCFC, 

which is significant as the FBR required regeneration every six hours [65], but 

this comes at the cost of increased emissions in the PCFC  
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Chapter 5: Evaluation and Comparison 

 

The aim of this chapter is to ascertain the viability of implementing a cogenerating 

protonic ceramic modular reactor to utilize currently stranded/flared natural gas as shown 

in Figure 1.2, as well as compare it to existing technologies. This is accomplished by a 

comparison of the results from Chapter 4 with competing technologies like traditional power 

plants, gas to liquids (GTL) plants and Fischer-Tropsch Synthesis (FTS) facilities.   

5.1 Methods 

5.1.1 Evaluation Overview 

Three pillars of analysis for industrial applications are thermodynamic (i.e. 

e iciencies), environmental, and economical [100]. As such, the suggested technology and 

its expected capabilities are compared with competing technologies with regard to these 

three foundational backgrounds, with a heavy emphasis on economic viability.  

To ascertain whether the PCFC technology is competitive, the modeled status of the 

PCFC is compared to several commonly practiced techniques. These consist of GTL 

technology, FTS facilities, BTX plants, and power production technologies like natural gas 

power plants and alternative energy production methods. GTL is used as a case study and 

comparison throughout this document since the primary purpose of GTL processes is to 
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produce useful fuels, hydrocarbons, and chemicals from natural gas and related feedstocks. 

One of the most common and mature GTL technologies for methane conversion is FTS. FTS 

plants take a hydrogen and carbon monoxide mixture, referred to as syngas, and convert it 

into hydrocarbon products like naphtha, light gases, gasoline, diesel, and heavy waxes [100]. 

Because the specific desired product for the PCER system is aromatics, BTX plants serve as 

useful benchmarks for conversion and chemical production rates and are also used in the 

comparison study. 

As this is the first attempt at a system-level integration cost analysis of a PCFC 

utilizing MDA, a model is constructed in Aspen-HYSYS to analyze the balance of plant costs 

and expectations of integrating a PCFC at a flaring site. Aspen-HYSYS is an incredibly useful 

process engineering software capable of easily modeling industrial applications, as well as 

presenting capital and operational cost estimations with its in-house economic analyzer 

tool. The economic analyzer within Aspen-HYSYS considers many factors including direct 

field costs, and both direct and indirect non-field costs. Direct field costs include factors 

such as equipment, piping, civil, instrumentation/controls, electrical equipment, insulation, 

and paint. Indirect field costs consider engineering, start-up, and construction expenses like 

sca olding, rentals, and insurance. Indirect non-field costs include freight, contingencies, 

permits, taxes, and other project costs [101]. Overall, Aspen-HYSYS has the capability to 

provide a very e ective benchmark prediction for new industrial system costs. 

This Aspen-HYSYS model is used in tandem with the EES model to predict the impact 

of the PCFC system on the flare site. The data and background for the model is generated via 

a case study wherein the PCFC system is hypothetically implemented at a remote flaring site 
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in North Dakota’s Bakken basin. The economic assessment performed here is relatively high-

level, as a more detailed breakdown was not necessary to reach early conclusions about the 

necessary improvements. 

5.1.2 Aspen-HYSYS Modeled Use Case 

Data for the use case is gathered from public wellhead data and previous use case 

studies that have used a similar location as an example. In this study, the selected site flares 

an average of 209,000 scf/d of natural gas [102]. Initial gas conditions are taken from arbitrary 

values that meet the equipment conditions outlined in ISO 10423:2003, also titled API 6A: 

Specification for Wellhead and Christmas Tree Equipment [103]. In addition, the 

composition of the gas is selected from arbitrary values provided by the standard ranges 

given in Siazik and Malcho’s work [104] and values provided in other natural gas processing 

models [105], [106]. The exact composition from the beginning to the end of the model is 

provided in Table 5.7. The result from this composition and average flare rate yields a mass 

flow rate of 177 kg/h through the EES and Aspen-HYSYS models. 

 

Table 5.7: Inlet molar concentration for Aspen-HYSYS model 
 

Common 
values 
(mol %) 

Aspen-
HYSYS 
Model 

(mol %) 
Methane 70-90 0.7926 
Ethane 0-20 0.0411 
Propane 0-20 0.003 
CO2 0-8 0.0151 
n-Butane 0-5 0.0203 
Nitrogen 0-5 0.0099 
i-Butane 0-5 0.0203 
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n-Pentane 0-5 0.0099 
n-Hexane 0-5 0.0061 
i-Pentane 0-5 0.0127 
H2S 0-5 0.0000 
Benzene 0 0.0000 
Water 0-5 0.0419 

 

The gas is assumed to be sweet, as reported wellhead data indicates that there are a 

number of wellheads that produce sweet gas naturally [107], or have the capability to 

process raw natural gas onsite [108]. If the wellhead produces sour gas, then the assumption 

is made that the gas will have already gone through a sweetening process prior to entering 

the modeled Aspen-HYSYS system shown in Figure 5.27. 

 

Figure 5.27: Aspen-HYSYS system integration model of protonic ceramic modular 
reactor 

In Figure 5.27, the flare gas is first routed to a storage vessel, so the operation of the 

PCFC does not fluctuate with the same irregularity of a flare. Some flares are only operated 

for four hours per day [102], which would force extremely high flow rates through the PCFC 

and render it ine ective for aromatics production. This can be mitigated by the use of a 

storage vessel to extend the same flow of gas over a 24-hour period to ease the flowrate 

through the PCFC system. A small portion of the flare gas is then used in a fired heater to 

heat the gas to the PCFC inlet temperature. PCFCs cannot be accurately modeled with the 
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basic setup of Aspen-HYSYS. Instead, the relevant outcomes from chapter 4 can be 

modeled within the Aspen-HYSYS program by a conversion reactor with set conversion % 

rates. The product is then cooled for aromatics extraction and sent to a carbon capture 

system (CCS) and recycling flow. CCS’s can be incredibly complex systems to model, so the 

simplified component splitter tool is used instead of building out a CCS sub-model. A 

component splitter in Aspen-HYSYS is a tool used to model the outcomes of an outside 

system, in this case the CCS and aromatics separation unit. The resulting mass flow of the 

aromatics and carbon species should match the average mass flow of gas that would have 

gone through the flare. Non-converted gas is recycled back to the inlet via the component 

splitter.  

The end product coming out of the cooler is unconverted gas and aromatics, 

alongside nonaromatic MDA byproducts consisting mostly of carbon oxide emissions, 

ethane and ethylene [109]. The aromatics are easily filtered out in the cooling process as 

they achieve liquid conditions beginning at ~80℃ at atmospheric pressure, over 100°C 

higher than methane and other byproducts. Ethane and ethylene can continue to be 

reformed in the PCFC to generate aromatics and therefore should not be separated from the 

main gas feed stream [15], [110]. At this point in, the stream labeled “NG to recycle” would 

return to the “Raw NG” stream to repeat the cycle.  

5.1.3 Costing Approach 

To evaluate the profits of the system, an estimate for the price of the two primary 

products of the system is considered, namely, the price of electricity for the plant, and the 

sale price of aromatic chemicals. The average ultimate price for electricity in the U.S. is 
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around 12 cents per kWh [111], and this number is used here even though it is substantially 

higher than the industrial average due to the elevated cost of electricity in remote locations 

such as are considered in this use case. The price for benzene and aromatics has more 

fluctuation, as seen in Figure 5.28. 

 

Figure 5.28: Average market price for aromatic chemicals from 2018-2023. The 
dashed blue line represents the approximate average for the price of BTX materials, around 

$3/gallon since 2018. Figure reproduced with permission from reference [112] 

These two products can be combined to determine a gross profit value for the system. 

The aromatics product is assumed to be transported to a BTX facility or other customer, while 

the generated power is likely to be used onsite. Combining these profits is done using the 

following formula: 

𝐺𝑟𝑜𝑠𝑠 𝑃𝑟𝑜𝑓𝑖𝑡𝑠 =  𝐸 ∗
$

+ 𝐵𝑇𝑋 ∗
$    (5.1) 

Where 𝐸  is the electricity generated by the modular reactor, and 𝐵𝑇𝑋  is the 

amount of BTX/aromatic product generated by the PCFC in gallons. The capital cost of the 

system is determined by combining the capital cost estimated by the Aspen-HYSYS software 

with an estimate of the PCFC manufacturing and installation costs. Notably, Aspen-HYSYS 

cost estimations largely ignore processes modeled by component splitters. As such, the 
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aromatics separator is considered to take the place of the PCFC with regard to the Aspen-

HYSYS cost estimations; and the CCS is factored in afterwards as a lump sum and is 

assumed to be either a small-scale modular adsorption CCS or a modular CCS sold by 

Carbon Clean  [113]. Modular CCSs have gradually become a more popular industry, with 

Carbon Clean o ering an a ordable 10 tCO2/d CCS  [113], [114].  

PCFC installation costs are relatively complex, and a trusted approach for estimating 

this important factor was not available at the time of this writing. Instead, the average ratio 

between the equipment and installation costs of the balance of plant components in the 

Aspen-HYSYS economic analyzer tool is applied to the PCFC equipment cost to provide an 

estimate for the PCFC installation. This factor likely has the largest potential margin of error 

of the factors considered in the cost analysis. Once the gross profits are calculated, the total 

spending per year can be subtracted to find the net revenue per year of the system’s 

operation.  

𝑁𝑒𝑡 𝑅𝑒𝑣𝑒𝑛𝑢𝑒 = 𝐺𝑟𝑜𝑠𝑠 𝑃𝑟𝑜𝑓𝑖𝑡𝑠 − 𝑂&𝑀 + 𝐶 + 𝐶𝑎𝑝    (5.2) 

Where 𝑂&𝑀 represents the annual operations and maintenance cost as directly 

calculated by Aspen-HYSYS, plus an additional $70/kW for the PCFC, 𝐶  represents 

the cost of transporting the aromatic chemicals from the wellhead to a customer or BTX 

facility, and 𝐶𝑎𝑝 represents a yearly payback of 10% of the system capital costs for a total 

payback period of 10 years, after which time this factor can be removed for additional profit. 

The transportation costs can be significant when there is no piping infrastructure, as 

considered here in the use case. For this cost, a variety of factors are considered, including 

the hourly rate for a truck driver, cost of two 60,000 lb trailers, one truck, vehicle 
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maintenance, and a 500-mile round trip distance. Two trailers are needed so that aromatics 

can continue to be stored during transportation. The values considered and references from 

which they are taken are shown in Table 5.8. 

Table 5.8: Transportation Cost Factors 

Factor Cost Reference 
mean annual driver cost per the Bureau of Labor 
Statistics 

$53,090.00  [115] 

assumed trip distance (miles) 500 Use Case 
assumed mpg 7 Use Case 
estimated diesel price per gallon $4.50  Use Case 
cost of 60klb capacity tractor/trailer $250,000.00  [116] 
cost of spare trailer $100,000.00  [116] 
annual maintenance/contingency for 
tractor/trailer 

$70,000.00  [116] 

Upfront cost payback period 5 years Use Case 
 

5.2 Competing Technologies 

To establish grounds for whether the suggested technology is economically viable, 

some target ranges can be determined based on the competing technologies. Considering 

the dual purpose of the modular PCFC system, targets are first established based on existing 

GTL facilities, and additional targets are set based on power production technologies.  

5.2.1 Existing chemical production costs 

Ramberg, et al.[117] performed an impressive study on the economic viability of GTL 

processes. They estimated that standard, industrial GTL plants have a capital cost of $68k 

per b/d capacity. This estimation is determined by examining the capital, operations and 

maintenance, labor, and natural gas input costs associated with plants on a scale of 
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~120,000 b/d of output, implying approximately $8.16 billion in initial capital costs. The 

operations and maintenance costs are further estimated as 4% of the capital cost, with an 

expected lifetime of ~25 years[117]. For FTS specifically, Albrecht and Nguyen[118] 

performed a techno-economic analysis that estimated 64.744 GWh per year is used to 

produce 116.257 metric kilotons of products. Assuming a crude oil ratio of 7.33 barrels per 

ton, this equates to ~76 kWh per barrel of product, which highlights the energy-intensive 

nature of FTS technology, and GTL in general. Considering this, and a price of $0.07/kWh, 

which is the approximate industrial average since 2010 [119], a GTL/FTS facility would spend 

an additional $6.6 billion over the 25 year lifetime of operation in energy input costs. To 

generate a target value for capital costs for the PCFC system, this energy input cost can be 

added to the capital cost since the PCFC would ideally generate enough power to provide a 

surplus of energy after fueling all the balance of plant components. In summary, an overall 

target capital cost value of around ~$120k per b/d capacity would suggest that the modular 

reactor system is competitive with existing GTL technologies.  

However, the cost is not the only consideration when comparing GTL and the PCEC 

function of the PCER technology. There are a variety of factors that play significant roles in 

the economic viability of GTL processes, mainly the distance to the consumer and the trends 

of the oil and gas market. GTL processing is a clear second choice after power production 

and other uses and is only mainly implemented when the oil and gas market is right and the 

distance from the wellhead to the consumer is moderate to large, as depicted in Figure 5.29.  
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Figure 5.29: Techno-economic analysis of potential stranded gas monetization 
technologies; Possible options available for di erent sources (left); the impact of oil and 

gas prices on the feasibility of GTL technologies (right) 

While the distance to market plays a role (as seen by the fading color at greater 

distances in Figure 5.29, GTL technology is mainly limited by the prices of oil and gas. It is 

only economical when gas prices are low and oil prices are moderate to high. This is because 

GTL products are often used in conjunction with oil and therefore the marketability of GTL 

products is largely dependent on oil prices.  

These factors combine to severely limit the potential environmental benefits of FTS 

and GTL technology making use of stranded gas. In short, FTS and GTL processes are a 

massive investment in a process that is only economically viable under certain oil to natural 

gas price ratios as noted in Figure 5.29. 

The viability under only certain price ratios will remain a limitation of industrial GTL 

technology. However, the MDA PCFC technology, while still a GTL process, does not 

necessarily follow these same guidelines. The modular PCFC is employed to harness 

stranded/flared natural gas, meaning the intended fuel is likely to simply be too expensive to 

economically transport to a GTL or other processing facility. Therefore, the cogenerating 
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modular reactor is able to harness a wholly new area of the gas market that has been largely 

wasted to this point. Figure 5.30 shows the target area for oil to gas price ratios. This new 

target area should provide an excellent economic advantage in the implementation of the 

PCFC system. Flared natural gas is normally wasted at a loss, and therefore the feedstock 

for the proposed reactor is considered free.  

 

Figure 5.30: Intended oil-to-gas price ratios, adjusted for the suggested technology 

Existing power production costs 

5.2.2 Existing power production costs 

Natural gas power plants are one of the most mature and well-researched power 

production technologies available in the modern era. Natural gas power plants generate 40% 

of the power in the U.S., significantly more than any other singular technology [120]. As such, 

they represent the standard for cost comparisons of power production at an industrial scale 

in the U.S. Every year, reports are generated that highlight the price and capacity of newly 

constructed and existing power plants. On average in 2020, a natural gas power plant had a 
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total construction cost of $1,116 per kW of power capacity [121]. New natural gas power 

plants are being constructed with an average capacity of 235.6 MW [121]. 

 

 

Figure 5.31: Construction Cost Data for Natural Gas Power Generators in 2020.  
[121] 

As seen in Figure 5.31, the vast majority of investments in power production fall into 

the category of combined cycle natural gas power plants. The total investment in this 

technology alone was more than $5 billion in 2020 [121].  

It is important to also recognize that the environment also pays a price for these 

power production technologies. Oil, gas, and coal all produce emissions when used for 

power production. However, natural gas power plants generally have fewer emissions when 

compared to coal and oil being used to produce the same amount of energy [122]. Despite 

this, natural gas power plants still account for around 34% of the total U.S. energy-related 

emissions [122].  

An ambitious target value might then be set around $1,155/kW for a PCER system in 

order to compete with the most popular power production technology, but this may prove 
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di icult given the immaturity of fuel cells as a technology. Another important figure is the 

feedstock to power ratio. As reported by the U.S. Energy Information Administration, the 

standard natural gas consumed per kWh is 7.36 scf/kWh [123]. Achieving a value close to 

this ratio or its approximate equivalent of 0.15 kgCH4/kWh would also help prove the 

e ectiveness of the system, since it is a direct indicator of how well natural gas is turned into 

usable energy.  

Despite the maturity of natural gas power plants, many investors and government-

funded programs are looking into alternative energy production routes due to the 

environmental issues already mentioned. Figure 5.32 shows the costs associated with the 

most popular energy routes currently being investigated at a significant level as of 2020 

[121]. 

 

Figure 5.32: Alternative energy production routes featuring yearly O&M costs (on 
top) and system-level capital costs (on bottom) 
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The fuel cell category located at the bottom of Figure 5.32 displays numbers collected 

from Bloom Energy’s SOFC systems, not PCFCs. So, while they represent a rough baseline, 

it is largely expected that PCFCs have the potential to be cheaper [124], but no previous 

system level cost analysis for PCFCs has been performed to verify that assumption. Of the 

reported alternative energy production systems, the average value for system capital costs 

is ~$4,370, while the average O&M costs are ~$70/kW-y. These values represent better target 

ranges for the readiness of the suggested technology. When combined with the earlier 

analysis of natural gas power systems, a final system capital cost between $1,155-$4,370 

per kW would be an ideal outcome to ensure its competitiveness with existing technology.  

5.2.3 E iciency Analysis of PCERs vs Competing Technology 

Ideally, the e iciency of the new technology will either meet or exceed that of existing 

practices. This section compares the modeled PCFC with industry standards in areas like 

conversion e iciency for chemical production, faradaic e iciency, and thermal e iciency. 

The numbers used for industry standards come from reported government data and 

chemical processing studies for FTS and other value-added chemical production processes 

for chemicals like benzene, and naphtha. 

Conversion e iciency  

FTS plants commonly convert in excess of 90% of the provided methane into syngas. 

However, the FTS process usually only converts about 60% of the syngas into the desired 

product in a single pass, resulting in a total conversion rate of ~54% [117], [125]. For BTX 

plants and aromatic production, there are several techniques that are commonly used 



103 
 

ranging from 13-46.6% conversion per-pass depending on the chosen method [46] as seen 

in Figure 5.33.  

Unfortunately, conversion e iciency is one of the limiting factors of the e ectiveness 

of the MDA PCFC and other similar membrane reactors for value-added chemicals. Table 

5.9 shows several experiments involving aromatic chemical production from PCECs and 

PCERs, with the current standard limited to ~12%. The high in Table 5.9 is 18%, but this value 

is only achieved at an operating temperature that is far too high to be economically viable at 

the industrial level for PCERs. 

 

Table 5.9: Recent protonic ceramic electrochemical studies for methane to 
aromatic chemical conversion [13] 

 

Application Configuration Temp 
(C)  

Reactant 
Composition 

Conv. 
% 

Selectivity % Stability Ref 

PCEC for 
methane 
upgrading 

Cu-Mo/H-MCM-
22(Methane 
electrode) | 
BaZr0.7Ce0.2Y0.1O3-

𝛿(Electrolyte) |Ni-
Ba0.7Zr0.7Ce0.2Y0.1O3-𝛿 
(Hydrogen evolution 
reaction electrode) 

710 10%CH4/H2 11.6  86.2 
Aromatics 

40h at 
40 
mA/cm2 

[73] 

Proton 
membrane 
reactor for 
methane 
upgrading 

Fe-SiO2SrCe0.8Zr0.2O3-

𝛿 (Methane side) | 
SrCe0.7Zr0.2Eu0.1O3-𝛿 

(Membrane) 

980 90% CH4/Ar 5.9 42.9 
Aromatics 

50h [109] 

1000 10.1 46.4 
1030 18.2 47.4 

Hydrogen-
permeable 
membrane 
reactor for 
MDA 

La5.5W0.6Mo0.4O11.25−δ 
(membrane)  
Mo/ HZSM-5 (catalyst) 

700 CH4 12 ~75 
Aromatics 

10h [126] 
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Figure 5.33: Comparison of conversion rates across the GTL industry. The slashed 
red area represents the net conversion rate for FTS after the initial 90% conversion is 

processed again to a final product. The slashed blue area represents the improvements 
shown by the model developed in this study compared to the industry standard. 

  

Figure 5.33 provides an industry-wide comparison of conversion rates of various 

natural gas or methane to valuable products. The top 3 processes represent 3 of the most 

mature benzene production methods practiced at BTX facilities [46]. In the review work 

performed by Nithyanandam et al. [46], it was determined that NO-MDA is the most 

sustainable option for methane use with the current technologies available. The PCER, FTS, 

and BTX processes’ conversion rates can be significantly enhanced by recycling, but the 

PCER and BTX have a lot more to gain by developing better catalysts to reduce recycling 

needs and increase output capacity. Additionally, increasing the conversion rate to the 

stated goal of 30% as shown in chapter 4 makes the PCER technology surpass current BTX 

facilities, and provides the PCER with a significant advantage over the “most-sustainable 

practice”[46] of NO-MDA.  
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Energy e iciencies 

Traditional power plants are extremely mature technologies, but they are limited by 

the Carnot cycle and have therefore achieved a general overall e iciency of 60% [127]. A 

recent study by Otomo et al. [128] achieved a system-level e iciency as high as 74% with 

methane as fuel. This indicates that PCFCs have the potential to not only compete with, but 

exceed the e iciencies of competing technologies at the industrial scale. For the PCFC in 

this study, the system-level e iciency is calculated as 

𝜖 =
𝐿𝐻𝑉 ∙ �̇� + 𝐿𝐻𝑉 ∙ �̇� + 𝑃

𝐿𝐻𝑉 ∙ �̇� , + 𝐿𝐻𝑉 ∙ �̇� ,
 

where 𝐿𝐻𝑉  and �̇�  represent the lower heating value and the mass flow rate of 

species s, respectively; 𝑃  is the produced power, and subscripts  ,  and  ,  

represent the converted methane and generated hydrogen, respectively. At its peak form at 

1 Lgcat
-1h-1, the system has an e iciency of 58.97%, on par with mature power generation 

technologies.  

 Another significant factor to consider is the input energy e iciency.  A common way 

this is measured in electrochemical cells is through Faradaic e iciency, which measures 

how much of an electrical input is used directly to form the intended product. In other words, 

it is a ratio of the measured vs the theoretical maximum output selectivity in an 

electrochemical process. Duan, et al. has reported faradaic e iciencies around 90-98%, 

with a >97% overall electric-to-hydrogen energy conversion e iciency [72]. This is especially 

impressive since their work involved reversible PCFCs, which can switch from power 

generation to chemical (in this case, hydrogen) production, while maintaining high faradaic 

e iciencies in PCEC mode. In the model, the faradaic e iciency is most a ected by the 
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overpotential losses. This would mean a faradaic e iciency near 100% for this system due 

to the low current density if not for the volt leakage modeled to meet the validation 

requirements. Because of the Volt leakage being set to 0.055 V, and the open circuit voltage 

coming out to around 1.003 volts, the faradaic e iciency rounds to 95% at all tested 

conditions.  

Despite these great achievements, PCERs still have their limitations. Thermal 

e iciency is one of the weakest points of PCERs. The constant heat levels necessary for the 

ceramics to function as electrolytes usually results in a low thermal e iciency with an 

expected range of 15-29% [129], [130]. This is actually fairly competitive with solid oxide fuel 

cells, which operate around 18-35% thermal e iciency [129], [130]. Depending on the 

application of the PCER, the low thermal e iciency could provide an opportunity to recover 

heat for other energy-intensive processes, a tactic which is utilized in the cost analysis 

herein.  

In contrast, a standard FTS plant boasts chemical and energy e iciencies of ~76% 

and 92%, respectively [118]. PCER technology is not likely to ever reach 92% thermal 

e iciency by itself, which is why system-level integration analyses are critical for PCERs to 

compete with FTS technology on this front.  

5.3 Cost analysis of the protonic ceramic modular reactor technology 

5.3.1 Estimating the MDA PCFC manufacturing cost 

In contrast with FTS and natural gas power plants, PCFCs are a much less proven 

technology, with a significantly wider margin of error regarding cost analysis. PCECs 
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designed for chemical production outside of hydrogen have not received significant 

attention regarding techno-economic analyses. However, PCFCs have had several attempts 

for various applications, and they are commonly measured in price per kW similar to other 

power systems. The most versatile, and widely accepted techno-economic analysis to date 

was performed by Dubois et al. in 2017. The cell used for analysis had the characteristics 

shown in Table 5.10 [20]:  

Table 5.10: Sample cell for Dubois cost analysis 

Cell 
Composition 

Anode: Ni(60%)/BaZr0.8Y0.2O3-

d(40%),  
Electrolyte: BaZr0.8Y0.2O3-d,  
Cathode: BaCo0.4Fe0.4Zr0.1Y0.1O3-d 

Layer 
thickness 

A: 500 𝜇𝑚, E: 20 𝜇𝑚, C: 40 𝜇𝑚 

Power Density .156 𝑊/𝑐𝑚  

Power Output 5kW 

Active Area ~3.2 𝑚  

 

Almost every cell configuration is unique amongst PCFC studies, but this serves as 

an adequate baseline from which further assessment can be made. The result of Dubois’ 

analysis regarding the PCFC unit is organized in Table 5.11. 

Table 5.11: Specific PCFC manufacturing costs in $/kW assuming a power density of 
.156 𝑊/𝑐𝑚 [20] 

Item(s) $/kW 

Raw PEN materials 19 

Cell PEN manufacturing 
cost 

52 

Ball milling cost 17 
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Assembly and housing 38 

Interconnects 63 

Seals 118 

Current collectors 58 

 

It should first be acknowledged that Dubois et al. [20] noted that the seals, 

interconnects, and assembly carry the largest amount of uncertainty. Additionally, tubular 

cells require substantially less sealing compared to planar cells due to having a closed end. 

Therefore, this is an overly conservative estimate for the purpose of establishing a starting 

point for the cogenerating reactor.  

Arguably the most important part of the PCFC, the membrane electrode assembly, 

only accounts for 24% of the total manufacturing cost of the PCFC. The other aspects can 

vary widely depending on whether tubular or planar dimensions are chosen, or if the model 

is based on additive or subtractive manufacturing [21], or other chosen manufacturing 

processes. Regardless, the total for cell is $365/kW [20]. At this rate, a 5kW cell stack with 

no balance of plant components would cost $1,825.  

For comparison, Bloom Energy, a modern fuel cell manufacturer, currently has prices 

of ~$7-8,000/kW for SOFC [131]. This price can be broken down into ~$4,000/kW for the fuel 

cell system, and ~$2500/kW for installation, with a few other fees [129], [131], [132]. The 

greater specifics of how Bloom breaks down their prices is not publicly available.  

Since the economic analysis by Dubois et al. [20] was in 2017 and utilized a planar 

geometry instead of a tubular, some updates for this application are reasonable. As shown 

in Figure 4.12a, the power density of the MDA PCFC system is significantly lower than what 
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was considered in the study by Dubois [20]. Therefore, instead of measuring the cost by kW 

as has been done historically, a price per square meter of active area is used instead. This 

results in a starting value of $570.31/𝑚 . Considering the factors from Table 5.11, the anode 

thickness in the PCFC model is double that of the value used in [20], so the raw material cost 

is doubled. Due to advancements in cell manufacturing that include 3D printing processes 

for maximum raw material use [21], the manufacturing cost is considered to be reduced 

40%. Ball milling remains the same as an important part of applying well-coated PEN layers 

[33]. The assembly and housing, interconnects, and current collector costs are reduced by 

10% to account for advancements in manufacturing processes [130]. Lastly, the costs of 

seals are reduced by 80% due to the tubular configuration. This combination yields a price 

of $252.9/kW, or ~$395.2/𝑚 , which is not unreasonable considering further advancements 

since a 2021 cost estimation attempt that returned a value of $260/kW for low-intermediate 

temperature PCFCs [132]. 

5.3.2 Cost analysis results 

Using the values described above in the calculations and assumptions outlined for 

the model, the raw data from the projected economic results of implementing the PCER 

system are shown in Table 5.12. There are several companies that o er modular CCSs that 

would work for this application, but none of them have any posted prices, and those who 

have responded to inquiries have claimed their prices are under a non-disclosure 

agreement. So instead, it is assumed they can be purchased for $1 million, which is lumped 

into the capital costs. In addition, CCS’s require a lot of energy, of which 100kWh is being 

taken from the energy produced by the PCFC for a constant source, and the remaining 



110 
 

needed energy will ideally come in the form of heat from the PCFC outlet, which must be 

cooled and can provide 500-1150 kWh of heat energy depending on the chosen scenario. To 

determine trends and best future applications, four scenarios are considered, wherein the 

177 kg/h average flow through the system represented 1, 1.5, 2, and 3 Lgcat
-1h-1. Each scenario 

is adjusted to operate at its peak power density, which are approximately 0.016, 0.018, 0.02 

and 0.023 𝐴/𝑐𝑚 , respectively. Naturally, small amounts of water may need to be added to 

maintain the 5% water in the inlet stream, which is important to ensure appropriate hydrogen 

levels throughout the cell for the current to draw on. This is represented by the utilities cost 

gradually increasing with the space velocity in Table 5.12. 

Table 5.12:Summary of capital cost breakdown 
 

1 Lgcat
-1h-1 1.5 Lgcat

-1h-1 2 Lgcat
-1h-1 3 Lgcat

-1h-1 
Total Capital Cost [$]  $ 8,419,463   $ 7,995,299   $ 7,629,575   $ 6,671,092  
Total Operating Cost 
[$/Year]  $ 962,227   $ 966,536  $ 970,400   $ 977,603  

Utilities Cost 
[$/Year]  $ 46,346   $ 50,286   $ 53,716   $ 60,282  

Aromatics 
Transportation 
($/year) 

 $ 148,661  $ 147,901  $ 147,311  $ 146,304 

Total BTX Product 
Sales [$/Year] 

 $ 880,215   $ 802,974  $ 742,975   $ 640,641  

Total Electric Benefit 
[$/Year]  $ 790,748   $ 837,952   $ 858,680   $ 924,670  

Desired Rate of 
Return [%/Year] 10% 10% 10% 10% 

Equipment Cost [$]  $ 3,476,264   $ 3,065,915   $ 3,195,165   $ 3,043,403  
Total Installed Cost 
[$]  $ 4,679,556   $ 3,810,239   $ 4,170,766   $ 3,364,045  

 

Interestingly, Aspen-HYSYS did not significantly adjust its estimations for balance of 

plant equipment and operations costs when recycling is increased. This may be for a similar 
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reason that the aromatic transportation changed minimally.  With increasing space 

velocities, emissions are slightly increased in the PCFC, leading to fewer aromatic delivery 

trips. However, the di erence made by paying the driver, getting gas, etc. is relatively 

insignificant compared to the initial startup cost of purchasing the trailers. Additionally, after 

5 years, the aromatic transportation costs go down by approximately $70,000 per year until 

a new truck needs to be purchased due to a five year payback period on the transportation 

costs.   

 

Figure 5.34: Space velocity e ect on operational profit margins 

For net profits, clear trends are seen in Figure 5.34 as the gap between profits from 

electrical and chemical products widens with increasing space velocity. Focusing on 

electrical power appears to have a slight but noticeably negative e ect on the overall 

operational profits of the system. The operational profits are defined as the gross income 

minus the operational costs, ignoring debts for capital startup costs. When capital costs are 
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included year over year, Figure 5.35 shows an approximate 13 year payback period, followed 

by a linear increase in total profits from the system.  

 

Figure 5.35: Cumulative net profits by years of operation 

In Figure 5.35, all scenarios clearly lose increasing amounts of money for the first 10 

years of operation. After 5 years, the transportation gets cheaper, but the e ect is almost 

negligible. Scenarios 1, 2, and 4 break even by year 14, while scenario 3 follows suit by year 

15, at which point scenario 1 with 1 Lgcat
-1h-1 will generate the most net profits going forward 

due to its higher operational profits and prioritization of chemical production compared to 

the other scenarios. A 13 year payback period is significantly behind the industry standard, 

which would ideally place the payback period ≤ 10 years for capital projects [133].  
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Table 5.13: Comparing results with competitive target values 

Space 
Velocity 

kg/kwh Cap $/kW 
Cap per 
Output 
[$/bbl/d] 

1 Lgcat
-1h-1 0.2 $8756 $387,392 

1.5 Lgcat
-1h-1 0.19 $7840 $400,379 

2 Lgcat
-1h-1 0.19 $7269 $410,089 

3 Lgcat
-1h-1 0.18 $5817 $406,836 

Target 0.15 
$1155 – 
$4370 

$120,000 

 

The values in   
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Table 5.13 are representative of the PCFC’s performance compared to the target 

values outlined by discussing competing technologies. The results of this table indicate that 

the current implementation of the PCER system is generally behind that of its GTL and power 

production competitors. However, its competitors generally do not perform both chemical 

and power production simultaneously. The closest target is the e iciency of converting 

methane/natural gas into power. All of the scenarios operate with a CE between 73-77% for 

hydrogen, and as a significant amount of energy is also spent producing aromatics, the 

system is much more e icient than the individual numbers might portray.  

For the modeled system, excluding the CCS, the PCFC makes up an average of a 

massive 85% of the total equipment cost across the four scenarios. This is in large part due 

to the significant active area required to keep pace with the necessary flowrate. The price 

associated with manufacturing the cell could be decreased as improvements in the kinetics 

or manufacturing methods are made. However, while improvements in the catalyst or 

locating additives to speed up the kinetics of the MDA reactions would take a significant cut 

out of these expenses, it is unlikely that the improvements necessary can be made quickly 

given the history of conversion limitations for MDA (see Table 5.9). Further advancements in 

PCFC manufacturing are much more likely with a current trajectory of significant 

improvement. The e ect of improving the manufacturing cost is shown in Figure 5.36: 
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Figure 5.36: Impact of manufacturing cost on the breakeven year of the PCFC 
system. The dashed lines reference the manufacturing cost estimations from Dubois et al. 

[20] and O’Hayre et al. [132] for 2017 and 2021, respectively 

Figure 5.36 shows that the manufacturing cost alone has the power to make the 

system economically feasible. Had there been no progress since 2017, the breakeven point 

would have been approximately 17.6 years. As further improvements are made, the 

breakeven point for the system can reach 10 years if PCFCs can be manufactured for 65% of 

the current estimations in this study. This would correspond to a price of approximately 

$165/kW for a pure hydrogen-fed cell, as was considered in the estimated manufacturing 

costs from 2021 [132].  

A final important note is the e ect that the distance to market has on the system. 

Figure 5.37 shows the relationship between the annual transportation costs and the 

distance to market assuming that all trips throughout the year are to the same distance or 

customer. It is highly likely that the distance will never have a need to exceed ~2000 km, 

especially considering the use case example of North Dakota, which is centrally located in 
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the U.S. The transportation costs shown in the tables and figures above assume a distance 

of 800 km. The value shown at ~2000 km in Figure 5.37 is only ~$25,000 more than the ~160 

km value. This is a very a ordable adjustment and proves that the distance to market should 

not play a significant role in hindering the profitability of the MDA PCFC system. 

 

Figure 5.37: E ect of distance to market on transportation costs 

Overall, the MDA PCFC falls a little short of the economic expectations needed for 

deployment. However, it also appears to be very close to achieving economic viability. With 

an e ective CE of ~75%, and a fuel conversion rate of up to 30%, a lot of progress has already 

been made to make this a viable flaring solution. The largest obstacle is the manufacturing 

of the cell, which dwarfs the other components needed to make it successful.  

It should also be noted that this analysis is performed without the assumption of any 

grants or tax credits. There are several significant tax credits and grants that exist to help with 

fuel cell applications. For example, the U.S. currently has a tax credit for 30% of the total fuel 

cell cost up to $100,000 [134], [135]. These can be taken into consideration to make the 

technology more profitable in the short term. 
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5.3.4 Environmental Considerations 

Emissions rate is the primary environmental concern for most industrial processes, 

especially for power generation. The average CO2 emissions from converting natural gas to 

energy in the U.S. is 971.36 lbs/MWh produced [136]. Implementing technologies that can 

lower this average is critical for decreasing the country’s emissions as a whole.  

GTL technology is one of the leading practices with a lot of potential to harness 

leftover gas to reduce emissions. Ideally, all stranded, flared, or vented gas would be routed 

through GTL facilities to mitigate environmental impacts. However, even these GTL 

processes produce significant GHG emissions due to the high energy inputs required for 

reforming. 

Without the balance of plant, the PCFC model by itself (and some water) is predicting 

an emission between 17-19 mol% emissions. The Aspen-HYSYS model adds 5.5% to that 

number due to the fired heater directly combusting a small portion of the feed to heat the 

PCFC inlet stream. However, it is possible that the CCS may be able to mitigate these 

emissions. Additionally, while not factored into this evaluation, Carbon Clean advertises 

that their modular system should make it easy to prepare the captured carbon for 

sequestration or other environmentally friendly means of disposal [113]. This is an avenue 

worth further exploration as it could potentially reduce direct emissions to net zero. 

5.3.3 Safety and risk assessment  

As with any plant process, there are inherent risks and safety measures to be followed 

in the management of processing equipment. The two largest safety concerns in the PCER 
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considered here are the high-temperature environment and the sulfur content in natural gas. 

Both of these factors have proven to significantly increase the rate of degradation of solid 

oxide fuel cells [137]. PCERs operate at lower temperatures compared to SOFCs, but 

>500 °C can still have a harmful e ect on many materials. The durability of the materials in 

high-temperature environments is often one of the first topics of study when new catalysts 

and electrodes are implemented.  

Sulfur content is highly moderated in natural gas pipelines due to its corrosive e ects 

and is currently limited to 17 ppm in U.S. pipelines [12]. Duan, et al. tested PCFC’s durability 

in sulfuric environments and found that 19 ppm did not noticeably degrade fuel cell 

performance even after 1000 hours [12]. This discovery greatly enhances the prospect of 

PCFC use at oil production sites. Raw natural gas is likely to still need to be processed prior 

to exposure to the modular reactor, but Duan’s work still represents a substantial 

improvement over other fuel cell types, which have been known to be limited to <1 ppm 

sulfur content [129]. Proper safety precautions are always necessary in the presence of 

sulfur, but there is no indication that the PCFC technology introduces any increased risk for 

sulfur exposure due to degradation, leaks, or other causes over existing practices. 

5.3.4 Evaluation Conclusion 

This cost analysis is meant to provide an estimate for the readiness of a theoretical 

MDA PCFC for deployment within the parameters of the use case scenario. While boasting 

excellent conversion e iciencies, massively improved conversion, and net positive 

operational profits, there is still work to be done before this becomes a viable solution. The 

following summarize key points from this chapter: 
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 The choice of what space velocity to use may be decided less on emissions 

and money and more about the relatively unknown heat requirements of the 

CCS. For example, if the CCS requires more heat, then a higher space 

velocity may be useful to supply that heat through the recycling streams or in 

place of a cooler. 

 Slower flow rates (i.e. 1 Lgcat
-1h-1) yield the best combination of power and 

chemical profits, providing bigger post payback period payouts. 

 The technology “as is” requires a 13 year payback period, with most of the 

capital cost coming from the manufacturing and installation of the PCFC 

o Decreasing the price per square meter is more important than 

decreasing the price per square kW, as has been the focus of other 

studies. This is due to the low power densities of the MDA PCFC 

making the area larger and therefore a bigger focus of future 

development needs. 

o A target of $165/kW manufacturing price for a hydrogen-fed cell would 

provide the system with a breakeven year competitive with the 

industry. 

 The MDA PCFC is not yet capable of competing directly with mature GTL and 

power technologies individually. However, the potential to exceed them is 

very real if manufacturing costs can continue the current trend of innovation 

and improvement. 
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o While it cannot compete with the cost of other power generation 

technologies, the system level e iciency of 57.2% is on par with most 

mature power production system e iciencies  

 The distance to market for the aromatic products is not a significant factor in 

the economic viability of the PCFC system.  

 The catalyst is very e ective in comparison to other GTL technologies when 

hydrogen is actively removed. As such, further catalyst development is less 

important than cheaper manufacturing techniques.  
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Chapter 6: Conclusion 

 

6.1 Conclusions 

In this thesis, a model is created for a PCFC intended to operate using MDA reactions 

at a remote flare site, and a performance and economic evaluation of that system is 

conducted. The primary takeaways from the work are summarized as follows: 

 The developed PCFC model uses proven validation data, energy and mass 

balances, tested electrochemical formulations, and e ective kinetic data to 

represent an accurate prediction of how the system would perform using 

existing catalysts and PCFC manufacturing methods.  

 Utilizing current technology, a PCFC designed for MDA at a flare site is not 

competitively profitable. With a breakeven point between 13 and 14 years for 

the system, this would not meet most petrochemical companies goals of a 

10 year maximum payback period [133]. 

 Further developments in PCFC manufacturing are likely to be the biggest 

hinge point in proving the economic viability of the PCFC system. A target 

value of $165/kW is identified in order to achieve acceptable profitability 

levels. This value relates to hydrogen-fed PCFCs.  
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 Regarding DOE goals of 30% fuel conversion, 50% aromatic selectivity, and 

90% emissions reduction, the conversion and selectivity goals are proven to 

be achievable. However, due to water being needed to help jumpstart the 

electrochemical reactions, the 90% emissions reduction remains out of 

reach for this technology, especially when considering balance of plant 

components. Emissions for the system are consistently between 17-23% 

depending on flowrates and water levels in the fuel.  

 The kinetics of MDA are extremely slow, particularly in comparison to 

methane reforming reactions. Water in the system needs to be limited to 

maintain a decrease in emissions, but also needed to help start the 

reactions. 

o Slower flowrates help prioritize the MDA reactions. Of the tested 

space velocities, 1 Lgcat
-1h-1, is the best flowrate and also the only one 

able to achieve the 30% fuel conversion target.  

 While the exact MDA reaction mechanism may not be known, the reaction 

can be e ectively predicted using ethylene as the intermediate product.  

6.2 Future Work 

This study proves the potential of PCFC and MDA integration is promising, but a 

variety of further work is required to both validate the results shown here, and continue the 

development of a growing fuel cell research field: 
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 The most important factor in making PCFCs with MDA economically viable is 

the manufacturing cost. This cost must go down for this system to be 

deployed. As such, further developments in cost analysis to identify the 

largest contributors to this cost would be most crucial. Additionally, most 

cost estimations to this point have utilized planar cells, so no e ective 

comparison exists for choosing a tubular over a planar configuration. Future 

especially considering recent 3D printing solutions that have made the 

tubular configuration much easier to manufacture [21] 

 There is a significant gap in research regarding the study of MDA in PCFCs or 

other similar membrane reactor setups, especially regarding economics. 

This study had to make use of the research knowledge of these processes 

independently to merge them e ectively. A full-scale techno-economic 

analysis including experimental data would be extremely valuable to the 

future research work in this field. 

 MDA is a much more complex process than FTS and GTL processes, and 

even more so when combined with electrochemistry. The reaction 

mechanism of MDA alone is still relatively unknown. More studies have 

attempted to decipher these processes, but some new theories have only 

increased the complexity of MDA, such as hydrocarbon pooling. This 

reaction needs to be better understood before the kinetics can be 

significantly improved. As it stands, the mystery behind the MDA process is 
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likely one of the biggest contributors to the consistently limited speed of 

MDA reactions. 

 Finally, the balance of plant is not yet fully defined for the system in literature. 

This makes the balance of plant used in this study relatively questionable. 

For example, heat exchangers could have been used to improve the system 

e iciency, but none are utilized here for simplicity. A standard setup of 

balance of plant components would help clarify site needs and possibly 

open the door to new markets. 
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