# REAL ROOTS OF RANDOM ORTHOGONAL POLYNOMIALS WITH EXPONENTIAL WEIGHTS 

YEN DO, DORON LUBINSKY, HOI H. NGUYEN, OANH NGUYEN, AND IGOR PRITSKER

Abstract. We consider random orthonormal polynomials

$$
P_{n}(x)=\sum_{i=0}^{n} \xi_{i} p_{i}(x),
$$

where $\xi_{0}$, . . , $\xi_{n}$ are independent random variables with zero mean, unit variance and uniformly bounded $\left(2+\varepsilon_{0}\right)$-moments, and $\left\{p_{n}\right\}_{n=0}^{\infty}$ is the system of orthonormal polynomials with respect to a general exponential weight $W$ on the real line. This class of orthogonal polynomials includes the popular Hermite and Freud polynomials. We establish universality for the leading asymptotics of the expected number of real roots of $P_{n}$, both globally and locally. In addition, we find an almost sure limit of the measures counting all roots of $P_{n}$. This is accomplished by introducing new ideas on applications of the inverse LittlewoodOfford theory in the context of the classical three term recurrence relation for orthogonal polynomials to establish anti-concentration properties, and by adapting the universality methods to the weighted random orthogonal polynomials of the form $W P_{n}$.

## 1. Introduction and main results

The study of roots of random polynomials has a long history which can traced back to the fundamental papers by Bloch and Polya in 1932 [4], Littlewood-Offord [23, 24, 25], and Kac [19] in the 1940s, Erdős-Offord [11] in 1956, the list goes on. Given a basis of deterministic functions $p_{0}, p_{1}, \ldots$, consider random polynomials of the form

$$
P_{n}(x)=\xi_{0} p_{0}(x)+\xi_{1} p_{1}(x)+\ldots .+\xi_{n} p_{n}(x)
$$

where $\xi_{i}$ are independent random variables. Three popular classes of random polynomials include

- Random algebraic polynomials, which correspond to $p_{n}=a_{n} x^{n}$,
- Random trigonometric polynomials, which correspond to $p_{n}=a_{n} \sin (n x)$ and $p_{n}=$ $a_{n} \cos (n x)$,
- Random orthogonal polynomials, which correspond to an orthonormal basis of polynomials $p_{n}$ associated with a given measure.

A very incomplete list of references for the first two classes include [1, 2, 3, 4, 8, 11, 13, 16, 17, 18, 19, [23, 24, 25, 31, 32, 36, 38]. In this paper, we focus on random orthogonal polynomials. Let $\mu$ be a finite positive measure on the real line with finite moments of all orders, and with the associated orthonormal system of polynomials $\left\{p_{n}\right\}_{n=0}^{\infty}$. In other words,
each $p_{n}$ has degree $n$, real coefficients, and a positive leading coefficient, and furthermore

$$
\int_{\mathbb{R}} p_{n}(x) p_{m}(x) d \mu(x)= \begin{cases}1, & m=n \\ 0, & m \neq n\end{cases}
$$

see, e.g., Freud [14] for details. Assume furthermore that $\mu$ is absolutely continuous with respect to the Lebesgue measure, that is $d \mu(x)=w(x) d x$, where $w$ is referred to as the weight function. Some popular systems of orthogonal polynomials are
(E1) Legendre polynomials: The weight $w(x)$ is the indicator function of $[-1,1]$.
(E2) Chebysev polynomials of type 1: $w(x)=\frac{1}{\sqrt{1-x^{2}}}$ for $x \in(-1,1)$, and zero elsewhere.
(E3) Chebysev polynomials of type 2: $w(x)=\sqrt{1-x^{2}}$ for $x \in(-1,1)$, and zero elsewhere.
(E4) Jacobi polynomials: These are generalizations of Chebyshev and Legendre polynomials, with $w(x)=(1-x)^{\alpha}(1+x)^{\beta}$ for $x \in(-1,1)$ and zero elsewhere, where $\alpha, \beta>-1$.
(E5) Hermite polynomials: $w(x)=e^{-x^{2}}$ for $x \in \mathbb{R}$.
(E6) Freud polynomials: These are generalizations of Hermite polynomials, with $w(x)=$ $e^{-c|x|^{\lambda}}$ for $x \in \mathbb{R}$, where $c>0, \lambda>0$.

One of the most basic questions in the study of roots is the average number of real roots of $P_{n}$. In [19], Kac derived the celebrated Kac-Rice formula that allows us to reduce this task to evaluating an integral, which is often most manageable when the random variables $\xi_{i}$ are standard Gaussian. Let $N_{n}(S)$ be the number of roots of $P_{n}$ in a set $S$. In this Gaussian setting, the average number of real roots of $P_{n}$ has been known for the following models.

- Random Legendre polynomials: Das [5] found that $\mathbb{E}\left[N_{n}(-1,1)\right]$ is asymptotically equal to $n / \sqrt{3}$. Wilkins [39] improved the error term in this asymptotic relation by showing that $\mathbb{E}\left[N_{n}(-1,1)\right]=n / \sqrt{3}+o\left(n^{\varepsilon}\right)$ for any $\varepsilon>0$;
- Random Jacobi polynomials: Das and Bhatt [6] concluded that $\mathbb{E}\left[N_{n}(-1,1)\right]$ is also asymptotically equal to $n / \sqrt{3}$;
- More generally, when $\mu$ a finite Borel measure with compact support on the real line. Lubinsky-Pritsker-Xie [27] showed that under mild conditions on the weight $d \mu / d x$, the same asymptotic holds.
- Beyond compactly supported measures, Pritsker-Xie [33] extended this asymptotic to the random Freud polynomials. Later, Lubinsky-Pritsker-Xie [28] showed that the same asymptotic holds for general exponential weights (see Theorem 1.2 below).

Little is known about the average number of roots when the coefficients are not Gaussian. In [10], Do-Nguyen-Vu extended the asymptotics for the model in [27] to general random variables with mean 0 , variance 1 , and bounded $\left(2+\varepsilon_{0}\right)$-moments for some $\varepsilon_{0}>0$. In other words, under some conditions, the asymptotic of $\mathbb{E} N_{n}(\mathbb{R})$ is known when the measures $\mu$ are compactly supported, such as the measures in Examples (E1)-(E4) above.

This paper is devoted to random orthogonal polynomials associated with exponential weights on the whole real line, such as random polynomials spanned by Hermite and Freud polynomials mentioned in (E5) and (E6). In particular, we show that the results of [28] hold for general random coefficients $\xi_{i}$. We shall assume throughout the paper that the measure $\mu$ is absolutely continuous, with $d \mu(x)=W^{2}(x) d x$, where the weight $W$ belongs to the class $\mathcal{F}\left(C^{2}\right)$ of exponential weights considered in [22] and [28].

Definition 1.1 (Weight class $\mathcal{F}\left(C^{2}\right)$ ). Let $W=e^{-Q}$, where $Q: \mathbb{R} \rightarrow[0, \infty)$ satisfies the following conditions:
(a) $Q^{\prime}$ is continuous in $\mathbb{R}$ and $Q(0)=0$.
(b) $Q^{\prime}$ is non-decreasing in $\mathbb{R}$, and $Q^{\prime \prime}$ exists in $\mathbb{R} \backslash\{0\}$.
(c)

$$
\lim _{|t| \rightarrow \infty} Q(t)=\infty
$$

(d) The function

$$
T(t)=\frac{t Q^{\prime}(t)}{Q(t)}, t \neq 0
$$

is quasi-increasing in $(0, \infty)$, in the sense that for some $C_{1}>0$,

$$
0<x<y \Rightarrow T(x) \leq C_{1} T(y)
$$

We assume an analogous restriction for $y<x<0$. In addition, we assume that for some $\Lambda>1$,

$$
T(t) \geq \Lambda \text { in } \mathbb{R} \backslash\{0\}
$$

(e) There exists $C_{2}>0$ such that

$$
\frac{Q^{\prime \prime}(x)}{\left|Q^{\prime}(x)\right|} \leq C_{2} \frac{\left|Q^{\prime}(x)\right|}{Q(x)}, x \in \mathbb{R} \backslash\{0\} .
$$

Then we write $W \in \mathcal{F}\left(C^{2}\right)$.

It is straightforward to check that the Freud weights $w(x)=e^{-c|x|^{\lambda}}$ of (E6) belong to $\mathcal{F}\left(C^{2}\right)$ when $\lambda>1$. From the definition, $\mathcal{F}\left(C^{2}\right)$ consists of smooth functions $e^{-Q}$, where $Q$ is convex, and has regular growth behavior at infinity. We note that $\mathcal{F}\left(C^{2}\right)$ is one of the largest known classes of weights that allow for a very complete theory of the associated orthogonal polynomials, see [22] for a comprehensive exposition.

We recall the result of [28] on the asymptotic for $\mathbb{E} N_{n}(\mathbb{R})$ where $N_{n}(\mathbb{R})$ is the number of real roots of the random polynomial

$$
P_{n}(x)=\sum_{i=0}^{n} \xi_{i} p_{i}(x) .
$$

Theorem 1.2 (Gaussian setting, cf. Theorem 2.2 of [28]). Let $W=e^{-Q} \in \mathcal{F}\left(C^{2}\right)$, where $Q$ is even. If the function $T$ in the definition of $\mathcal{F}\left(C^{2}\right)$ satisfies

$$
\begin{equation*}
\lim _{x \rightarrow \infty} T(x)=\alpha \tag{1.1}
\end{equation*}
$$

where $\alpha \in(1, \infty]$, then the expected number of real zeros of $P_{n}$, with $\left\{\xi_{i}\right\}_{i=0}^{\infty}$ being i.i.d. standard Gaussian, satisfies

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \mathbb{E}\left[N_{n}(\mathbb{R})\right]=\frac{1}{\sqrt{3}} \tag{1.2}
\end{equation*}
$$

To state the result on the local asymptotics for the expected number of real zeros, we first define the Ullman distribution that provides the limiting density for the number of real roots. Following [22] and [35], we define the Ullman distribution $\mu_{\alpha}, \alpha>1$, by

$$
\begin{equation*}
d \mu_{\alpha}(x)=\left(\frac{\alpha}{\pi} \int_{|x|}^{1} \frac{t^{\alpha-1}}{\sqrt{t^{2}-x^{2}}} d t\right) d x, \quad x \in[-1,1] \tag{1.3}
\end{equation*}
$$

and we consider the following contracted version of $P_{n}$

$$
\begin{equation*}
P_{n}^{*}(s):=P_{n}\left(a_{n} s\right), \quad n \in \mathbb{N} \tag{1.4}
\end{equation*}
$$

where $a_{n}$ is the Mhaskar-Rakhmanov-Saff number associated with the weight $W$, see [22] and 35].

Roughly speaking, most of the real roots of $P_{n}^{*}$ stay in $[-1,1]$. For any set $E \subset \mathbb{C}, N_{n}^{*}(E)$ denotes the number of zeros of a random polynomial $P_{n}^{*}$ located in $E$. We now state the local result on the asymptotic of $\mathbb{E}\left[N_{n}^{*}([a, b])\right]$ for intervals $[a, b] \subset(-1,1)$. It says that $\mu_{\alpha}$ is the limiting measure, up to a constant.

Theorem 1.3 (Gaussian setting, see Theorem 2.3 in [28]). Assume that $\left\{\xi_{k}\right\}_{k=0}^{n}$ are i.i.d. standard Gaussian. Let $W=e^{-Q} \in \mathcal{F}\left(C^{2}\right)$, where $Q$ is even. Suppose that the function $T$ in the definition of $\mathcal{F}\left(C^{2}\right)$ satisfies (1.1). For any $[a, b] \subset(-1,1)$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \mathbb{E}\left[N_{n}^{*}([a, b])\right]=\frac{1}{\sqrt{3}} \mu_{\alpha}([a, b]) \tag{1.5}
\end{equation*}
$$

It is worth noting that condition (1.1) plays a crucial role in the existence of the limit in (1.5). In fact, if the weight function $W$ does not behave at infinity in a regular way, by for example oscillating between the values of $e^{-c|x|^{\lambda_{1}}}$ and $e^{-c|x|^{\lambda_{2}}}$ for $x$ near infinity, with $\lambda_{1}>\lambda_{2}>1$, then the limit in (1.5) may fail to exist. This indicates that the local asymptotic behavior of $\mathbb{E}\left[N_{n}^{*}([a, b])\right]$ may not abide a single limiting distribution, and may differ dramatically when the interval $[a, b]$ is shifted.

We are now ready to state our main universality result confirming that Theorems 1.2 and 1.3 hold for general random coefficients.

Theorem 1.4. Assume that the coeffcients $\left\{\xi_{k}\right\}_{k=0}^{n}$ are independent real-valued random variables such that $\mathbb{E}\left[\xi_{k}\right]=0, \operatorname{Var}\left[\xi_{k}\right]=1$, and $\mathbb{E}\left[\left|\xi_{k}\right|^{2+\varepsilon_{0}}\right]<C$ for some constants $C, \varepsilon_{0}>0$ and all $k=0,1, \ldots$ Let $W=e^{-Q} \in \mathcal{F}\left(C^{2}\right)$, where $Q$ is even. If the function $T$ in the definition of $\mathcal{F}\left(C^{2}\right)$ satisfies (1.1) with $\alpha \in(1, \infty)$, then we have
(a) The expected number of real zeros of random orthogonal polynomial $P_{n}$ satisfies (1.2).
(b) For any $[a, b] \subset(-1,1)$, the real zeros of polynomials $P_{n}^{*}$ satisfy (1.5).

In fact we will show that the $k$-correlations of the real roots of $P_{n}^{*}$ are universal for any fixed $k$, see Theorem 2.2 .

As a direct application, we obtain the statement for random Freud polynomials.
Corollary 1.5. Assume that the coeffcients $\left\{\xi_{k}\right\}_{k=0}^{n}$ are independent real-valued random variables such that $\mathbb{E}\left[\xi_{k}\right]=0, \operatorname{Var}\left[\xi_{k}\right]=1$, and $\mathbb{E}\left[\left|\xi_{k}\right|^{2+\varepsilon_{0}}\right]<C$ for some constants $C, \varepsilon_{0}>0$ and all $k=0,1, \ldots$. For any constants $\lambda>1$ and $c>0$, consider the random orthogonal polynomial $P_{n}$ associated with the Freud weight $w(x)=e^{-c|x|^{\lambda}}$ for $x \in \mathbb{R}$. Then the expected number of real zeros of $P_{n}$ satisfies (1.2). Moreover, if $[a, b] \subset(-1,1)$ then the real zeros of polynomials $P_{n}^{*}$, defined in (1.4), satisfy (1.5) with $\alpha=\lambda$.

Next, define the normalized zero counting measure $\tau_{n}=\frac{1}{n} \sum_{k=1}^{n} \delta_{z_{k, n}}$ for the scaled polynomial $P_{n}^{*}(1.4)$, where $\left\{z_{k, n}\right\}_{k=1}^{n}$ are its zeros in $\mathbb{C}$, counted with multiplicities, and $\delta_{z}$ denotes the unit point mass at $z$. We find the weak* limit of $\tau_{n}$ in the case of random coefficients satisfying the assumptions of Theorem 1.4, and thus extend Theorem 2.4 of [28].

Theorem 1.6. Assume that the coefficients $\left\{\xi_{k}\right\}_{k=0}^{n}$ are independent real-valued random variables such that $\mathbb{E}\left[\xi_{k}\right]=0, \operatorname{Var}\left[\xi_{k}\right]=1$, and $\mathbb{E}\left[\left|\xi_{k}\right|^{2+\varepsilon_{0}}\right]<C$ for some constants $C, \varepsilon_{0}>0$ and all $k=0,1, \ldots$ Let $W=e^{-Q} \in \mathcal{F}\left(C^{2}\right)$, where $Q$ is even. If the function $T$ in the definition of $\mathcal{F}\left(C^{2}\right)$ satisfies (1.1) with $\alpha \in(1, \infty)$, then the normalized zero counting measures $\tau_{n}$ for the scaled polynomials $P_{n}^{*}(s)$ converge to $\mu_{\alpha}$ of (1.3) in the weak* topology with probability one.

The following corollary is useful in the proof of Theorem 1.4 .
Corollary 1.7. Suppose that the assumptions of Theorem 1.6 hold. If $E \subset \mathbb{C}$ is any compact set satisfying $\mu_{\alpha}\left(\partial_{\mathbb{C}} E\right)=0$, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \mathbb{E}\left[N_{n}^{*}(E)\right]=\mu_{\alpha}(E) \tag{1.6}
\end{equation*}
$$

Remark 1.8. In Theorem 1.6 and Corollary 1.7 , the conditions on the random coefficients can be relaxed. In the proof for these results, we only need to assume that the random variables $\left\{\xi_{k}\right\}_{k=0}^{n}$ are independent with mean 0 , variance 1 , and there exist constants $A>$ $0, a \in(0,1)$ such that

$$
\mathbb{E}\left[\log ^{+}\left|\xi_{k}\right|\right]<A, \quad \mathbb{P}\left(\left|\xi_{k}-x\right| \leq a\right) \leq 1-a, \quad k=0,1, \ldots
$$

## 2. The method of proof and universality of the correlations

To establish Theorem 1.4, we apply the universality framework of [31]. This approach was earlier developed in Tao-Vu [38], Do-Nguyen-Vu [9] and it now becomes one of the standard methods in the field. The global idea is to compare the distribution of roots of $P_{n}^{*}$ with that of the Gaussian counterpart, namely

$$
\widetilde{P}_{n}^{*}(x)=\sum_{k=0}^{n} \tilde{\xi}_{k} p_{k}\left(a_{n} x\right)
$$

where $\tilde{\xi}_{k}$ are iid standard Gaussian. Generally speaking, if none of the $p_{k}$ dominates the sum (see the Delocalization Condition C3 below), then the effect of changing the distribution of the coefficients is small and so the roots of $P_{n}^{*}$ have roughly the same distribution as those of $\widetilde{P}_{n}^{*}$. For technical reasons, and in particular to tame the growth of the orthogonal polynomials $p_{k}$, we shall work with the random functions

$$
F_{n}(x)=P_{n}^{*}(x) W\left(a_{n} x\right)=\sum_{k=0}^{n} \xi_{k} p_{k}\left(a_{n} x\right) W\left(a_{n} x\right)=\sum_{k=0}^{n} \xi_{k} f_{k}(x)
$$

where $f_{k}(x)=p_{k}\left(a_{n} x\right) W\left(a_{n} x\right), k=1, \ldots, n$. Since $W(x) \neq 0, x \in \mathbb{R}$, the real zeros of $F_{n}$ and $P_{n}^{*}$ are clearly identical. Further, we need an extension of the weight $W$ into the complex plane, which is convenient to obtain via the potential theoretic argument below. Following [22] and [35], we introduce the Mhaskar-Rakhmanov-Saff interval $\Delta_{n}:=\left[-a_{n}, a_{n}\right]$. The equilibrium density (or the density of the weighted equilibrium measure) is defined as

$$
\sigma_{n}(x)=\frac{\sqrt{\left(x-a_{-n}\right)\left(a_{n}-x\right)}}{\pi^{2}} \int_{a_{-n}}^{a_{n}} \frac{Q^{\prime}(s)-Q^{\prime}(x)}{s-x} \frac{d s}{\sqrt{\left(s-a_{-n}\right)\left(a_{n}-s\right)}}, x \in \Delta_{n} .
$$

It satisfies the equilibrium equation [22, p. 41]:

$$
\begin{equation*}
\int_{a_{-n}}^{a_{n}} \log \frac{1}{|x-t|} \sigma_{n}(t) d t+Q(x)=M, \quad x \in \Delta_{n} \tag{2.1}
\end{equation*}
$$

Note that the weighted equilibrium measure $\sigma_{n}(x) d x$ is supported on $\Delta_{n}$, and has total mass $n$ :

$$
\int_{a_{-n}}^{a_{n}} \sigma_{n}(x) d x=n
$$

For details on $\sigma_{n}$, we refer to the book [22]. We now set

$$
\begin{equation*}
Q(z):=M-U^{\mu_{n}}(z) \text { and } W(z):=\exp (-Q(z)), \quad z \in \mathbb{C} \backslash\left[-a_{n}, a_{n}\right] \tag{2.2}
\end{equation*}
$$

where $U^{\mu_{n}}(x)$ is the logarithmic potential of $\mu_{n}$ :

$$
U^{\mu_{n}}(x):=-\int_{a_{-n}}^{a_{n}} \log |x-t| \sigma_{n}(t) d t .
$$

This gives the desired extension of $W$ into $\mathbb{C}$, with $Q$ being harmonic in $\mathbb{C} \backslash\left[-a_{n}, a_{n}\right]$ and continuous in $\mathbb{C}$, cf. [22] and [35].

The exact conditions for the applicability of the universality method are stated below. For any constant $\varepsilon>0$, we shall show that there exists a constant $b>0$ such that for any positive constants $c_{1}, A$, there exists $C_{1}>0$ for which the following conditions hold for the interval $D(\varepsilon)=[-1+\varepsilon, 1-\varepsilon]$.
(C1) Boundedness: For any $z \in D(\varepsilon)$, with probability at least $1-C_{1} n^{-A},\left|F_{n}(w)\right| \leq$ $\exp \left(n^{c_{1}}\right)$ for all $w \in B_{\mathbb{C}}(z, 1 / n)$.
(C2) Delocalization: For every $z \in D(\varepsilon)+B_{\mathbb{C}}(0,1 / n)$, for every $k=0, \ldots, n$,

$$
\frac{\left|p_{k}\left(a_{n} z\right)\right|}{\sqrt{\sum_{j=0}^{n}\left|p_{j}\left(a_{n} z\right)\right|^{2}}} \leq C_{1} n^{-b} .
$$

(C3) Derivative growth: For any $s \in D(\varepsilon)$,

$$
\begin{gathered}
\sum_{j=0}^{n}\left|p_{j}^{\prime}\left(a_{n} s\right)\right|^{2} a_{n}^{2} \leq C_{1} n^{2+c_{1}} \sum_{j=0}^{n}\left|p_{j}\left(a_{n} s\right)\right|^{2} \\
\sup _{z \in B_{\mathbb{C}}(s, 1 / n)} \sum_{j=0}^{n}\left|p_{j}^{\prime \prime}\left(a_{n} z\right)\right|^{2} a_{n}^{4} \leq C_{1} n^{4+c_{1}} \sum_{j=0}^{n}\left|p_{j}\left(a_{n} s\right)\right|^{2} .
\end{gathered}
$$

(C4) Anti-concentration: For every $z \in D(\varepsilon)$, with probability at least $1-C_{1} n^{-A}$, there exists $w \in B_{\mathbb{C}}(z, 1 / n)$ for which $\left|F_{n}(w)\right| \geq \exp \left(-n^{c_{1}}\right)$.

The following key lemma shows that these conditions are satisfied by our $F_{n}$.
Lemma 2.1. Assume the hypothesis of Theorem 1.4. For any constant $\varepsilon>0$, there exists $a$ constant $b>0$ such that for any positive constants $c_{1}, A$, there exists $C_{1}>0$ for which Conditions (C1)-(C4) hold for the interval $D(\varepsilon)=[-1+\varepsilon, 1-\varepsilon]$.

Assuming Lemma 2.1, we have the following universal result of the correlations of real roots.
Theorem 2.2. Assume the hypothesis of Theorem 1.4. Let $k$ be any positive integer. Then there exist positive constants $C$ and $c$ independent of $n$ such that the following holds. For any real numbers $x_{1}, \ldots, x_{k}$, all of which are in $D(\varepsilon)$, and any function $G: \mathbb{R}^{k} \rightarrow \mathbb{R}$ supported on $\prod_{i=1}^{k}\left[x_{i}-c / n, x_{i}+c / n\right]$ with continuous derivatives up to order $2 k+4$ and $\left\|\nabla^{m} G\right\|_{\infty} \leq n^{a}$ for all $0 \leq m \leq 2 k+4$, we have

$$
\left|\mathbb{E}\left[\sum G\left(\zeta_{i_{1}}, \ldots, \zeta_{i_{k}}\right)\right]-\mathbb{E}\left[\sum G\left(\tilde{\zeta}_{i_{1}}, \ldots, \tilde{\zeta}_{i_{k}}\right)\right]\right| \leq C n^{-c}
$$

where the first sum runs over all $k$-tuples $\left(\zeta_{i_{1}}, \ldots, \zeta_{i_{k}}\right) \in \mathbb{R}^{k}$ of the roots $\zeta_{1}, \zeta_{2}, \ldots$ of $P_{n}^{*}$, and the second sum runs over all k-tuples $\left(\tilde{\zeta}_{i_{1}}, \ldots, \tilde{\zeta}_{i_{k}}\right) \in \mathbb{R}^{k}$ of the roots $\tilde{\zeta}_{1}, \tilde{\zeta}_{2}, \ldots$ of $\widetilde{P}_{n}^{*}$.

This theorem is a generalization of [31, Theorem 2.6]. We provide a proof in Section 9 .
It is worth mentioning, by triangle inequality, that Theorem 2.2 also holds true if $\xi_{k}$ and $\tilde{\xi}_{k}$ are any random variables with mean 0 , variance 1 , and uniformly bounded ( $2+\varepsilon_{0}$ ) moments. In other words, it is not necessary that $\tilde{\xi}_{k}$ are standard Gaussian. In Section 12 we will provide various formulas for the $k$-correlation function of the real roots of $P_{n}^{*}$ (or of $P_{n}$ ) under the assumption that the random coefficients $\xi_{i}$ have smooth density functions.

Using Theorem 2.2, we derive an estimate for the number of real roots at a local scale, which immediately gives the second part of Theorem 1.4 by decomposing a big interval into intervals of length $O(1 / n)$. It is convenient here to use the notation $N_{P_{n}^{*}}(E)$ and $N_{\widetilde{P}_{n}^{*}}(E)$ for the number of roots of $P_{n}^{*}$ and $\widetilde{P}_{n}^{*}$ respectively in a set $E$.

Theorem 2.3. Under the hypothesis of Theorem 1.4, for any $\varepsilon>0$, there exists a positive constant $c$ such that the following holds for any interval $[a, b]$ of length $O(1 / n)$ inside $D(\varepsilon)$ :

$$
\mathbb{E}\left[N_{P_{n}^{*}}([a, b])\right]-\mathbb{E}\left[N_{\tilde{P}_{n}^{*}}([a, b])\right] \ll n^{-c} .
$$

Outside of the set $D(\varepsilon)$, we show that the number of roots is negligible.
Theorem 2.4. Under the hypotheses of Theorem 1.4, we have

$$
\lim _{\varepsilon \rightarrow 0} \lim _{n \rightarrow \infty} \frac{\mathbb{E}\left[N_{P_{n}^{*}}(\mathbb{R} \backslash D(\varepsilon))\right]}{n}=\lim _{\varepsilon \rightarrow 0} \lim _{n \rightarrow \infty} \frac{\mathbb{E}\left[N_{\tilde{P}_{n}^{*}}(\mathbb{R} \backslash D(\varepsilon))\right]}{n}=0
$$

Combining the last two theorems, we obtain that

$$
\lim _{n \rightarrow \infty}\left(\frac{\mathbb{E}\left[N_{P_{n}^{*}}(\mathbb{R})\right]}{n}-\frac{\mathbb{E}\left[N_{\widetilde{P}_{n}^{*}}(\mathbb{R})\right]}{n}\right)=0
$$

This proves the first part of Theorem 1.4, in view of Theorem 1.2 ,

## 3. Proof ideas and our contributions

As mentioned in the previous section, the global structure of our paper is to follow the universality framework that has been developed in [31, 38], and more recently in [10] for random orthogonal polynomials with compactly supported measures with a "nice" density function. However, handling exponential weights is a much more complicated task that requires new tools and ideas.

Firstly, the functions $F_{n}$ whose universality property is of interest in previous papers were assumed to be analytic, which was important for several of their arguments such as the one using Halász's inequality. Unfortunately, our function $F_{n}(x)=P_{n}(x) W(x)$ is not analytic. We propose a novel way to circumvent this condition in Section 9 .

Secondly, the framework of universality requires to investigate the behavior of $F_{n}$ in an open neighborhood of the real line in the complex plane. That means we need to extend and study the behavior of the weight function $W$ on $\mathbb{C}$. This brings technical challenges that one did not have to deal with in the previous papers such as [28].

Last but not least, one of the most challenging obstacles that we have to face is to show that the function $F_{n}(x)$ cannot be too small on any interval $I$ of length $1 / n$ inside the core interval $\left(-a_{n}, a_{n}\right)$; this property is known as the anti-concentration property. If $F_{n}(x)$ were too small, the function would become sensitive to noise, and one would not expect universality. So, it is crucial to establish the anti-concentration. In particular, we want to show that with high probability, there exists $x \in I$ such that

$$
\left|F_{n}(x)\right| \geq \exp \left(-n^{\varepsilon}\right)
$$

for some small $\varepsilon>0$.
When $I$ is very near the edge of $\left(-a_{n}, a_{n}\right)$ (that is $\left.|x|=\Theta\left(a_{n}\right)\right), W(x)$ can be as small as $\exp (-\Theta(n))$ and hence the above inequality becomes

$$
\begin{equation*}
\left|P_{n}(x)\right| \geq \exp \left(\Theta\left(n^{1}\right)\right) \tag{3.1}
\end{equation*}
$$

This is in sharp contrast to the case when the measure $\mu$ is compact in which one only needs to show

$$
\left|P_{n}(x)\right| \geq \exp \left(-n^{\varepsilon}\right)
$$

The difficulty here is that with the power $\varepsilon$ for $n$, one can restrict to lower degree polynomials $p_{k}$ for $k \ll n^{2 \varepsilon}$ and use classical tools like Remez inequality. This was one of the key ingredients in both [31] and [10. Now, having the power 1 in (3.1), one can no longer disregard the high degree polynomials and use Remez inequality as before. It boils down to controlling $p_{k}(x)$ for $k \approx n$ and $|x| \approx a_{n}$. This is known to have erratic behavior and it may be possible that $p_{k}$ is very tiny on the entire $I$ which is a significant obstruction.

In this paper, we come up with a completely new argument that incorporates the inverse Littlewood-Offord theory, the polynomial recurrence structure of $p_{k}$, and Remez inequality. The general idea is that if $P_{n}$ has a small anti-concentration probability, then $p_{k}$ must exhibit an algebraic structure. We then show that it is impossible for $p_{k}$ to have both algebraic structure and polynomial recurrence structure. We refer the details to Section 7, where we also include a sketch of proof. We note that certain recurrence was also used in [38, Section 13] but our implementation here is completely orthogonal and different.

Finally, we obtain the $k$-correlation function formulas (in Section 12) by adapting the method of [15] with some minimal modifications toward orthogonal polynomials.

Organization. To prove Lemma 2.1, in Sections 4.7.7, we verify Conditions (C1)-(C4). In Section 8, we prove Theorem 2.3. Section 10 contains a proof of Theorem 1.6. Theorem 2.4 is proven in Section 11. We conclude with explicit formulas for $k$-correlation function in Section 12.

Notations. We use standard asymptotic notations under the assumption that $n$ tends to infinity. For two positive sequences $\left(a_{n}\right)$ and $\left(b_{n}\right)$, we say that $a_{n} \gg b_{n}$ or $b_{n} \ll a_{n}$ if there exists a constant $C$ such that $b_{n} \leq C a_{n}$. If $\left|c_{n}\right| \ll a_{n}$ for some sequence $\left(c_{n}\right)$, we also write $c_{n} \ll a_{n}$.

If $a_{n} \ll b_{n} \ll a_{n}$, we say that $b_{n}=\Theta\left(a_{n}\right)$. If $\lim _{n \rightarrow \infty} \frac{a_{n}}{b_{n}}=0$, we say that $a_{n}=o\left(b_{n}\right)$. If $b_{n} \ll a_{n}$, we sometimes employ the notations $b_{n}=O\left(a_{n}\right)$ and $a_{n}=\Omega\left(b_{n}\right)$ to make the idea intuitively clearer or the writing less cumbersome; for example, if $A$ is the quantity of interest, we may write $A=A^{\prime}+O(B)$ instead of $A-A^{\prime} \ll B$, and $A=e^{O(B)}$ instead of $\log A \ll B$. We also write that $a_{n}=O_{C}\left(b_{n}\right)$ if the implied constant depends on a given parameter $C$.

For the orthonormal polynomials $\left\{p_{j}(x)\right\}_{j=0}^{\infty}$, we define the reproducing kernel by

$$
K_{n}(x, y)=\sum_{j=0}^{n} p_{j}(x) p_{j}(y)
$$

and the differentiated kernels by

$$
K_{n}^{(k, l)}(x, y)=\sum_{j=0}^{n} p_{j}^{(k)}(x) p_{j}^{(l)}(y), \quad k, l \in \mathbb{N} \cup\{0\}
$$

It is apparent that the above Conditions (C1)-(C4) can be rephrased in term of reproducing kernels.

## 4. Partial proof of Lemma 2.1: Boundedness

In this section, we prove Condition (C1) as the first step in proving Lemma 2.1. Let

$$
J_{n}(\varepsilon)=a_{n} D(\varepsilon)=\left[-(1-\varepsilon) a_{n},(1-\varepsilon) a_{n}\right] .
$$

Since $P_{n}$ is spanned by the orthonormal basis $\left\{p_{k}\right\}_{k=0}^{n}$, we have that

$$
\left\|W P_{n}\right\|_{L^{2}(\mathbb{R})}=\left(\int_{-\infty}^{\infty}\left|P_{n}(x)\right|^{2} W^{2}(x) d x\right)^{1 / 2}=\left(\sum_{k=0}^{n}\left|\xi_{k}\right|^{2}\right)^{1 / 2}
$$

Applying the Nikolskii-type inequality (cf. [28, p. 60]), valid for any polynomial $Q_{n}$ with complex coefficients of degree at most $n$,

$$
\left\|W Q_{n}\right\|_{L^{\infty}(\mathbb{R})} \leq C n\left\|W Q_{n}\right\|_{L^{2}(\mathbb{R})}, \quad n \in \mathbb{N}
$$

we obtain that

$$
\begin{equation*}
\left\|W P_{n}\right\|_{L^{\infty}(\mathbb{R})} \leq C n\left(\sum_{k=0}^{n}\left|\xi_{k}\right|^{2}\right)^{1 / 2}, \quad n \in \mathbb{N} \tag{4.1}
\end{equation*}
$$

It follows from Lemma 4.1 below (with $m=0$ ) that there is a constant $B>0$ such that for all $n \in \mathbb{N}, s \in D(\varepsilon)=[-1+\varepsilon, 1-\varepsilon]$, we have

$$
\begin{equation*}
W\left(a_{n} s\right) \sup _{z \in B_{\mathbb{C}}(s, 1 / n)}\left|P_{n}\left(a_{n} z\right)\right| \leq B\left\|W P_{n}\right\|_{L^{\infty}(\mathbb{R})} \leq C n\left(\sum_{k=0}^{n}\left|\xi_{k}\right|^{2}\right)^{1 / 2} \tag{4.2}
\end{equation*}
$$

From Chebyshev's inequality for random coefficients with finite $\left(2+\varepsilon_{0}\right)$-moments, we obtain that $\mathbb{P}\left(\left|\xi_{k}\right|>n^{(A+1) / 2}\right)=O\left(n^{-(A+1)}\right)$ holds for any $A>0, k=0,1, \ldots, n$. Hence

$$
\left(\sum_{k=0}^{n}\left|\xi_{k}\right|^{2}\right)^{1 / 2} \leq n^{(A+1) / 2} \sqrt{n+1}
$$

and

$$
W\left(a_{n} s\right) \sup _{z \in B_{\mathbb{C}}(s, 1 / n)}\left|P_{n}\left(a_{n} z\right)\right| \leq C n^{2+A / 2}, \quad n \in \mathbb{N}, s \in D(\varepsilon)
$$

with probability at least $\left(1-c n^{-(A+1)}\right)^{n+1} \geq 1-d / n^{A}, d>0$. Since

$$
\sup _{z \in B_{\mathbb{C}}(s, 1 / n)}\left|W\left(a_{n} z\right)\right| \leq C W\left(a_{n} s\right)
$$

by our choice of the extension for $W$ to the complex plane, we have that

$$
\sup _{z \in B_{\mathbb{C}}(s, 1 / n)}\left|P_{n}\left(a_{n} z\right) W\left(a_{n} z\right)\right| \leq \sup _{z \in B_{\mathbb{C}}(s, 1 / n)}\left|P_{n}\left(a_{n} z\right)\right| \sup _{z \in B_{\mathbb{C}}(s, 1 / n)}\left|W\left(a_{n} z\right)\right| \leq C n^{2+A / 2}
$$

for all $n \in \mathbb{N}, s \in D(\varepsilon)$, with probability at least $1-d / n^{A}, d>0$. This verifies the boundedness condition (C1) because $W\left(a_{n} z\right) P_{n}\left(a_{n} z\right)=F_{n}(z)$ and $n^{2+A / 2}=o\left(\exp \left(c_{1} n\right)\right)$ for all $c_{1}>0$.

We now state and prove the following lemma about growth of weighted polynomials and their derivatives in the complex plane. It was already used in the above proof, namely in (4.2), and will also be very useful in the other sections.

Lemma 4.1. For all $n \in \mathbb{N}, s \in D_{n}(\varepsilon)$, and polynomials $R_{n}$, $\operatorname{deg}\left(R_{n}\right) \leq n$, there is a constant $B>0$ such that

$$
W\left(a_{n} s\right) \sup _{z \in B_{\mathbb{C}}(s, 1 / n)}\left|R_{n}^{(m)}\left(a_{n} z\right)\right| \leq B\left(\frac{n}{a_{n}}\right)^{m} \sup _{t \in[-1,1]}\left|W\left(a_{n} t\right) R_{n}\left(a_{n} t\right)\right|, \quad m=0,1,2, \ldots
$$

Proof of Lemma 4.1. We begin with a general estimate for the growth of an arbitrary polynomial $R_{n}, \operatorname{deg}\left(R_{n}\right) \leq n$, in the complex plane in terms of its weighted supremum norm on $\Delta_{n}=\left[-a_{n}, a_{n}\right]$. Recall that the potential $U^{\mu_{n}}(x):=-\int_{-a_{n}}^{a_{n}} \log |x-t| \sigma_{n}(t) d t$ of the weighted equilibrium measure $\mu_{n}(x):=\sigma_{n}(x) d x$ satisfies the equilibrium equation from (2.1)

$$
U^{\mu_{n}}(x)+Q(x)=M, \quad x \in \Delta_{n} .
$$

It is known that $U^{\mu_{n}}(x)$ is superharmonic and continuous in $\mathbb{C}$, harmonic in $\mathbb{C} \backslash \Delta_{n}$, and behaves like $-n \log |x|$ near infinity. Therefore the function

$$
h(z):=\log \left|R_{n}(z)\right|-\log \left\|R_{n} W\right\|_{L^{\infty}\left(\Delta_{n}\right)}+U^{\mu_{n}}(z)-M
$$

is subharmonic in the domain $\overline{\mathbb{C}} \backslash \Delta_{n}$, and has the following boundary values

$$
\begin{aligned}
h(x) & =\log \left|R_{n}(x)\right|-\log \left\|R_{n} W\right\|_{L^{\infty}\left(\Delta_{n}\right)}-Q(x) \\
& =\log \left|R_{n}(x) W(x)\right|-\log \left\|R_{n} W\right\|_{L^{\infty}\left(\Delta_{n}\right)} \leq 0, \quad x \in \Delta_{n} .
\end{aligned}
$$

Appying the Maximum Principle for subharmonic functions, we conclude that $h(z) \leq 0$ for all $z \in \overline{\mathbb{C}} \backslash \Delta_{n}$, which is equivalent to

$$
\begin{equation*}
\left|R_{n}(z)\right| \leq\left\|R_{n} W\right\|_{L^{\infty}\left(\Delta_{n}\right)} \exp \left(M-U^{\mu_{n}}(z)\right), \quad z \in \mathbb{C} \tag{4.3}
\end{equation*}
$$

This upper bound allows us to estimate the growth of $R_{n}$, provided we have appropriate estimates on the potential $U^{\mu_{n}}(z)$. Required estimates follow from Lemma 5.10(a) of [22, p. 130]: There is a constant $C>0$ such that

$$
\begin{equation*}
U^{\mu_{n}}(x+i y)-U^{\mu_{n}}(x)=O(1) \tag{4.4}
\end{equation*}
$$

holds uniformly for $n \geq n_{0}, x \in J_{n}(\varepsilon)$, and $|y| \leq C a_{n} / n$. Furthermore, for any pair $x_{1}, x_{2} \in$ $\Delta_{n}$ such that $\left|x_{1}-x_{2}\right| \leq c a_{n} / n$, we obtain that

$$
\begin{equation*}
\left|U^{\mu_{n}}\left(x_{1}\right)-U^{\mu_{n}}\left(x_{2}\right)\right|=\left|Q\left(x_{1}\right)-Q\left(x_{2}\right)\right| \leq\left|x_{1}-x_{2}\right| \max _{x \in \Delta_{n}}\left|Q^{\prime}(x)\right| \leq c \frac{a_{n} Q^{\prime}\left(a_{n}\right)}{n}=O(1) \tag{4.5}
\end{equation*}
$$

where we used that $a_{n} Q^{\prime}\left(a_{n}\right)=O(n)$ by (3.7) and (3.11) of [28]. The latter estimate together with (4.4) implies that

$$
U^{\mu_{n}}(z)=U^{\mu_{n}}(x)+O(1)=-Q(x)+O(1), \quad z \in B_{\mathbb{C}}\left(x, c a_{n} / n\right), x \in J_{n}(\varepsilon),
$$

where $c>0$ is independent of $n, x, z$. Hence (4.3) now gives

$$
\begin{align*}
\left|R_{n}(z)\right| & \leq C\left\|R_{n} W\right\|_{L^{\infty}\left(\Delta_{n}\right)} \exp \left(M-U^{\mu_{n}}(x)\right)  \tag{4.6}\\
& =C \frac{\left\|R_{n} W\right\|_{L^{\infty}\left(\Delta_{n}\right)}}{W(x)}, \quad z \in B_{\mathbb{C}}\left(x, c a_{n} / n\right), x \in J_{n}(\varepsilon) .
\end{align*}
$$

Differentiating Cauchy's integral formula, we deduce from (4.6) that

$$
\begin{align*}
\left|R_{n}^{(m)}(z)\right| & =\left|\frac{m!}{2 \pi i} \int_{|w-x|=2 a_{n} / n} \frac{R_{n}(w) d w}{(w-z)^{m+1}}\right|  \tag{4.7}\\
& \leq C\left(\frac{n}{a_{n}}\right)^{m} \frac{\left\|R_{n} W\right\|_{L^{\infty}\left(\Delta_{n}\right)}}{W(x)}, \quad z \in B_{\mathbb{C}}\left(x, a_{n} / n\right), x \in J_{n}(\varepsilon) .
\end{align*}
$$

The statement of Lemma 4.1 now follows by changing variable $x=a_{n} s$, while passing from $\Delta_{n}$ to $[-1,1]$ and from $J_{n}(\varepsilon)$ to $D_{n}(\varepsilon)$.

## 5. Partial proof of Lemma 2.1: Delocalization

In this section, we prove Condition (C2) as the next step in proving Lemma 2.1.
Recall that $K_{n}(x, x)=\sum_{j=0}^{n} p_{j}^{2}(x)$, so that $\left|K_{n}(x, x)\right|=K_{n}(x, x), x \in \mathbb{R}$, and $\left|K_{n}(w, w)\right| \leq$ $\sum_{j=0}^{n}\left|p_{j}(w)\right|^{2}, w \in \mathbb{C}$. We also use the notation $J_{n}(\varepsilon)=a_{n} D(\varepsilon)=\left[-(1-\varepsilon) a_{n},(1-\varepsilon) a_{n}\right]$. In order to prove the delocalization condition, we write

$$
\begin{equation*}
\frac{\left|p_{k}(w)\right|}{\sqrt{\sum_{j=0}^{n}\left|p_{j}(w)\right|^{2}}} \leq \frac{\left|p_{k}(w)\right|}{\sqrt{\left|K_{n}(w, w)\right|}}=\frac{\left|p_{k}(w)\right| W(x)}{\sqrt{K_{n}(x, x) W^{2}(x)}}\left(\frac{K_{n}(x, x)}{\left|K_{n}(w, w)\right|}\right)^{1 / 2} \tag{5.1}
\end{equation*}
$$

where we assume that $x \in J_{n}(\varepsilon)$ and $z \in \mathbb{C}$. Our first goal is to find upper bounds for the orthonormal polynomials $p_{k}$. Applying Theorem 1.18 of [22, p. 22], we obtain the estimate

$$
\sup _{t \in[-1,1]}\left|W\left(a_{n} t\right) p_{k}\left(a_{n} t\right)\right| \leq \sup _{x \in \mathbb{R}}\left|W(x) p_{k}(x)\right| \leq C k^{1 / 6} a_{k}^{-1 / 3}\left(T\left(a_{k}\right) / a_{k}\right)^{1 / 6}
$$

that holds uniformly for all $k \geq 1$. Since $T$ is bounded as a continuous function on $\mathbb{R}$ with finite limit at $\infty$, cf. (1.1), we have that

$$
\begin{equation*}
\sup _{t \in[-1,1]}\left|W\left(a_{n} t\right) p_{k}\left(a_{n} t\right)\right| \leq \sup _{x \in \mathbb{R}}\left|W(x) p_{k}(x)\right|=O\left(k^{1 / 6} a_{k}^{-1 / 2}\right), \quad k \in \mathbb{N} . \tag{5.2}
\end{equation*}
$$

Combining the above estimate with Lemma 4.1 (for $m=0$ ), we arrive at

$$
\begin{equation*}
W\left(a_{n} s\right) \sup _{z \in B_{\mathbb{C}}(s, 1 / n)}\left|p_{k}\left(a_{n} z\right)\right|=O\left(k^{1 / 6} a_{k}^{-1 / 2}\right), \quad k \in \mathbb{N}, \tag{5.3}
\end{equation*}
$$

which holds uniformly for $s \in D(\varepsilon)$.
We now recall some facts about the reproducing kernel $K_{n}$. Theorem 1.25 of [22, p. 26] states that

$$
\lim _{n \rightarrow \infty} K_{n}(x, x) W^{2}(x)=\sigma_{n}(x), \quad x \in J_{n}(\varepsilon),
$$

where convergence is uniform in $J_{n}(\varepsilon)$. Further, Lemma 5.1(a) of [20, p. 87] gives that uniformly for $x \in J_{n}(\varepsilon)$,

$$
C_{1} \frac{n}{a_{n}} \leq \sigma_{n}(x) \leq C_{2} \frac{n}{a_{n}} .
$$

Hence we have that

$$
\begin{equation*}
C_{1} \frac{n}{a_{n}} \leq K_{n}(x, x) W^{2}(x) \leq C_{2} \frac{n}{a_{n}}, \quad x \in J_{n}(\varepsilon) \tag{5.4}
\end{equation*}
$$

which implies (after changing variable $x=a_{n} s$ ) by (5.3) that

$$
\begin{equation*}
\frac{\left|p_{k}\left(a_{n} z\right)\right| W\left(a_{n} s\right)}{\sqrt{K_{n}\left(a_{n} s, a_{n} s\right) W^{2}\left(a_{n} s\right)}} \leq C \frac{k^{1 / 6}}{n^{1 / 2}}\left(\frac{a_{n}}{a_{k}}\right)^{1 / 2}, \quad s \in D(\varepsilon), z \in B_{\mathbb{C}}(s, 1 / n) \tag{5.5}
\end{equation*}
$$

where the estimate holds uniformly in $z, s$ and $k \leq n \in \mathbb{N}$. Suppose first that $k \leq n^{\tau}, \tau \in$ $(0,1)$. Recall that $a_{n}$ is an increasing sequence of positive numbers, and that Lemma 3.5(c) of [22, p. 72] states for a constant $C>0$ :

$$
\begin{equation*}
1 \leq \frac{a_{n}}{a_{1}} \leq C n^{1 / \Lambda} \text { for all } n \in \mathbb{N} \tag{5.6}
\end{equation*}
$$

where $\Lambda>1$ is from the Definition 1.1 of $W$. Hence (5.5) gives that

$$
\begin{equation*}
\frac{\left|p_{k}\left(a_{n} z\right)\right| W\left(a_{n} s\right)}{\sqrt{K_{n}\left(a_{n} s, a_{n} s\right) W^{2}\left(a_{n} s\right)}} \leq C n^{(1 / \Lambda-1) / 2+\tau / 6}, \quad s \in D(\varepsilon), z \in B_{\mathbb{C}}(s, 1 / n), \tag{5.7}
\end{equation*}
$$

uniformly for $k \leq n^{\tau}$. If $n^{\tau} \leq k \leq n$ then we use that $K_{n}(x, x) \geq K_{k}(x, x)$, together with (5.3) and (5.4), and write instead of (5.5) that

$$
\begin{align*}
\frac{\left|p_{k}\left(a_{n} z\right)\right| W\left(a_{n} s\right)}{\sqrt{K_{n}\left(a_{n} s, a_{n} s\right) W^{2}\left(a_{n} s\right)}} & \leq \frac{\left|p_{k}\left(a_{n} z\right)\right| W\left(a_{n} s\right)}{\sqrt{K_{k}\left(a_{n} s, a_{n} s\right) W^{2}\left(a_{n} s\right)}}  \tag{5.8}\\
& \leq C \frac{k^{1 / 6}}{k^{1 / 2}}=C k^{-1 / 3} \leq C n^{-\tau / 3}, \quad s \in D(\varepsilon), z \in B_{\mathbb{C}}(s, 1 / n) .
\end{align*}
$$

Selecting the value of $\tau>0$ sufficiently small, so that $b:=\min (\tau / 3,(1-1 / \Lambda) / 2-\tau / 6)>0$, we obtain from (5.7)-(5.8) that

$$
\begin{equation*}
\frac{\left|p_{k}\left(a_{n} z\right)\right| W\left(a_{n} s\right)}{\sqrt{K_{n}\left(a_{n} s, a_{n} s\right) W^{2}\left(a_{n} s\right)}} \leq C n^{-b}, \quad s \in D(\varepsilon), z \in B_{\mathbb{C}}(s, 1 / n) \tag{5.9}
\end{equation*}
$$

holds uniformly for all $k \leq n$.
Lemma 8.3(a) of [26] states that uniformly for $u, v$ in compact subsets of the complex plane, and $x \in J_{n}(\varepsilon)$, we have as $n \rightarrow \infty$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{K_{n}\left(x+\frac{u}{K_{n}(x, x)}, x+\frac{v}{K_{n}(x, x)}\right)}{K_{n}(x, x)} e^{-\frac{Q^{\prime}(x)}{K_{n}(x, x)}(u+v)}=\frac{\sin \pi(v-u)}{\pi(v-u)}, \tag{5.10}
\end{equation*}
$$

where $\tilde{K}_{n}(x, x):=K_{n}(x, x) W^{2}(x)$. The original result 5.10) for the real parameters $u, v$ was established in Theorem 1.2 of [21]. Recall that

$$
\left|Q^{\prime}(x)\right| \leq C \frac{n}{a_{n}}
$$

uniformly in $x \in J_{n}(\varepsilon)$, by Lemma 3.8(a) of [22, p. 77]. Combining the latter fact with (5.4), we obtain that

$$
\begin{equation*}
0<C_{1} \leq \frac{Q^{\prime}(x)}{\tilde{K}_{n}(x, x)} \leq C_{2} \tag{5.11}
\end{equation*}
$$

holds uniformly for $x \in J_{n}(\varepsilon)$. Thus (5.10) now gives that

$$
\frac{K_{n}(x, x)}{\left|K_{n}(w, w)\right|} \leq C
$$

uniformly for $x \in J_{n}(\varepsilon)$ and $w \in B_{\mathbb{C}}\left(x, a_{n} / n\right)$. If we change variables $x=a_{n} s$ and $w=a_{n} z$ in the above estimate, and use the result together with (5.9) in (5.1), then we arrive at the estimate

$$
\begin{equation*}
\frac{\left|p_{k}\left(a_{n} z\right)\right|}{\sqrt{\sum_{j=0}^{n}\left|p_{j}\left(a_{n} z\right)\right|^{2}}} \leq C n^{-b}, \quad k=0,1, \ldots, n, \tag{5.12}
\end{equation*}
$$

uniformly for $s \in D(\varepsilon)$ and $z \in B_{\mathbb{C}}(s, 1 / n)$.

## 6. Partial proof of Lemma 2.1: Derivative growth

In this section, we prove Condition (C3) as the next step in proving Lemma 2.1. Both inequalities of (C3) are obtained from the universality limit for the reproducing kernels stated in (5.10). Note that the functions under the limit on the right of (5.10) are entire functions in each complex variable $u$ and $v$ that converge uniformly in $u$ and $v$ on compact subsets of $\mathbb{C}$, and also uniformly for $x \in J_{n}(\varepsilon)=\left[-(1-\varepsilon) a_{n},(1-\varepsilon) a_{n}\right]$. Hence the same uniform convergence on compact subsets of $\mathbb{C}$ is preserved for all derivatives of these functions with respect to $u$ and $v$. Differentiating (5.10) and applying induction, we obtain that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{K_{n}^{(l, m)}\left(x+\frac{u}{\overline{K_{n}}(x, x)}, x+\frac{v}{\frac{K_{n}(x, x)}{}}\right)}{\left(\tilde{K}_{n}(x, x)^{l+m} K_{n}(x, x)\right.} e^{-\frac{Q^{\prime}(x)}{K_{n}(x, x)}(u+v)}=F_{l, m}(u, v, x), \tag{6.1}
\end{equation*}
$$

where $F_{l, m}(u, v, x)$ are entire in $u$ and $v$, and the convergence in uniform for $u$ and $v$ in compact subsets of $\mathbb{C}$, and for $x \in J_{n}(\varepsilon)$. It follows that each function $F_{l, m}(u, v, x)$ is uniformly bounded for $u$ and $v$ in compact subsets of $\mathbb{C}$, and for $x \in J_{n}(\varepsilon)$. Taking into account (5.11), we obtain that

$$
\frac{K_{n}^{(l, m)}\left(x+\frac{u}{K_{n}(x, x)}, x+\frac{v}{K_{n}(x, x)}\right)}{\left(\tilde{K}_{n}(x, x)\right)^{l+m} K_{n}(x, x)}
$$

are bounded uniformly for all $n \in \mathbb{N}, u$ and $v$ in compact subsets of $\mathbb{C}$, and $x \in J_{n}(\varepsilon)$. Recall that $\tilde{K}_{n}(x, x)=K_{n}(x, x) W^{2}(x)$ satisfies (5.4), which gives that

$$
\begin{equation*}
\frac{K_{n}^{(l, m)}\left(x+\frac{u a_{n}}{n}, x+\frac{v a_{n}}{n}\right)}{K_{n}(x, x)} \leq C_{l, m}\left(\frac{n}{a_{n}}\right)^{l+m} \tag{6.2}
\end{equation*}
$$

uniformly for all $n \in \mathbb{N}, u$ and $v$ in compact subsets of $\mathbb{C}$, and $x \in J_{n}(\varepsilon)$.
To check the first inequality in condition (C3), we use 6.2) with $l=m=1, u=v=0$, and $x=a_{n} s$, where $s \in D(\varepsilon)$, and estimate

$$
\frac{\sum_{j=0}^{n}\left|p_{j}^{\prime}\left(a_{n} s\right)\right|^{2} a_{n}^{2}}{\sum_{j=0}^{n}\left|p_{j}\left(a_{n} s\right)\right|^{2}}=a_{n}^{2} \frac{K_{n}^{(1,1)}\left(a_{n} s, a_{n} s\right)}{K_{n}\left(a_{n} s, a_{n} s\right)}=O\left(n^{2}\right)
$$

Thus the first inequality in condition (C3) is true with $c_{1}=0$.

We now turn to the proof of the second derivative growth condition, where we apply (6.2) with $l=m=2,|u|<1$ and $|v|<1$, and $x=a_{n} s$, with $s \in D(\varepsilon)$. It follows that

$$
\frac{\sup _{z \in B_{\mathbb{C}}(s, 1 / n)} \sum_{j=0}^{n}\left|p_{j}^{\prime \prime}\left(a_{n} z\right)\right|^{2} a_{n}^{4}}{\sum_{j=0}^{n}\left|p_{j}\left(a_{n} s\right)\right|^{2}}=a_{n}^{4} \frac{\sup _{z \in B_{\mathbb{C}}(s, 1 / n)} K_{n}^{(2,2)}\left(a_{n} z, a_{n} \bar{z}\right)}{K_{n}\left(a_{n} s, a_{n} s\right)}=O\left(n^{4}\right)
$$

We also used that the coefficients of the orthogonal polynomials $p_{j}$ are real, to express the numerator in the above equation via the kernel $K_{n}^{(2,2)}$. This completes verification of the derivative growth conditions with $c_{1}=0$.

## 7. Final piece of proof of Lemma 2.1: Anti-concentration

In this section, we prove Condition (C4) as the last step of proving Lemma 2.1. In particular, we show that the minimum of $P_{n}^{*}$ in a local ball is bounded away from 0 with high probability. The key result of this section is

Lemma 7.1 (Anti-concentration). For any positive constants $A, c$ and $c_{1}$, the following holds: for every $x_{0} \in[-1+\varepsilon, 1-\varepsilon]$, with probability at least $1-O\left(n^{-A}\right)$, there exists $x_{1} \in\left[x_{0}-c / n, x_{0}+c / n\right]$ for which $\left|W\left(a_{n} x_{1}\right) P_{n}^{*}\left(x_{1}\right)\right| \geq \exp \left(-n^{c_{1}}\right)$.

We will prove an actually stronger result below
Lemma 7.2. For any positive constants $A, c$ and $c_{1}$, the following holds: for every $x_{0} \in$ $[-1+\varepsilon, 1-\varepsilon]$, there exists $x_{1} \in\left[x_{0}-c / n, x_{0}+c / n\right]$ such that

$$
\mathbb{P}\left(\left|W\left(a_{n} x_{1}\right) P_{n}^{*}\left(x_{1}\right)\right| \leq \exp \left(-n^{c_{1}}\right)\right)<n^{-A} .
$$

The rest of this section is devoted to the proof of this lemma. Before going into the detail, let us first provide a road map.
(1) Step 0: Assume by contradiction that Lemma 7.2 fails.
(2) Step 1: We recall the classical three-term recurrence for three consecutive $p_{m}$. From that, we can write $p_{m+k}$ in terms of $p_{m}$ and $p_{m-1}$ which we call a jumped three-term recurrence (see Lemma 7.4).
(3) Step 2: From the inverse Littlewood-Offord theory, we know that for a given $x$, for the function $W\left(a_{n} x\right) P_{n}^{*}(x)=\sum_{i=0}^{n} \xi_{i} W\left(a_{n} x\right) p_{i}\left(a_{n} x\right)$ to satisfy

$$
\mathbb{P}\left(\left|W\left(a_{n} x\right) P_{n}^{*}(x)\right| \leq \exp \left(-n^{c_{1}}\right)\right) \geq n^{-A},
$$

it is necessary that the components $W\left(a_{n} x\right) p_{i}\left(a_{n} x\right)$ are close to a general arithmetic progression. Roughly speaking, this means that they have a low linear-dimension. See Lemma 7.5
(4) Step 3: From Step 2, we know that there are many non-trivial linear combinations of the $\left(W\left(a_{n} x\right) p_{i}\left(a_{n} x\right)\right)$ that are very small

$$
\sum_{j=1}^{O(1)} W\left(a_{n} x\right) p_{i_{j}}\left(a_{n} x\right) \approx 0\left(\text { which precisely means } \exp \left(-n^{c}\right) \text {-close to } 0\right)
$$

Using the three-term recurrence in Step 1 to write all of these $p_{i_{j}}$ as combination of $p_{m}$ and $p_{m-1}$, we obtain a so-called two-term degeneracy

$$
W\left(a_{n} x\right) p_{m}\left(a_{n} x\right) \approx \Gamma(x) W\left(a_{n} x\right) p_{m-1}\left(a_{n} x\right)
$$

for some low-degree fractional polynomial $\Gamma$. See Lemma 7.7.
(5) Step 4: Adapting the same strategy from Step 3 (using two-term degeneracy in place of three-term recurrence), we can reduce two-term degeneracy to (one-term) degeneracy. See Lemma 7.9.
(6) Step 5: Show that degeneracy is impossible as it reduces to a polynomial of low degree and large leading term taking small value on a large interval.

We shall now go into the details.
7.1. Step 1: Jumped three-term recurrence. The following lemma covers a classic fact concerning the three-term recurrence for $\left(p_{m}\right)$.
Lemma 7.3. The polynomials $p_{m}$ satisfy a three-term recurrence relation

$$
\begin{equation*}
x p_{m}=A_{m} p_{m+1}+B_{m} p_{m}+A_{m-1} p_{m-1} \tag{7.1}
\end{equation*}
$$

Moreover, there exists $r \in(0,1)$ and $C_{1}, C_{2}>0$ such that for $m \geq 1$,

$$
\begin{aligned}
C_{1} & \leq A_{m} \leq C_{2} m^{r} \\
\left|B_{m}\right| & \leq C_{2} m^{r}
\end{aligned}
$$

For our purpose, we only need a weaker statement $m^{-C} \ll A_{m} \ll m^{C}$ and $\left|B_{m}\right| \ll m^{C}$.

Proof of Lemma 7.3. We let $a_{ \pm m}$ denote the Mhaskar-Rakhmanov-Saff numbers, so that

$$
\begin{aligned}
m & =\frac{1}{\pi} \int_{a_{-m}}^{a_{m}} \frac{x Q^{\prime}(x)}{\sqrt{\left(x-a_{-m}\right)\left(a_{m}-x\right)}} d x \\
0 & =\frac{1}{\pi} \int_{a_{-m}}^{a_{m}} \frac{Q^{\prime}(x)}{\sqrt{\left(x-a_{-m}\right)\left(a_{m}-x\right)}} d x
\end{aligned}
$$

We let

$$
\begin{aligned}
\delta_{m} & =\frac{1}{2}\left(a_{m}+\left|a_{-m}\right|\right) \\
\beta_{m} & =\frac{1}{2}\left(a_{m}+a_{-m}\right),
\end{aligned}
$$

so that

$$
\left[a_{-m}, a_{m}\right]=\left[\beta_{m}-\delta_{m}, \beta_{m}+\delta_{m}\right]
$$

is the $m$ th Mhaskar-Rakhmanov-Saff interval.

From [22, Theorem 15.2, p. 402], which holds for a larger class of weights,

$$
\lim _{m \rightarrow \infty} \frac{A_{m}}{\delta_{m}}=\frac{1}{2} \text { and } \lim _{m \rightarrow \infty} \frac{B_{m}-\beta_{m}}{\delta_{m}}=0
$$

Note that by definition, $\left|\beta_{m}\right| \leq \delta_{m}$. So all we need to prove is that there exists $r<1$ such that both

$$
\delta_{m}=O\left(m^{r}\right)
$$

This follows from [22, Lemma 3.4(c), p. 72], where it is proved that there exists $r_{0}$ such that for $t \geq r \geq r_{0}$,

$$
1 \leq \frac{\delta_{t}}{\delta_{r}} \leq C\left(\frac{t}{r}\right)^{1 / \Lambda}
$$

Since $\Lambda>1$, we can take $r=1 / \Lambda$.

From the recurrence, we obtain that

$$
\begin{aligned}
& p_{m+1}=\left(\frac{1}{A_{m}} x+\ldots\right) p_{m}+\frac{A_{m-1}}{A_{m}} p_{m-1} \\
p_{m+2}= & \left(\frac{1}{A_{m+1}} x+\ldots\right) p_{m+1}+\frac{A_{m-1}}{A_{m}} p_{m} \\
= & \left(\frac{1}{A_{m+1} A_{m}} x^{2}+\ldots\right) p_{m}+\left(\frac{A_{m-1}}{A_{m+1} A_{m}} x+\ldots\right) p_{m-1},
\end{aligned}
$$

and so, by the bounds from Lemma 7.3 , we obtain the following "jump" recurrence.
Lemma 7.4. For all $k, m \geq 1$,

$$
\begin{equation*}
p_{m+k}=\left(\frac{1}{\prod_{i=m}^{m+k-1} A_{i}} x^{k}+\ldots\right) p_{m}+\left(\frac{A_{m-1}}{\prod_{i=m}^{m+k-1} A_{i}} x^{k-1}+\ldots\right) p_{m-1} \tag{7.2}
\end{equation*}
$$

where in the dots are the lower order terms whose coefficients are $O\left(n^{O_{k}(1)}\right)$.

### 7.2. Step 2: Large anti-concentration probability implies arithmetic structure.

 Let$$
\beta=\exp \left(-n^{c_{1}}\right)
$$

Let $x \in\left[x_{0}-c / n, x_{0}+c / n\right]$ and assume otherwise that $\mathbb{P}\left(\left|W\left(a_{n} x\right) P_{n}^{*}(x)\right| \geq \beta\right)>n^{-A}$. Then by [29, Theorem 2.9] (see also [30, 37]), there exists an exceptional set $B_{x} \subset[n]$ of size at most $n^{\delta / 2}$ so that the set $\left\{\mid W\left(a_{n} x\right) p_{i}\left(a_{n} x\right), i \notin B_{x}\right\}$ are $\beta$-closed to a GAP of size $n^{O_{A}(1)}$ and rank at most $r^{\prime}=O_{A}(1)$. In other words, there exist a set of $r^{\prime}$ generators $g_{1}, \ldots, g_{r^{\prime}}$ (all depending on $x$ ) such that for all $i \notin B_{x}$, there exists integers $k_{i 1}, \ldots, k_{i r^{\prime}}$, all of order $n^{O_{A}(1)}$ satisfying

$$
\begin{equation*}
\left|W\left(a_{n} x\right) p_{i}\left(a_{n} x\right)-\sum_{j=1}^{r^{\prime}} k_{i j} g_{j}\right|=O(\beta) . \tag{7.3}
\end{equation*}
$$

In the following lemma, by passing to a subset, we can reduce to the case that the rank $r^{\prime}$ and the coefficients $k_{i j}$ are the same. By the delocalization bound in Section 5, we can also reduce to a subset of induces $n^{\prime}$ at which $\left|W\left(a_{n} x\right) p_{n^{\prime}}\left(a_{n} x\right)\right|$ is not too small.

Lemma 7.5. There exist constants $B, \delta>0$ such that for any constant $K$, there exist a measurable set $\mathcal{E} \subset\left[x_{0}-c / n, x_{0}+c / n\right]$ and an index $n^{\delta}<n^{\prime}<n-n^{\delta}$ such that
(1) $\lambda_{\text {Leb }}(\mathcal{E})>2 c / n^{2}$;
(2) $\left|W\left(a_{n} x\right) p_{n^{\prime}}\left(a_{n} x\right)\right| \geq n^{-B}, x \in \mathcal{E}$;
(3) $\left[n^{\prime}, n^{\prime}+K\right] \cap B_{x}=\emptyset, x \in \mathcal{E}$.
(4) The GAP ranks $r^{\prime}$ are identical for all $x \in \mathcal{E}$. Moreover, the coefficients $k_{i j}(x)=$ $k_{i j}(y)$ for all $n^{\prime} \leq i \leq n^{\prime}+K, 1 \leq j \leq r^{\prime}, x, y \in \mathcal{E}$.

Here, $\lambda_{\text {Leb }}$ is the Lebesgue measure on $\mathbb{R}$.

In this section we will choose $K$ sufficiently large compared to $r$ and $A$, but still $K=O(1)$.

Proof. We start with the second item. For $x \in\left[x_{0}-c / n, x_{0}+c / n\right]$, by (5.12), for some constant $b>0$ and for all $0 \leq i \leq n$,

$$
\frac{W\left(a_{n} x\right)\left|p_{i}\left(a_{n} x\right)\right|}{W\left(a_{n} x\right) \sqrt{K_{n}(x, x)}}=\frac{W\left(a_{n} x\right)\left|p_{i}\left(a_{n} x\right)\right|}{W\left(a_{n} x\right) \sqrt{\sum_{j=0}^{n} p_{j}^{2}\left(a_{n} x\right)}} \leq C n^{-b} .
$$

Thus, for $\delta=b / 2$, the contribution of $i \in\left[n^{\delta}, n-n^{\delta}\right]$ is dominant By (5.4) and (5.6), for some constant $\Lambda>1$,

$$
K_{n}(x, x) W^{2}\left(a_{n} x\right) \gg \frac{n}{a_{n}} \gg \frac{n}{n^{1 / \Lambda}}=n^{1-1 / \Lambda} .
$$

Thus,

$$
\sum_{i=n^{\delta}}^{n-n^{\delta}} W\left(a_{n} x\right)\left|p_{i}\left(a_{n} x\right)\right| \geq \frac{1}{2} .
$$

So, there exists $B>0$ sufficiently large so that for each $x$, the set $N_{x}$ of indices $i$ where $n^{\delta}<i<n-n^{\delta}$ and $\left|W\left(a_{n} x\right) p_{i}\left(a_{n} x\right)\right|>n^{-B}$ satisfies

$$
\left|N_{x}\right| \geq n^{\delta}
$$

For each $x \in\left[x_{0}-c / n, x_{0}+c / n\right]$, because the set of $i$ for which $\{i, \ldots, i+K\} \cap B_{x} \neq \emptyset$ has size at most $2 K n^{\delta / 2}$, and because $\left|N_{x}\right| \geq n^{\delta}$, there exists $i \in N_{x}$ for which $\{i, \ldots, i+K\} \cap B_{x}=\emptyset$. For each such $x$, we fix such an index $i=i(x)$ (note that by continuity, for $x$ very close to $x^{\prime}$ we can choose $i(x)=i\left(x^{\prime}\right)$ ). When $x$ varies over $\left[x_{0}-c / n, x_{0}+c / n\right]$, by pigeonhole principle, there exists a measurable set $\mathcal{E}^{\prime}$ of measure $\lambda_{\text {Leb }}\left(\mathcal{E}^{\prime}\right) \geq(2 c / n) / n$ where $i(x)$ takes the same value for all $x \in \mathcal{E}^{\prime}$. Set $n^{\prime}$ to be this common value, we complete the proof.

Recall that by the application of [29, Theorem 2.9] above, we can identify $W\left(a_{n} x\right) p_{i}\left(a_{n} x\right), i \in$ $\left\{n^{\prime}, n^{\prime}+1, \ldots, n^{\prime}+K\right\}$ with a vector $\mathbf{k}_{i}=\mathbf{k}_{i}(x)=\left(k_{i 1}, \ldots, k_{i r^{\prime}}\right) \in \mathbb{Z}^{r^{\prime}}$ with $\left|k_{i r^{\prime}}\right| \leq n^{O_{A}(1)}$ and $r^{\prime}=O(1)$. More importantly, as there are only $n^{O_{A}(1)}$ such choices of vectors for $n^{\prime} \leq i \leq n^{\prime}+K$, by passing to a subset $\mathcal{E} \subset \mathcal{E}^{\prime}$, still of measure $n^{-\Omega_{K, A}(1)}$, we can assume that these vectors $\mathbf{k}_{i}(x)$ are all the same for all $x \in \mathcal{E}$.

In the next step, we show that there are many $n^{\prime \prime}$ in the range $n^{\prime} \leq n^{\prime \prime} \leq n^{\prime}+K$ such that $\left|W\left(a_{n} x\right) p_{n^{\prime \prime}}\left(a_{n} x\right)\right| \geq n^{-B}, x \in \mathcal{E}$.

Claim 7.6. Let $B^{\prime}$ be sufficiently large depending on $B$ and $K$. Then for all $0 \leq i \leq K$, we must have either $\left|W\left(a_{n} x\right) p_{n^{\prime}+i}\left(a_{n} x\right)\right| \geq n^{-B^{\prime}}$ or $\left|W\left(a_{n} x\right) p_{n^{\prime}+i+1}\left(a_{n} x\right)\right| \geq n^{-B^{\prime}}$ for each $x \in \mathcal{E}$.

Proof. Assume otherwise, we can use the recurrence (7.1) to go backward and use the lower bound for $A_{m}$ from Lemma 7.3 to arrive at $\left|W\left(a_{n} x\right) p_{n^{\prime}}\left(a_{n} x\right)\right| \leq n^{-B}$, a contradiction.
7.3. Step 3: Arithmetic structure and jumped three-term recurrence imply 2term degeneracy. The following lemma shows the so-called 2-term degeneracy of the form

$$
W\left(a_{n} x\right) p_{n_{0}+1}\left(a_{n} x\right) \approx W\left(a_{n} x\right) p_{n_{0}}\left(a_{n} x\right)
$$

for a large number of choices for $n_{0}$.
Lemma 7.7. Let $K$ be an arbitrarily large constant and $\varepsilon_{1}$ be a sufficiently small constant. Let $n^{\prime}$ be as in Lemma 7.5. There exists a sub-interval $\left[n_{1}, n_{2}\right] \subset\left[n^{\prime}, n^{\prime}+K\right]$ of length $n_{2}-n_{1} \gg \log K$ such that for all $n_{0} \in\left[n_{1}, n_{2}\right]$, we have

$$
W\left(a_{n} x\right) p_{n_{0}+1}\left(a_{n} x\right)=-\frac{\frac{A_{n_{0}}}{\prod_{i=n_{0}+1}^{n+1} A_{i}} x^{r-2}+\ldots}{\frac{1}{\prod_{i=n_{0}+1}^{n_{0}+r-1} A_{i}} x^{r-1}+\ldots} W\left(a_{n} x\right) p_{n_{0}}\left(a_{n} x\right)+O\left(n^{O(1)} \beta^{1-\varepsilon_{1}}\right), \quad x \in \mathcal{E} .
$$

Here, we note that the set $\mathcal{E}$ may be a subset of the $\mathcal{E}$ in Lemma 7.5 but it always has a Lebesgue measure of $\Omega\left(n^{-2}\right)$.

Proof of Lemma 7.7. We consider the vectors $\mathbf{k}_{n^{\prime}}, \ldots, \mathbf{k}_{n^{\prime}+K}$. For each $n^{\prime} \leq i \leq j \leq n^{\prime}+K$, we let

$$
G_{[i, j]}=\left\{\mathbf{k}_{i}, \ldots, \mathbf{k}_{j}\right\}
$$

and $H_{[i, j]}$ be the subspace (over $\mathbb{R}$ ) spanned by the vectors in $G_{[i j]}$. Set

$$
s_{0}=\left\lfloor\left(\log _{2}(K / 2)\right) / 2\right\rfloor .
$$

For $0 \leq s \leq s_{0}$, consider the nested subsets $G_{\left[n^{\prime}+K / 2-2^{s_{0}+s}, n^{\prime}+K / 2+2^{s_{0}+s}\right]}$. As the dimensions $\operatorname{dim}\left(H_{\left[n^{\prime}+K / 2-2^{s_{0}+s}, n^{\prime}+K / 2+2^{\left.s_{0}+s\right]}\right.}\right)$ are non-decreasing in $s$, and all bounded by $r^{\prime}$, by pigeonhole principle, provided that $K$ is sufficiently large given $r^{\prime}$, there exists $s_{1} \leq s_{0}-1$ such that

$$
\begin{equation*}
\operatorname{dim}\left(H_{\left[n^{\prime}+K / 2-2^{s_{0}+s_{1}}, n^{\prime}+K / 2+2^{s_{0}+s_{1}}\right]}\right)=\operatorname{dim}\left(H_{\left[n^{\prime}+K / 2-2^{s_{0}+s_{1}+1}, n^{\prime}+K / 2+2^{s_{0}+s_{1}+1}\right]}\right) \tag{7.4}
\end{equation*}
$$

Let $n_{1}=n^{\prime}+K / 2-2^{s_{0}+s_{1}+1}, n_{1}^{\prime}=n^{\prime}+K / 2+2^{s_{0}+s_{1}+1}, n_{2}=n^{\prime}+K / 2-2^{s_{0}+s_{1}}$, and $n_{2}^{\prime}=n^{\prime}+K / 2+2^{s_{0}+s_{1}}$ be the endpoints.


Hence the subspaces $H_{[i, j]}$ where $n_{1} \leq i \leq n_{2}$ and $n_{2}^{\prime} \leq j \leq n_{1}^{\prime}$ are all the same. In what follows, we set

$$
r=3 \times 2^{s_{0}+s_{1}}
$$

Choose $n_{0}$ be any index in $\left[n_{1}, n_{2}\right.$ ]. In this range, by (7.4) we have

$$
\mathbf{k}_{n_{0}+r} \in\left\langle\mathbf{k}_{n_{0}+i}, 1 \leq i \leq r-1\right\rangle,
$$

the linear vector space generated by $\mathbf{k}_{n_{0}+i}$ over $\mathbb{R}$.
So we have from (7.3) that

$$
\begin{equation*}
W\left(a_{n} x\right) p_{n_{0}+r}\left(a_{n} x\right)=\sum_{1 \leq i \leq r-1} c_{i k} W\left(a_{n} x\right) p_{n_{0}+i}\left(a_{n} x\right)+O\left(n^{O(1)} \beta\right), x \in \mathcal{E} \tag{7.5}
\end{equation*}
$$

where $c_{i k}$ are rational of heights bounded by $n^{O(1)}$.
By the jump three-term recurrence (7.2), we have

$$
p_{n_{0}+r}=\left(\frac{1}{\prod_{i=n_{0}+1}^{n_{0}+r-1} A_{i}} x^{r-1}+\ldots\right) p_{n_{0}+1}+\left(\frac{A_{n_{0}}}{\prod_{i=n_{0}+1}^{n_{0}+r-1} A_{i}} x^{r-2}+\ldots\right) p_{n_{0}}
$$

and
$\sum_{1 \leq i \leq r-1} c_{i k} p_{n_{0}+i}=($ polynomial of degree $\leq r-2) p_{n_{0}+1}+($ polynomial of degree $\leq r-3) p_{n_{0}}$.
Hence,

$$
\begin{align*}
& \left(\frac{1}{\prod_{i=n_{0}+1}^{n_{0}+r-1} A_{i}} x^{r-1}+\ldots\right) W\left(a_{n} x\right) p_{n_{0}+1}\left(a_{n} x\right)+\left(\frac{A_{n_{0}}}{\prod_{i=n_{0}+1}^{n_{0}+r-1} A_{i}} x^{r-2}+\ldots\right) W\left(a_{n} x\right) p_{n_{0}}\left(a_{n} x\right) \\
& 7.6) \quad=O\left(n^{O(1)} \beta\right), \quad x \in \mathcal{E} . \tag{7.6}
\end{align*}
$$

Let us denote by $Q_{n_{0}}(x)$ the polynomial in front of $W\left(a_{n} x\right) p_{n_{0}+1}\left(a_{n} x\right)$. Note that $Q_{n_{0}}$ is just a combination (with at most $r=O(1)$ terms and rational coefficients $c_{i k}$ of heights bounded by $n^{O(1)}$ ) of fixed polynomials appeared in (7.2) (which, given $\mu$, consists of $\leq n^{2}$ polynomials as there are $\leq n^{2}$ choices for $m$ and $k$ there). So, the number of possible choice for $Q_{n_{0}}$ (as $n_{0}, r, c_{i k}$ vary) is at most $n^{O(1)}$.

The following lemma controls the set of points at which $Q_{n_{0}}$ is small. We defer the simple proof (by relying on Remez inequality) to the end of this subsection.
Lemma 7.8. Let $S(x)=a_{d} x^{d}+a_{d-1} x^{d-1}+\cdots+a_{0}$ be a polynomial with degree $d=O(1)$ satisfying $\left|a_{d}\right| \geq n^{-B}$ and $\left|a_{i}\right| \leq n^{B}$ for all $0 \leq i \leq d$ where $B$ is some large constant. Then the maximum value of $S$ on $I_{B}=\left[-n^{3 B}, n^{3 B}\right]$ is $(d+1) n^{B} n^{3 B d}$. Moreover, for all sufficiently small $\varepsilon_{1}>0$ the set of all $x \in I_{B}$ such that $|S(x)| \leq \beta^{\varepsilon_{1}}$ has measure $O\left(n^{3 B} \beta^{\varepsilon_{1} / d}\right)$.

We can take any small constant $\varepsilon_{1} \leq \frac{1}{2}$ that satisfies this lemma.
Taking union over all $n^{O(1)}$ choices of $Q_{n_{0}}$, the set of points $x$ at which $\left|Q_{n_{0}}(x)\right| \leq \beta^{\varepsilon_{1}}$ has measure at most $\beta^{2 \varepsilon_{1} / r}$. So, by removing these $x$ from $\mathcal{E}$, the new set which we again denote by $\mathcal{E}$ still has size $n^{-\Omega(1)}$. On this set, on (7.6), by dividing by $Q_{n_{0}}(x)$, we get

$$
W\left(a_{n} x\right) p_{n_{0}+1}\left(a_{n} x\right)=-\frac{\frac{A_{n_{0}}}{\prod_{i=n_{0}+1}^{n+1} A_{i}} x^{r-2}+\ldots}{\frac{1}{\prod_{i=n_{0}+1}^{n_{0}+r-1} A_{i}} x^{r-1}+\ldots} W\left(a_{n} x\right) p_{n_{0}}\left(a_{n} x\right)+O\left(n^{O(1)} \beta^{1-\varepsilon_{1}}\right), \quad x \in \mathcal{E} .
$$

This finishes the proof of Lemma 7.7.

Proof of Lemma 7.8. For the first part, we have

$$
|S(x)| \leq \sum_{i=0}^{d}\left|a_{i}\right| x^{i} \leq(d+1) n^{B} n^{3 B d}
$$

For the second part, let

$$
E=\left\{x \in I_{B}:|S(x)| \leq \beta^{\varepsilon_{1}}\right\} .
$$

To bound the size of $E$, we shall use the classical Remez inequality: for every measurable subset $E \subset J$, we have

$$
\max _{I_{B}}|S| \leq\left(\frac{4\left|I_{B}\right|}{|E|}\right)^{d} \sup _{E}|S| \leq\left(\frac{4\left|I_{B}\right|}{|E|}\right)^{d} \beta^{\varepsilon_{1}} .
$$

Since

$$
\max _{I_{B}}|S| \geq\left|S\left(n^{3 B}\right)\right| \geq\left|a_{d}\right| n^{3 B d}-\sum_{i=0}^{d-1}\left|a_{i}\right| n^{3 B i} \geq n^{3 B d-B}-d n^{3 B(d-1)+B} \geq 1
$$

for sufficiently large $n$. Thus,

$$
|E| \leq 8 n^{3 B} \beta^{\varepsilon_{1} / d}
$$

This completes the proof of Lemma 7.8.

### 7.4. Step 4: Arithmetic structure and two-term degeneracy imply degeneracy.

 We shall now derive a (one-term) degeneracy of the form$$
W\left(a_{n} x\right) p_{n_{1}^{\prime}}\left(a_{n} x\right) \approx 0
$$

Lemma 7.9. Let $\left[n_{1}, n_{2}\right]$ be as in Lemma 7.7. There exists $n_{3} \in\left[n_{1}, n_{2}\right]$ such that

$$
\frac{R_{1}(x)}{R_{2}(x)} W\left(a_{n} x\right) p_{n_{3}}\left(a_{n} x\right)=O\left(\beta^{1-\varepsilon_{1}}\right), \quad x \in \mathcal{E}
$$

where $R_{1}$ and $R_{2}$ are polynomials satisfying the hypothesis of Lemma 7.8 and $\operatorname{deg}\left(R_{1}\right)=$ $\operatorname{deg}\left(R_{2}\right)-1$.

Proof of Lemma 7.9. We continue using the notations in the proof of Lemma 7.7. Let $r_{0}=$ $n_{2}-n_{1}-1$. Consider the vectors $\mathbf{k}_{n_{1}+i}, 0 \leq i \leq r_{0}$. Because the vectors are in $\mathbb{R}^{r^{\prime}}$ and $r_{0}$ is much large than $r^{\prime}$, there must exist $k$ such that

$$
\mathbf{k}_{n_{1}+2 k}, \mathbf{k}_{n_{1}+2 k+1} \in\left\langle\mathbf{k}_{n_{1}+2 k+1+i}, 1 \leq i \leq r_{0}-2 k-1\right\rangle
$$

On the other hand, we have learned from Claim 7.6 that either $\left|W\left(a_{n} x\right) p_{n_{1}+2 k}\left(a_{n} x\right)\right| \geq n^{-B^{\prime}}$ or $\left|W\left(a_{n} x\right) p_{n_{1}+2 k_{1}}\left(a_{n} x\right)\right| \geq n^{-B^{\prime}}$. Assume without loss of generality that $\left|W\left(a_{n} x\right) p_{n_{1}+2 k}\left(a_{n} x\right)\right| \geq$ $n^{-B^{\prime}}$. Set

$$
n_{3}=n_{1}+2 k
$$

As $\mathbf{k}_{n_{3}} \in\left\langle\mathbf{k}_{n_{3}+i}, 0 \leq i \leq r_{0}-2 k\right\rangle$, from (7.3), we can find rational coefficients $d_{\ell}$ of height at most $n^{O(1)}$ such that

$$
\begin{equation*}
W\left(a_{n} x\right) p_{n_{3}+1}\left(a_{n} x\right)-\sum_{\ell=2}^{r_{0}-2 k} d_{\ell} W\left(a_{n} x\right) p_{n_{3}+\ell}\left(a_{n} x\right)=O\left(n^{O(1)} \beta\right), \quad x \in \mathcal{E} \tag{7.7}
\end{equation*}
$$

Recall from Lemma 7.7 that for all $j=1, \ldots, r_{0}-1$,
(7.8) $W\left(a_{n} x\right) p_{n_{1}+j+1}\left(a_{n} x\right)=-\frac{\frac{A_{n_{1}+j}}{\prod_{i=n_{1}+j+1}^{n_{1}+1} A_{i}} x^{r-2}+\ldots}{\frac{1}{\prod_{i=n_{1}+j+1}^{n_{1}+j+r-1} A_{i}} x^{r-1}+\ldots} W\left(a_{n} x\right) p_{n_{1}+j}\left(a_{n} x\right)+O\left(n^{O(1)} \beta^{1-\varepsilon_{1}}\right)$.

Applying (7.8) for $j=n_{3}-n_{1}$, and then recursively for $j=n_{3}-n_{1}+1, \ldots, n_{3}-n_{1}+r_{0}-2 k$ and all $x \in \mathcal{E}$,

$$
\begin{aligned}
& W\left(a_{n} x\right) p_{n_{3}+s+1}\left(a_{n} x\right)=-\frac{\frac{\prod_{\ell=0}^{s} A_{n_{3}+\ell}}{\prod_{\ell=0}^{s} \prod_{i=n_{3}+\ell-1+1}^{n} A_{i}} x^{(s+1)(r-2)}+\ldots}{\prod_{\ell=0}^{s} \prod_{i=n_{3}+\ell+1}^{n_{3}+\ell+r-1} A_{i}} x^{(s+1)(r-1)}+\ldots . W\left(a_{n} x\right) p_{n_{3}}\left(a_{n} x\right)+O\left(n^{O(1)} \beta^{1-\varepsilon_{1}}\right) \\
& =:-\frac{\bar{A}_{s+1} x^{(s+1)(r-2)}+\ldots}{\hat{A}_{s+1} x^{(s+1)(r-1)}+\ldots} W\left(a_{n} x\right) p_{n_{3}}\left(a_{n} x\right)+O\left(n^{O(1)} \beta^{1-\varepsilon_{1}}\right) \\
& =: \quad \Gamma_{s+1}(x) W\left(a_{n} x\right) p_{n_{3}}\left(a_{n} x\right)+O\left(n^{O(1)} \beta^{1-\varepsilon_{1}}\right) .
\end{aligned}
$$

Substitute into (7.7) we obtain

$$
R(x) W\left(a_{n} x\right) p_{n_{3}}\left(a_{n} x\right)=O\left(n^{O(1)} \beta^{1-\varepsilon_{1}}\right), \quad x \in \mathcal{E}
$$

where

$$
R(x)=\Gamma_{1}(x)-\sum_{\ell=2}^{r_{0}-2 k} d_{\ell} \Gamma_{\ell}(x)
$$

Since $\Gamma_{\ell}(x)$ is a fraction of two polynomials with the numerator's degree is $\ell$ less than the denominator's degree, $R(x)$ can be written as $R(x)=\frac{R_{1}(x)}{R_{2}(x)}$ where $R_{2}(x)$ is the product of all denominators of $\Gamma_{\ell}(x)$ and $\operatorname{deg}\left(R_{1}\right)=\operatorname{deg}\left(R_{2}\right)-1$. The leading coefficient of $R_{1}$ is

$$
\bar{A}_{1} \hat{A}_{2} \ldots \hat{A}_{r_{0}-2 k} \geq n^{-\Omega(1)}
$$

Moreover, all coefficients of $R_{1}$ are $O\left(n^{O(1)}\right)$ by Lemma 7.3. So, $R_{1}$ satisfies the hypothesis of Lemma 7.8. The same reasoning applies for $R_{2}$. This completes the proof of Lemma 7.9.
7.5. Step 5: Degeneracy is impossible. We are now ready to derive a contradiction which completes the proof of Lemma 7.2. Since $\left|W\left(a_{n} x\right) p_{n_{3}}\left(a_{n} x\right)\right| \geq n^{-B}$ by the definition of $\mathcal{E}^{\prime}$, we get

$$
R(x)=O\left(n^{O(1)} \beta^{1-\varepsilon_{1}}\right), \quad x \in \mathcal{E} .
$$

Since $R_{2}$ satisfies the hypothesis of Lemma 7.8 , we get that for all $x \in \mathcal{E}$,

$$
\left|R_{2}(x)\right| \geq n^{O(1)} \beta^{1-\varepsilon_{1}}
$$

So,

$$
\left|R_{1}(x)\right|=O\left(n^{O(1)} \beta^{1-\varepsilon_{1}}\right), \quad x \in \mathcal{E}
$$

Since $R_{1}$ also satisfies the hypothesis of Lemma 7.8 and since $|\mathcal{E}| \geq n^{-O(1)}$ much larger than $n^{O(1)} \beta^{1-\varepsilon_{1}}$, we obtain a contradiction to Lemma 7.8. This completes the proof of Lemma 7.2 .

## 8. Proof of Theorem 2.3

Our idea is to apply Theorem 2.2 to the indicator function $\mathbf{1}_{[a, b]}$. However, since the indicator function is not smooth, we will approximate it below and above by smooth functions, say $F_{1}$ and $F_{2}$. To this end, let $\alpha=n^{-1-c / 12}$ where $c$ is the constant in Theorem 2.2 and let $F_{1}, F_{2}: \mathbb{R} \rightarrow \mathbb{R}$ be any continuous functions that are continuously differentiable up to degree 6 and satisfy the following

- $\mathbf{1}_{[a-\alpha, b+\alpha]} \geq F_{2} \geq \mathbf{1}_{[a, b]} \geq F_{1} \geq \mathbf{1}_{[a+\alpha, b-\alpha]} \quad$ pointwise,
- $\left\|F_{i}^{a}\right\|_{\infty} \ll \alpha^{-a} \ll n^{a+c / 2}$ for all $i=1,2$ and $1 \leq a \leq 6$.

Applying Theorem 2.2 to $G_{i}=n^{-c / 2} F_{i}$ (where the factor $n^{-c / 2}$ is added so that $\left\|G_{i}^{a}\right\|_{\infty} \ll n^{-a}$ as in the hypothesis), we obtain

$$
\mathbb{E} \sum G_{1}\left(\zeta_{i}\right)-\mathbb{E} \sum G_{1}\left(\tilde{\zeta}_{i}\right) \ll n^{-c}, \quad \mathbb{E} \sum G_{2}\left(\zeta_{i}\right)-\mathbb{E} \sum G_{2}\left(\tilde{\zeta}_{i}\right) \ll n^{-c}
$$

which gives
(8.1) $\mathbb{E} \sum F_{1}\left(\zeta_{i}\right)-\mathbb{E} \sum F_{1}\left(\tilde{\zeta}_{i}\right) \ll n^{-c / 2}, \quad \mathbb{E} \sum F_{2}\left(\zeta_{i}\right)-\mathbb{E} \sum F_{2}\left(\tilde{\zeta}_{i}\right) \ll n^{-c / 2}$.

We shall prove later that

$$
\begin{equation*}
\mathbb{E} \sum \tilde{F}_{1}\left(\zeta_{i}\right)-\mathbb{E} \sum \tilde{F}_{2}\left(\zeta_{i}\right) \ll n^{-c / 24} \tag{8.2}
\end{equation*}
$$

Since $\sum F_{1}\left(\zeta_{i}\right) \leq N[a, b] \leq \sum F_{2}\left(\zeta_{i}\right)$, we conclude from (8.1) and (8.2) that

$$
\mathbb{E} N_{P_{n}^{*}}[a, b]-\mathbb{E} N_{\widetilde{P}_{n}^{*}}[a, b] \ll n^{-c / 24}
$$

as claimed.
To prove (8.2), we note that $0 \leq F_{2}-F_{1} \leq \mathbf{1}_{[a-\alpha, a+\alpha]}+\mathbf{1}_{[b-\alpha, b+\alpha]}$, thus it suffices to show the following

Lemma 8.1. Let $I \subset D(\varepsilon)$ be an interval of length $n^{-1-c / 12}$. Then

$$
\mathbb{E} N_{\widetilde{P}_{n}^{*}}(I) \ll n^{-c / 24} .
$$

Proof. By the Kac-Rice formula [19, we have

$$
\begin{aligned}
\frac{1}{n} \mathbb{E} N_{\widetilde{P}_{n}^{*}}(I) & =\frac{1}{n} \mathbb{E} N_{\tilde{P}_{n}}\left(a_{n} I\right)=\int_{a_{n} I} \frac{1}{\pi} \frac{K_{n}(x, x)}{n} \sqrt{\frac{K_{n}^{(1,1)}(x, x)}{K_{n}(x, x)^{3}}-\left(\frac{K_{n}^{(0,1)}(x, x)}{K_{n}(x, x)^{2}}\right)^{2}} d x \\
& \leq \int_{a_{n} I} \frac{1}{n \pi} \sqrt{\frac{K_{n}^{(1,1)}(x, x)}{K_{n}(x, x)}} d x=\int_{a_{n} I} \frac{1}{n \pi} \sqrt{\frac{K_{n}^{(1,1)}(x, x) W^{2}(x)}{K_{n}(x, x) W^{2}(x)}} d x .
\end{aligned}
$$

By (5.4), we have

$$
\inf _{x \in[-1+\varepsilon, 1-\varepsilon]} K_{n}(x, x) W^{2}(x) \gg \frac{n}{a_{n}}
$$

By (5.4) and (6.2) (with $u=v=0$ ), we have

$$
\sup _{x \in[-1+\varepsilon, 1-\varepsilon]} K_{n}^{(1,1)}(x, x) W^{2}(x) \ll \frac{n^{3}}{a_{n}^{3}} .
$$

Therefore,

$$
\frac{1}{n} \mathbb{E} N_{\tilde{P}_{n}^{*}}(I) \ll \int_{a_{n} I} \frac{1}{a_{n}} d x \ll|I|=n^{-1-c / 12}
$$

as desired.

## 9. Proof of Theorem 2.2

The proof roughly follows [31, Theorem 2.6] with our $\mathbf{F}_{\mathbf{n}}$ plays the role of the $F_{n}$ in [31].
The only issue with our $F_{n}$ is that it is not analytic. And there are two places in [31] that use analyticity. We shall explain how we walk around these two places.

In the first place, is to derive an alternative verstion of [31, Equation 11] where the use of the Green's formula is no longer applicable to our $F_{n}$ because it is not necessarily analytic. Firstly, we observe that the roots of $P_{n}^{*}$ and $F_{n}$ are the same. Thus, for any smooth function $G_{j}$ on $\mathbb{C}$, we get the following equations which can be used as a replacement of [31, Equation 11]

$$
\begin{aligned}
\sum_{i} G_{j}\left(\zeta_{i}\right) & =\int_{\mathbb{C}} \log \left|P_{n}^{*}(z)\right| H_{j}(z) d z \\
& =\int_{B\left(z_{j}, 1 / 10\right)} \log \left|F_{n}\left(u_{j}\right)\right| H_{j}\left(u_{j}\right) d u_{j}-c(G)
\end{aligned}
$$

where $H_{j}(z)=\frac{1}{2 \pi} \triangle G_{j}(z)$ and

$$
c(G)=\int_{B\left(z_{j}, 1 / 10\right)} \log \left|W\left(a_{n} u_{j}\right)\right| H_{j}\left(u_{j}\right) d u_{j}
$$

is a deterministic number.
The second place, also more crucial, is the treatment of [31, Lemma 8.2] which originally requires that $F_{n}$ is analytic. Here, we restate the statement for our $F_{n}$ which is not necessarily analytic.
Lemma 9.1. Let $0<c_{2}<1$ and let $F_{n}$ be a function of the form $F_{n}(x)=P_{n}^{*}(x) W\left(a_{n} x\right)$ where $P_{n}^{*}$ is an entire function and $-\log W=Q$ satisfies (4.5). Assume that $\left|F_{n}(w)\right| \geq$ $\exp \left(-n^{c_{2}}\right)$ for some $w \in[-1+\varepsilon, 1-\varepsilon]$ and $\left|F_{n}(z)\right| \leq \exp \left(n^{c_{2}}\right)$ for all $z \in B(w, 3 /(2 n))$. Then

$$
\left.\int_{B(w, 1 /(2 n))}|\log | F_{n}(z)\right|^{2} d z \leq C n^{-2+6 c_{2}} .
$$

Proof of Lemma 9.1. We follow ideas from [9; the constant 6 in the conclusion is adhoc but we make no attempt to optimize it.

From Jensen's inequality for the number of roots of $P_{n}^{*}$, we have

$$
N_{F_{n}}(B(w, 1 / n))=N_{P_{n}^{*}}(B(w, 1 / n)) \leq \log \frac{5}{2}\left(\log M-\log \left|P_{n}^{*}(w)\right|\right)<2\left(\log M-\log \left|P_{n}^{*}(w)\right|\right)
$$

where $N_{F_{n}}(B(w, 1 / n))$ is the number of zeros of $F_{n}$ in $B(w, 1 / n)$ and $M=\max _{|w-z|=2 / n}\left|P_{n}^{*}(z)\right|$.
We have

$$
\frac{\max _{|w-z|=2 / n}\left|P_{n}^{*}(z)\right|}{\left|P_{n}^{*}(w)\right|} \leq \frac{\max _{|w-z|=2 / n}\left|F_{n}(z)\right|}{\left|F_{n}(w)\right|} \sup _{|w-z|=2 / n} \frac{W\left(a_{n} w\right)}{W\left(a_{n} z\right)} \ll \frac{\max _{|w-z|=2 / n}\left|F_{n}(z)\right|}{\left|F_{n}(w)\right|}
$$

where in the last inequality, we used (4.5).
From this and the assumption of the lemma, we conclude that

$$
\begin{equation*}
N_{F_{n}}(B(w, 1 / n)) \leq 2 n^{c_{2}} . \tag{9.1}
\end{equation*}
$$

By the pigeonhole principle, there exists a radius $1 / n \geq r \geq 1 /(2 n)$ for which $F_{n}$ has no zeros in the annulus $B(w, r+\eta) \backslash B(w, r-\eta)$ where $\eta=.1 n^{-1-c_{2}}$. We can also assume, without loss of generality, that there is no root on the boundary of each disk.

Let $\zeta_{1}, \ldots, \zeta_{m}$ be the zeros of $F_{n}$ in the disk $B(w, r-\eta)$. By (9.1), $m \leq 2 n^{c_{2}}$. Define

$$
p(z):=\frac{P_{n}^{*}(z)}{\left(n z-n \zeta_{1}\right) \ldots\left(n z-n \zeta_{m}\right)} \quad \text { and } \quad f(z):=p(z) W\left(a_{n} z\right)
$$

Since $p$ is an entire function which does not have zeros in the (closed) disk $B(w, r+\eta), \log |p|$ is harmonic on this disk. For every $z$ with $|z-w|=r+\eta$, the distance from $z$ to any $\zeta_{i}$ is at least $\eta$, so

$$
|p(z)| \leq\left|P_{n}^{*}(z)\right| n^{-m} \eta^{-m} \ll \exp \left(n^{c_{2}}\right)(n \eta)^{-m} W^{-1}\left(a_{n} w\right)=: \exp \left(n^{c_{2}}\right)(n \eta)^{-m} \alpha^{-1}
$$

where $\alpha=W\left(a_{n} w\right)$ and we used $\inf _{|z-w|=r+\eta} W\left(a_{n} z\right)=\Theta\left(W\left(a_{n} w\right)\right)$ by 4.5).
It follows that for any $z$ where $|z-w|=r+\eta$

$$
\begin{equation*}
\log |p(z)| \leq n^{-c_{2}}+m \log (n \eta)^{-1}+\log \alpha+O(1) \leq 21 n^{2 c_{2}}-\log \alpha \tag{9.2}
\end{equation*}
$$

since

$$
n^{c_{2}} \leq n^{2 c_{2}}, m \leq 2 n^{c_{2}},(n \eta)^{-1}=10 n^{c_{2}} \leq e^{10 n^{c_{2}}}
$$

Because of the harmonicity of $\log |p|$, its maximum is achieved on the boundary, and so the same bound holds for all $z \in B(w, r+\eta)$. On the other hand, from the lower bound on $\left|F_{n}(w)\right|$ in the lemma and the fact that $\left|\zeta_{i}-w\right| \leq 1 / n$,

$$
\begin{equation*}
\log |p(w)| \geq \log \left|P_{n}^{*}(w)\right| \geq-n^{c_{2}}-\log \alpha \tag{9.3}
\end{equation*}
$$

Now, we make a critical use of Harnack's inequality [34, Chapter 11], which asserts that if a function $G$ is harmonic on the open disk $B(w, R)$ and is nonnegative continuous on its
closure, for some $w \in \mathbb{C}$ and $R>0$, then for every $z \in B(w, r)$ with $r<R$,

$$
G(z) \leq \frac{R+r}{R-r} G(w)
$$

We apply Harnak's inequality to $G(z):=21 n^{2 c_{2}}-\log \alpha-\log |p|$ which is nonnegative harmonic on $B(w, R)$ with $R:=r+\eta$. By this inequality, we conclude that for all $z \in B(w, r)$

$$
\begin{equation*}
21 n^{2 c_{2}}-\log \alpha-\log |p(z)| \leq \frac{2 r+\eta}{\eta}\left(21 n^{2 c_{2}}-\log \alpha-\log |p(w)|\right) \ll n^{2 c_{2}} \frac{2 r+\eta}{\eta} \tag{9.4}
\end{equation*}
$$

As $\eta=.1 n^{-1-c_{2}}$ and $r<1, \frac{2 r+\eta}{\eta} \ll \eta^{-1} \ll n^{c_{2}}$. It follows that

$$
\log |p(z)|+\log \alpha \gg-n^{3 c_{2}} .
$$

Together with (9.2), we have

$$
|\log | p(z)|+\log \alpha| \ll n^{3 c_{2}} \quad \forall z \in B(w, r) .
$$

Thus,

$$
\begin{equation*}
|\log | f(z)\left|\mid \ll n^{3 c_{2}} \quad \forall z \in B(w, r)\right. \tag{9.5}
\end{equation*}
$$

By the triangle inequality and the definition of $f$,

$$
\begin{equation*}
\left\|\operatorname { l o g } \left|F_{n}(z)\| \|_{L^{2}(B(w, r))} \leq\|\log |f(z)|\|_{L^{2}(B(w, r))}+\sum_{i=1}^{m}\left\|\log \mid n z-n \zeta_{i}\right\|_{L^{2}(B(w, r))}\right.\right. \tag{9.6}
\end{equation*}
$$

Notice that each of the $m$ terms in the sum above is at most $\left.\int_{B(0,2 r-\eta)}|\log | n z\right|^{2} d z$, as $\left|\zeta_{i}\right| \leq r-\eta$ for all $i$. As $r<1 / n$, we can further upper bound it by

$$
\left.\int_{B(0,2 / n)}|\log | n z\right|^{2} d z=\left.n^{-2} \int_{B(0,2)}|\log | u\right|^{2} d u \ll n^{-2} .
$$

Since $m \leq 2 n^{c_{2}}$, we have

$$
\left\|\log \mid F_{n}(z)\right\| \|_{L^{2}(B(w, r))} \ll n^{-2+3 c_{2}}
$$

which implies the claim of the lemma as $r \geq 1 /(2 n)$.
9.1. Proof of Theorem 2.2. With our $\mathbf{P}_{\mathbf{n}}^{*}$ plays the role of $F_{n}$ in 31], the proof is identical to the proof of [31, Theorem 2.6] except that here we have a more relaxed condition (C3) compared to [31, Condition C2(4)] in the second part on the growth of the second derivatives. In particular, in the latter, the condition was

$$
\sum_{j=0}^{n} \sup _{z \in B_{\mathbb{C}}(s, 1 / n)}\left|p_{j}^{\prime \prime}\left(a_{n} z\right)\right|^{2} a_{n}^{4} \leq C_{1} n^{4+c_{1}} \sum_{j=0}^{n}\left|p_{j}\left(a_{n} s\right)\right|^{2}
$$

while here we only require

$$
\sup _{z \in B_{\mathbb{C}}(s, 1 / n)} \sum_{j=0}^{n}\left|p_{j}^{\prime \prime}\left(a_{n} z\right)\right|^{2} a_{n}^{4} \leq C_{1} n^{4+c_{1}} \sum_{j=0}^{n}\left|p_{j}\left(a_{n} s\right)\right|^{2} .
$$

The only place in [31] where this condition was used is to prove [31, Equations 24,25]. Here, we show how to derive these equations with our new condition. We shall use the notation in [31] for this part which says

$$
p(z)=\tilde{F}(z)-\tilde{F}(x)-(z-x) \tilde{F}^{\prime}(x) .
$$

So,

$$
\mathbb{E} p(z)=\mathbb{E}\left(\tilde{F}(z)-\tilde{F}(x)-(z-x) \tilde{F}^{\prime}(z)\right)=0
$$

This trivially implies that the left-most side of [31, Equation 24] is smaller than its right-most side.

Next, for [31, Equation 25], we observe that

$$
p(z)=\int_{x}^{z} \tilde{F}^{\prime}(t) d t-(z-x) \tilde{F}^{\prime}(x)=\int_{x}^{z} \int_{x}^{t} \tilde{F}^{\prime \prime}(w) d w d t .
$$

Hence, by Holder's inequality

$$
\begin{gathered}
|p(z)|^{2} \leq \frac{(z-x)^{2}}{2} \int_{x}^{z} \int_{x}^{t}\left|\tilde{F}^{\prime \prime}(w)\right|^{2} d w d t \\
\operatorname{Var}(p(z))=\mathbb{E}|p(z)|^{2} \leq \frac{(z-x)^{4}}{4} \sup _{w \in[x, z]} \mathbb{E}\left|\tilde{F}^{\prime \prime}(w)\right|^{2} \leq \frac{(z-x)^{4}}{4} \sup _{w \in[x, z]} \sum_{j=1}^{n}\left|\phi_{j}^{\prime \prime}(w)\right|^{2} .
\end{gathered}
$$

Now that we have moved the supremum outside of the summation, we can use our relaxed condition (C3) to get that

$$
\operatorname{Var}(p(z))=O\left(\delta_{n}^{4 c_{2}-c_{1}} \operatorname{Var}\left(\tilde{F}_{n}(x)\right)\right)
$$

which is [31, Equation 25].

## 10. Almost sure zero distribution Results and consequences

The main goal of this section is to prove Theorem 1.6 . We start with several auxiliary facts on the asymptotic properties of random variables $\left\{\xi_{n}\right\}_{n=0}^{\infty}$.
Lemma 10.1. If $\left\{\xi_{n}\right\}_{n=0}^{\infty}$ are random variables such that $\mathbb{E}\left[\left|\xi_{n}\right|^{2+\varepsilon_{0}}\right]<C$ for some constants $C, \varepsilon_{0}>0$ and all $n=0,1, \ldots$, then

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left|\xi_{n}\right|^{1 / n} \leq 1 \quad \text { a.s. } \tag{10.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left(\max _{0 \leq k \leq n}\left|\xi_{k}\right|\right)^{1 / n} \leq 1 \quad \text { a.s. } \tag{10.2}
\end{equation*}
$$

Proof of Lemma 10.1. It is immediate from our assumptions that

$$
x^{2+\varepsilon_{0}} \mathbb{P}\left(\left\{\left|\xi_{n}\right|>x\right\}\right) \leq \mathbb{E}\left[\left|\xi_{n}\right|^{2+\varepsilon_{0}}\right]<C .
$$

Using the distribution function of $\left|\xi_{n}\right|$ defined by $H_{n}(x)=\mathbb{P}\left(\left\{\left|\xi_{n}\right| \leq x\right\}\right)$, $x \in \mathbb{R}$, we estimate

$$
1-H_{n}(x)=\mathbb{P}\left(\left\{\left|\xi_{n}\right|>x\right\}\right) \leq C / x^{2+\varepsilon_{0}}, \quad x>0, n=0,1, \ldots
$$

Now (10.1) follows directly from Lemma 4.1 of [32], see (4.1) there.
Let $\mathcal{A}$ be the event of probability one in (10.1). On $\mathcal{A}$, for any $\varepsilon>0$ there is $n_{\varepsilon} \in \mathbb{N}$ such that $\left|\xi_{n}\right|^{1 / n} \leq 1+\varepsilon$ for all $n \geq n_{\varepsilon}$ by (10.1). Hence

$$
\max _{0 \leq k \leq n}\left|\xi_{k}\right|^{1 / n} \leq \max \left(\max _{0 \leq k \leq n_{\varepsilon}}\left|\xi_{k}\right|^{1 / n}, 1+\varepsilon\right) \rightarrow 1+\varepsilon \quad \text { as } n \rightarrow \infty
$$

and (10.2) follows by letting $\varepsilon \rightarrow 0$.

In the next two auxiliary lemmas, we also show that under our standard assumptions on the random variables, they cannot be too concentrated.

Lemma 10.2. Let $\left\{\xi_{k}\right\}_{k=0}^{\infty}$ be independent random variables such that $\mathbb{E}\left[\xi_{k}\right]=0, \operatorname{Var}\left[\xi_{k}\right]=1$, and $\mathbb{E}\left[\left|\xi_{k}\right|^{2+\varepsilon_{0}}\right]<C$ for some constants $C, \varepsilon_{0}>0$ and all $k=0,1, \ldots$. There exists a constant $a>0$ depending only on $C$ and $\varepsilon_{0}$ such that for all $k$,

$$
\begin{equation*}
\mathbb{P}\left(\left|\xi_{k}\right| \leq a\right) \leq 1-a . \tag{10.3}
\end{equation*}
$$

Moreover, there exists a constant $a^{\prime}>0$ depending only on $C$ and $\varepsilon_{0}$ such that for all $k$ and for all $x \in \mathbb{R}$,

$$
\begin{equation*}
\mathbb{P}\left(\left|\xi_{k}-x\right| \leq a^{\prime}\right) \leq 1-a^{\prime} \tag{10.4}
\end{equation*}
$$

Proof. To see 10.3$)$, assume that $\mathbb{P}\left(\left|\xi_{k}\right| \geq a\right)<a$, then we obtain that

$$
\begin{aligned}
1 & =\mathbb{E}\left[\left|\xi_{k}\right|^{2}\right]=\mathbb{E}\left[\left|\xi_{k}\right|^{2} \mathbf{1}_{\left|\xi_{k}\right|<a}\right]+\mathbb{E}\left[\left|\xi_{k}\right|^{2} \mathbf{1}_{\left|\xi_{k}\right| \geq a}\right] \\
& \leq a^{2}+\left(\mathbb{E}\left[\left|\xi_{k}\right|\right]^{2+\varepsilon_{0}}\right)^{2 /\left(2+\varepsilon_{0}\right)}(\mathbb{P}(|\xi| \geq a))^{\varepsilon_{0} /\left(2+\varepsilon_{0}\right)} \text { by Hölder's inequality } \\
& \leq a^{2}+C^{2 /\left(2+\varepsilon_{0}\right)} a^{\varepsilon_{0} /\left(2+\varepsilon_{0}\right)}
\end{aligned}
$$

Since the latter upper bound converges to 0 as $a \rightarrow 0$, there must exist some $a>0$ (independent of $k$ ) for which it is smaller than 1 . This contradiction shows that there is a sufficiently small $a>0$ that satisfies (10.3).

Next, for 10.4$)$, assume that $\mathbb{P}\left(\left|\xi_{k}-x\right| \leq a^{\prime}\right)>1-a^{\prime}$ then letting $\xi_{k}^{\prime}$ be an independent copy of $\xi_{k}$, we have

$$
\begin{equation*}
\mathbb{P}\left(\left|\xi_{k}-\xi_{k}^{\prime}\right| \leq 2 a^{\prime}\right) \geq\left(1-a^{\prime}\right)^{2} \geq 1-2 a^{\prime} \tag{10.5}
\end{equation*}
$$

By applying the first part to the random variables $\frac{\xi_{k}-\xi_{k}^{\prime}}{\sqrt{2}}$ which have mean 0 , variance 1 , and uniformly bounded $\left(2+\varepsilon_{0}\right)$-moments, we obtain an $a^{\prime}$ that violates (10.5), and hence satisfies (10.4).

Lemma 10.3. If $\left\{\xi_{k}\right\}_{k=0}^{n}$ are independent random variables such that $\mathbb{E}\left[\xi_{k}\right]=0, \operatorname{Var}\left[\xi_{k}\right]=1$, and $\mathbb{E}\left[\left|\xi_{k}\right|^{2+\varepsilon_{0}}\right]<C$ for some constants $C, \varepsilon_{0}>0$ and all $k=0,1, \ldots$, then there is $b>0$ such that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left(\max _{n-b \log n<k \leq n}\left|\xi_{k}\right|\right)^{1 / n} \geq 1 \quad \text { a.s. } \tag{10.6}
\end{equation*}
$$

Proof. Let $s_{n} \leq n, n \in \mathbb{N}$, be a sequence of natural numbers that will be specified later. Consider

$$
M_{n}:=\max _{n-s_{n}<k \leq n}\left|\xi_{k}\right| .
$$

The statement

$$
\liminf _{n \rightarrow \infty}\left(M_{n}\right)^{1 / n} \geq 1 \quad \text { a.s. }
$$

is equivalent to

$$
\mathbb{P}\left(\left\{M_{n} \leq \lambda^{n} \text { i.o. }\right\}\right)=0
$$

for all positive $\lambda<1$. The latter would follow from the first Borel-Cantelli Lemma, if we show that

$$
\sum_{n=1}^{\infty} \mathbb{P}\left(\left\{M_{n} \leq \lambda^{n}\right\}\right)<\infty
$$

for all positive $\lambda<1$. Since the variables $\left\{\xi_{k}\right\}_{k=0}^{\infty}$ are independent, we have

$$
\mathbb{P}\left(\left\{M_{n} \leq \lambda^{n}\right\}\right)=\prod_{k=1}^{s_{n}} \mathbb{P}\left(\left\{\left|\xi_{n-k}\right| \leq \lambda^{n}\right\}\right)
$$

Using (10.3), for any $\lambda<1$ we find $N=N(a, \lambda) \in \mathbb{N}$ such that $\mathbb{P}\left(\left\{\left|\xi_{k}\right| \leq \lambda^{n}\right\}\right) \leq 1-a$ for all $n \geq N$ and all $k=0,1, \ldots$. This gives

$$
\sum_{n=1}^{\infty} \mathbb{P}\left(\left\{M_{n} \leq \lambda^{n}\right\}\right) \leq \sum_{n=1}^{\infty}(1-a)^{s_{n}}<\infty
$$

provided $(1-a)^{s_{n}} \leq 1 / n^{2}$ for large $n$. It suffices to take $s_{n} \geq(-2 / \log (1-a)) \log n$ to satisfy the latter condition.

We now state a companion result for the coefficients of our contracted random orthogonal polynomials

$$
P_{n}^{*}(x)=P_{n}\left(a_{n} x\right)=\sum_{k=0}^{n} \xi_{k} p_{k}\left(a_{n} x\right)=\sum_{k=0}^{n} c_{k, n} x^{k},
$$

see (1.4).
Lemma 10.4. Let $\left\{\xi_{k}\right\}_{k=0}^{n}$ be independent random variables such that $\mathbb{E}\left[\xi_{k}\right]=0, \operatorname{Var}\left[\xi_{k}\right]=1$, and $\mathbb{E}\left[\left|\xi_{k}\right|^{2+\varepsilon_{0}}\right]<C$ for some constants $C, \varepsilon_{0}>0$ and all $k=0,1, \ldots$ Assume that $W=$ $e^{-Q} \in \mathcal{F}\left(C^{2}\right)$, where $Q$ is even, and the function $T$ in the definition of $\mathcal{F}\left(C^{2}\right)$ satisfies (1.1) with $\alpha \in(1, \infty)$. For the orthogonal polynomials $p_{k}$ that correspond to the weight $W$, write

$$
p_{k}\left(a_{n} x\right)=\sum_{j=0}^{k} b_{j, k} x^{j}=b_{k, k} \prod_{j=1}^{k}\left(x-x_{j, k}\right), \quad k=0,1, \ldots, n .
$$

If the random variables $c_{k, n}$ are defined by

$$
c_{k, n}:=\sum_{i=k}^{n} \xi_{i} b_{k, i}, \quad k=0,1, \ldots, n,
$$

then there is $b>0$ such that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left(\max _{n-b \log n<k \leq n}\left|c_{k, n}\right|\right)^{1 / n} \geq 2 e^{1 / \alpha} \quad \text { a.s. } \tag{10.7}
\end{equation*}
$$

Proof. We follow the idea in [7, Lemma 4.2]. Note that $b_{k, k}=a_{n}^{k} \gamma_{k}$, where $\gamma_{k}$ is the leading coefficient of $p_{k}$. We have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|b_{n, n}\right|^{1 / n}=\lim _{n \rightarrow \infty} a_{n} \gamma_{n}^{1 / n}=2 e^{1 / \alpha} \tag{10.8}
\end{equation*}
$$

For every $\varepsilon>0$, it suffices to show that

$$
\begin{equation*}
\mathbb{P}\left(\left(\max _{n-b \log n<k \leq n}\left|c_{k, n}\right|\right)^{1 / n} \leq 2 e^{1 / \alpha}-\varepsilon \text { infinitely often }\right)=0 . \tag{10.9}
\end{equation*}
$$

Note that $\left|c_{k, n}\right| \leq\left(2 e^{1 / \alpha}-\varepsilon\right)^{n}$ implies that $\xi_{k} b_{k, k}$ lies in an interval of radius $\left(2 e^{1 / \alpha}-\varepsilon\right)^{n}$ centered around $\sum_{i=k+1}^{n} \xi_{i} b_{k, i}$. Thus, by independence, for any event $A_{k, n} \in \sigma\left(\xi_{k+1}, \ldots, \xi_{n}\right)$ - the $\sigma$-algebra generated by $\xi_{k+1}, \ldots \xi_{n}$, we have

$$
\mathbb{P}\left(\left|c_{k, n}\right|^{1 / n} \leq 2 e^{1 / \alpha}-\varepsilon \mid A_{k, n}\right) \leq \sup _{x \in \mathbb{R}} \mathbb{P}\left(\left|\xi_{k} b_{k, k}-x\right| \leq\left(2 e^{1 / \alpha}-\varepsilon\right)^{n}\right)
$$

By (10.8), this implies that for sufficiently large $n$ and $k \geq n-b \log n$,

$$
\mathbb{P}\left(\left|c_{k, n}\right|^{1 / n} \leq 2 e^{1 / \alpha}-\varepsilon \mid A_{k, n}\right) \leq \sup _{x \in \mathbb{R}} \mathbb{P}\left(\left|\xi_{k}-x\right| \leq(1-\delta)^{n}\right)
$$

where $\delta=\frac{\varepsilon}{2 e^{1 / \alpha}}$ is a constant.
By (10.4), the last quantity is smaller than $1-a^{\prime}$ for the same constant $a^{\prime}$ as in (10.4), again for all sufficiently large $n$. Thus, by setting

$$
A_{k, n}=\left\{\left|c_{\ell, n}\right|^{1 / n} \leq 2 e^{1 / \alpha}-\varepsilon, \forall \ell \in(k, n] \cap \mathbb{N}\right\} \in \sigma\left(\xi_{k+1}, \ldots, \xi_{n}\right)
$$

and $A_{n, n}$ be the whole sample space, we get

$$
\begin{aligned}
\mathbb{P}\left(\left(\max _{n-b \log n<k \leq n}\left|c_{k, n}\right|\right)^{1 / n} \leq 2 e^{1 / \alpha}-\varepsilon\right) & =\prod_{k=\lfloor n-b \log n\rfloor+1}^{n} \mathbb{P}\left(\left|c_{k, n}\right| \leq\left(2 e^{1 / \alpha}-\varepsilon\right)^{n} \mid A_{k, n}\right) \\
& \leq\left(1-a^{\prime}\right)^{b \log n} \leq n^{-a^{\prime} b}
\end{aligned}
$$

By choosing $b=2 / a^{\prime}$, the right-most side becomes $n^{-2}$ which is summable over $n$. By the first Borel-Cantelli Lemma, this implies (10.9).

Proof of Theorem 1.6. This proof is similar to the proof of Theorem 2.4 in [28], but it has several additional steps due to different assumptions on random coefficients. Recall that the standard Freud weight with index $\alpha$ is given by

$$
w(s)=e^{-\gamma_{\alpha}|s|^{\alpha}}, \quad s \in \mathbb{R},
$$

where

$$
\gamma_{\alpha}=\frac{\Gamma\left(\frac{\alpha}{2}\right) \Gamma\left(\frac{1}{2}\right)}{2 \Gamma\left(\frac{\alpha}{2}+\frac{1}{2}\right)}=\int_{0}^{1} \frac{t^{\alpha-1}}{\sqrt{1-t^{2}}} d t
$$

see [35, p. 239]. Note that by [35, p. 240], $F_{w}=\log 2+1 / \alpha$ is the modified Robin constant and $\mu_{w}=\mu_{\alpha}$ is the equilibrium measure corresponding to $w$. Following [35], we call a
sequence of monic polynomials $\left\{M_{n}\right\}_{n=1}^{\infty}$, with $\operatorname{deg}\left(M_{n}\right)=n$, asymptotically extremal with respect to the weight $w$ if it satisfies

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|w^{n} M_{n}\right\|_{L^{\infty}(\mathbb{R})}^{1 / n}=e^{-F_{w}}=e^{-1 / \alpha} / 2 \tag{10.10}
\end{equation*}
$$

Theorem 4.2 of [35, p. 170] states that the normalized zero counting measures of $M_{n}$ converge weak $^{*}$ to $\mu_{w}=\mu_{\alpha}$. On the other hand, by Corollary 2.6 of [35, p. 157] and Theorem 5.1 of [35, p. 240],

$$
\left\|w^{n} M_{n}\right\|_{L^{\infty}(\mathbb{R})}=\left\|w^{n} M_{n}\right\|_{L^{\infty}([-1,1])} .
$$

Applying Theorem 3.6 of [35, p. 46], we see that 10.10 is equivalent to

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\|w^{n} M_{n}\right\|_{L^{\infty}([-1,1])}^{1 / n} \leq e^{-F_{w}}=e^{-1 / \alpha} / 2 \tag{10.11}
\end{equation*}
$$

We construct the monic polynomials $M_{n}$ from $P_{n}^{*}$ in such a way that they share most of zeros, and therefore have the same limit of their zero counting measures. Continuing with our previous notation, we write

$$
P_{n}^{*}(z)=P_{n}\left(a_{n} z\right)=\sum_{k=0}^{n} \xi_{k} p_{k}\left(a_{n} z\right)=\sum_{k=0}^{n} c_{k, n} z^{k}=c_{d_{n}, n} \prod_{k=1}^{d_{n}}\left(z-z_{k, n}\right), c_{d_{n}, n} \neq 0
$$

where we assume that the zeros $\left\{z_{k, n}\right\}_{k=1}^{d_{n}}$ are listed in the order of decreasing absolute values: $\left|z_{1, n}\right| \geq\left|z_{2, n}\right| \geq \ldots \geq\left|z_{n, n}\right|$, and where $d_{n}$ is the actual degree of $P_{n}^{*}$. Note that $n-d_{n}=o(n)$ with probability one by (10.7). Let $m_{n}$ be the number of zeros of $P_{n}^{*}$ with absolute value greater than 2 , and consider $l_{n}=\min \left(m_{n}, b \log n\right)$, where $b>0$ is a constant from Lemma 10.4. We define the monic polynomial $M_{n}$ of degree $n$ by

$$
M_{n}(z):=\frac{(z-2)^{n-d_{n}+l_{n}} P_{n}^{*}(z)}{c_{d_{n}, n} \prod_{1 \leq k \leq l_{n}}\left(z-z_{k, n}\right)}, \quad n \in \mathbb{N},
$$

and show they are asymptotically extremal in the sense of 10.10 - 10.11 with probability one. Thus the zero counting measures of $M_{n}$ converge weak* to $\mu_{\alpha}$ as discussed above, and the same conclusion is true for the zero counting measures of $P_{n}^{*}$, because the sets of roots for $M_{n}$ and $P_{n}^{*}$ differ only by $o(n)$ elements.

Using Vieta's formulas for $P_{n}^{*}$, we obtain that

$$
\left|c_{n-k, n}\right| \leq\left|c_{d_{n}, n}\right|\left|\sum_{j_{1}<\ldots<j_{k}} z_{j_{1}, n} \ldots z_{j_{k}, n}\right| \leq\left|c_{d_{n}, n}\right|\binom{n}{k} \prod_{j=1}^{k}\left|z_{j, n}\right| \leq n^{k}\left|c_{d_{n}, n}\right| \prod_{j=1}^{k}\left|z_{j, n}\right|, k \leq l_{n}
$$

where we used decreasing ordering of zeros. Since $l_{n}=O(\log n)$, it follows from the last inequality and Lemma 10.4 that

$$
\liminf _{n \rightarrow \infty}\left(\left|c_{d_{n}, n}\right| \prod_{j=1}^{k}\left|z_{j, n}\right|\right)^{1 / n} \geq \liminf _{n \rightarrow \infty}\left(\max _{1 \leq k \leq l_{n}}\left|c_{n-k, n}\right|\right)^{1 / n} \geq 2 e^{1 / \alpha} \quad \text { a.s. }
$$

Further, we apply the above inequality and that $n-d_{n}+l_{n}=o(n)$ to estimate (with probability one)

$$
\begin{aligned}
\limsup _{n \rightarrow \infty}\left\|M_{n} w^{n}\right\|_{L^{\infty}([-1,1])}^{1 / n} & \leq \limsup _{n \rightarrow \infty}\left\|P_{n}^{*} w^{n}\right\|_{L^{\infty}([-1,1])}^{1 / n}\left\|\frac{(z-2)^{n-d_{n}+l_{n}}}{c_{d_{n}, n} \prod_{1 \leq k \leq l_{n}}\left(z-z_{k, n}\right)}\right\|_{L^{\infty}([-1,1])}^{1 / n} \\
& \leq \limsup _{n \rightarrow \infty}\left\|P_{n}^{*} w^{n}\right\|_{L^{\infty}([-1,1])}^{1 / n}\left(\frac{3^{n-d_{n}+l_{n}}}{\left|c_{d_{n}, n}\right| \prod_{1 \leq k \leq l_{n}}\left(\left|z_{k, n}\right| / 2\right)}\right)^{1 / n} \\
& \leq \frac{1}{2 e^{1 / \alpha}} \limsup _{n \rightarrow \infty}\left\|P_{n}^{*} w^{n}\right\|_{L^{\infty}([-1,1])}^{1 / n} \\
& =e^{-F_{w}} \limsup _{n \rightarrow \infty}\left\|P_{n}^{*} w^{n}\right\|_{L^{\infty}([-1,1])}^{1 / n} .
\end{aligned}
$$

For the second inequality in the above display, we also used that $\left|z_{k, n}\right| \geq 2,1 \leq k \leq l_{n}$, by our construction, so that $\left|z-z_{k, n}\right| \geq\left|z_{k, n}\right|-1 \geq\left|z_{k, n}\right| / 2$ for $z \in[-1,1], 1 \leq k \leq l_{n}$, and clearly $|z-2| \leq 3$ for $z \in[-1,1]$.

Thus the proof would be completed if we show that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\|P_{n}^{*} w^{n}\right\|_{L^{\infty}([-1,1])}^{1 / n} \leq 1 \quad \text { a.s. } \tag{10.12}
\end{equation*}
$$

Recall that by 4.1

$$
\left\|W P_{n}\right\|_{L^{\infty}(\mathbb{R})} \leq C n\left(\sum_{k=0}^{n}\left|\xi_{k}\right|^{2}\right)^{1 / 2}, \quad n \in \mathbb{N} .
$$

Changing variable $x=a_{n} s$ and introducing $w_{n}(s)=W\left(a_{n} s\right)^{1 / n}$, we obtain that

$$
\left\|P_{n}^{*} w_{n}^{n}\right\|_{L^{\infty}([-1,1])}=\left\|P_{n} W\right\|_{L^{\infty}\left(\left[-a_{n}, a_{n}\right]\right)}=\left\|P_{n} W\right\|_{L^{\infty}(\mathbb{R})}
$$

by [22, p. 4]. Hence

$$
\limsup _{n \rightarrow \infty}\left\|P_{n}^{*} w_{n}^{n}\right\|_{L^{\infty}([-1,1])}^{1 / n} \leq \limsup _{n \rightarrow \infty}\left(\max _{0 \leq k \leq n}\left|\xi_{k}\right|\right)^{1 / n} \leq 1 \quad \text { a.s. }
$$

by 10.2) of Lemma 10.1. It follows that, with probability one, we have

$$
\begin{aligned}
\limsup _{n \rightarrow \infty}\left\|P_{n}^{*} w^{n}\right\|_{L^{\infty}([-1,1])}^{1 / n} & \leq \limsup _{n \rightarrow \infty}\left\|P_{n}^{*} w_{n}^{n}\right\|_{L^{\infty}([-1,1])}^{1 / n}\left\|w / w_{n}\right\|_{L^{\infty}([-1,1])} \\
& \leq \limsup _{n \rightarrow \infty}\left\|w / w_{n}\right\|_{L^{\infty}([-1,1])}
\end{aligned}
$$

Since $w_{n}$ and $w$ are both even, to prove 10.12 it only remains to show that

$$
\limsup _{n \rightarrow \infty}\left\|w / w_{n}\right\|_{L^{\infty}([0,1])} \leq 1
$$

But exactly this limit relation was established in the end of proof for Theorem 2.4 in [28], so that we refer there to avoid duplication.

Proof of Corollary 1.7. The proof of this result is identical to the proof of Corollary 2.5 in [28]. Thus we omit it.

## 11. Proof of Theorem 2.4

We recall that $D(\varepsilon)=[-1+\varepsilon, 1-\varepsilon]$. We need to show that the number of real roots outside of $D(\varepsilon)$ is negligible, i.e.,

$$
\lim _{\varepsilon \rightarrow 0} \lim _{n \rightarrow \infty} \frac{\mathbb{E}\left[N_{P_{n}^{*}}(\mathbb{R} \backslash D(\varepsilon))\right]}{n}=0
$$

The corresponding result for $\mathbb{E}\left[N_{\tilde{P}_{n}^{*}}\right]$ is included in the above statement.
For any $\varepsilon>0$, let $F_{\varepsilon}:=([-1 / \varepsilon, \varepsilon-1] \cup[1-\varepsilon, 1 / \varepsilon]) \times[-\varepsilon, \varepsilon]$. Recall from (1.3) that $\mu_{\alpha}$ is absolutely continuous, and supp $\mu_{\alpha}=[-1,1]$. It follows that $\mu_{\alpha}\left(\partial F_{\varepsilon}\right)=0$, and we can apply Corollary 1.7 to obtain that

$$
\lim _{n \rightarrow \infty} \frac{\mathbb{E} N_{P_{n}^{*}}\left(F_{\varepsilon}\right)}{n}=\mu_{\alpha}\left(F_{\varepsilon}\right) .
$$

Furthermore, monotone convergence and basic measure properties give that

$$
\begin{aligned}
\lim _{\varepsilon \rightarrow 0} \lim _{n \rightarrow \infty} \frac{\mathbb{E}\left[N_{P_{n}^{*}}(\mathbb{R} \backslash D(\varepsilon))\right]}{n} & \leq \limsup _{\varepsilon \rightarrow 0} \lim _{n \rightarrow \infty} \frac{\mathbb{E}\left[N_{P_{n}^{*}}\left(F_{\varepsilon}\right)\right]}{n}=\limsup _{\varepsilon \rightarrow 0} \mu_{\alpha}\left(F_{\varepsilon}\right) \\
& =\underset{\varepsilon \rightarrow 0}{\limsup } \mu_{\alpha}([-1, \varepsilon-1] \cup[1-\varepsilon, 1])=0,
\end{aligned}
$$

which completes this proof.

## 12. Correlations of real roots

For each $1 \leq k \leq n$, let $\rho_{k}\left(x_{1}, \ldots, x_{k}\right)$ be the $k$-correlation of the real roots of $P_{n}(x)$ (see for instance [16]), for which

$$
\mathbb{E}\left[\sum G\left(\zeta_{i_{1}}, \ldots, \zeta_{i_{k}}\right)\right]=\int_{\mathbb{R}^{k}} G\left(x_{1}, \ldots, x_{k}\right) \rho_{k}\left(x_{1}, \ldots, x_{k}\right) d x_{1} \ldots d x_{k}
$$

for any continuous, compactly supported test function $G: \mathbb{R}^{k} \rightarrow \mathbb{R}$, where the sum runs over all $k$-tuples $\left(\zeta_{i_{1}}, \ldots, \zeta_{i_{k}}\right)$ of the real roots of $P_{n}(x)$.

In principle one can use Kac-Rice formula (see also [16] to compute these correlation functions, that

$$
\begin{equation*}
\rho_{k}\left(x_{1}, \ldots, x_{k}\right)=\int_{\mathbb{R}^{k}}\left|y_{1}, \ldots, y_{k}\right| p(\mathbf{0}, \mathbf{y}) d y_{1} \ldots d y_{k} \tag{12.1}
\end{equation*}
$$

where $p($.$) is the joint density function of the random vectors \left(P_{n}\left(x_{1}\right), \ldots, P_{n}\left(x_{k}\right)\right)$ and $\left(P_{n}^{\prime}\left(x_{1}\right), \ldots, P_{n}^{\prime}\left(x_{k}\right)\right)$.

This formula is especially useful when $\xi_{i}$ are iid standard gaussian and when $k$ is small. For instance, directly related to our current setting of orthogonal polynomials, the cases $k=1$ and $k=2$ were computed in [28] and [26] respectively. However, the formulas become increasingly more complicated when $k$ gets larger and for other ensembles of random coefficients. Our goal in this section is to provide some alternative formulas by following [15].

[^0]For each $\mathbf{x}=\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{R}^{k}$, denote by $V(\mathbf{x})$ the Vandermonde-type matrix

$$
V(\mathbf{x})=\left(\begin{array}{cccc}
p_{0}\left(x_{1}\right) & p_{1}\left(x_{1}\right) & \ldots & p_{k-1}\left(x_{1}\right) \\
\vdots & \vdots & \ddots & \vdots \\
p_{0}\left(x_{k}\right) & p_{1}\left(x_{k}\right) & \ldots & p_{k-1}\left(x_{k}\right)
\end{array}\right)
$$

where we recall that $p_{i}(x)$ are the orthogonal polynomials of degree $i$ with respect to $\mu$. Assume that $p_{i}(x)=\gamma_{i} x^{i}+\ldots$, then from the recurrence formula (7.1) we have $\gamma_{i}=$ $\left(A_{0} \ldots A_{i-1}\right)^{-1} \gamma_{0}$ and

$$
\operatorname{det}(V(\mathbf{x}))=\prod_{m=0}^{k-1} \gamma_{m} \prod_{1 \leq i<j \leq k}\left(x_{j}-x_{i}\right)
$$

As the random coefficients $\xi_{i}$ of $P_{n}(x)$ have density, with probability one the roots of $P_{n}(x)$ are distinct, and hence we will assume that the $x_{i}$ are distinct. Consider the random function $\boldsymbol{\eta}=\left(\eta_{0}, \ldots, \eta_{k-1}\right)^{T}: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k}$ defined as

$$
\boldsymbol{\eta}(\mathbf{x}):=-V^{-1}(\mathbf{x})\left(\begin{array}{c}
\sum_{j=k}^{n} \xi_{j} p_{j}\left(x_{1}\right)  \tag{12.2}\\
\vdots \\
\sum_{j=k}^{n} \xi_{j} p_{j}\left(x_{k}\right)
\end{array}\right)
$$

Our main result of this section is the following formula.
Theorem 12.1. Let $f_{0}, \ldots, f_{k-1}$ be the density functions of $\xi_{0}, \ldots, \xi_{k-1}$ respectively. With $\boldsymbol{\eta}$ from (12.2) we have

$$
\rho_{k}(\mathbf{x})=\prod_{m=0}^{k-1} \gamma_{m}^{-1} \prod_{1 \leq i<j \leq k}\left|x_{i}-x_{j}\right|^{-1} \mathbb{E}\left(\prod_{i=1}^{k}\left|\sum_{j=0}^{k-1} \eta_{j}(\mathbf{x}) p_{j}\left(x_{i}\right)+\sum_{j=k}^{n} \xi_{j} p_{j}\left(x_{i}\right)\right| \prod_{i=0}^{k-1} f_{i}\left(\eta_{i}(\mathbf{x})\right)\right)
$$

where the expectation is with respect to $\xi_{k}, \ldots, \xi_{n}$.

Alternatively, we also have the following analog of [15, Theorem 2.3], where $\sigma_{i}(\mathbf{x}), 1 \leq i \leq k$, are the elementary symmetric polynomials $\sum_{1 \leq j_{1}<\cdots<j_{i} \leq k} x_{j_{1}} x_{j_{2}} \ldots x_{j_{i}}$ (with the convention that $\sigma_{0}(\mathbf{x})=1$ ) and where for short we write

$$
\langle p(x), q(x)\rangle_{\mu}:=\int_{\mathbb{R}} p(x) q(x) d \mu(x) .
$$

Theorem 12.2. Let $f_{0}, \ldots, f_{n}$ be the density functions of $\xi_{0}, \ldots, \xi_{n}$ respectively. We have

$$
\begin{aligned}
\rho_{k}(\mathbf{x}) & =\prod_{m=0}^{n} \gamma_{m}^{-1} \prod_{1 \leq i<j \leq k}\left|x_{i}-x_{j}\right| \times \\
& \times \int_{\mathbb{R}^{n-k+1}} \prod_{l=0}^{n} f_{l}\left(\sum_{i=l}^{n}\left(\sum_{j=0}^{n-k}(-1)^{k-i+j} \sigma_{k-i+j}(\mathbf{x}) t_{j}\right)\left\langle x^{i}, p_{l}(x)\right\rangle_{\mu}\right) \prod_{i=1}^{k}\left|\sum_{j=0}^{n-k} t_{j} x_{i}^{j}\right| d t_{0} \ldots d t_{n-k},
\end{aligned}
$$

These formulas seem to be useful when $k$ is comparable to $n$. For instance when $k=n$ we obtain the following joint density formula for $n$ real roots of $P_{n}(x)$.

## Corollary 12.3.

$$
\rho_{n}(\mathbf{x})=\prod_{m=0}^{n} \gamma_{m}^{-1} \prod_{1 \leq i<j \leq n}\left|x_{i}-x_{j}\right| \int_{\mathbb{R}} \prod_{l=0}^{n} f_{l}\left(\left(\sum_{i=l}^{n}(-1)^{n-i} \sigma_{n-i}(\mathbf{x})\left\langle x^{i}, p_{l}(x)\right\rangle_{\mu}\right) t\right) t^{n} d t .
$$

In what follows we discuss the proof of the above results. Notice that $P_{n}\left(x_{1}\right)=\cdots=$ $P_{n}\left(x_{k}\right)=0$ if and only if

$$
\left(\begin{array}{cccc}
p_{0}\left(x_{1}\right) & p_{1}\left(x_{1}\right) & \ldots & p_{n}\left(x_{1}\right) \\
\vdots & \vdots & \ddots & \vdots \\
p_{0}\left(x_{k}\right) & p_{1}\left(x_{k}\right) & \ldots & p_{n}\left(x_{k}\right)
\end{array}\right)\left(\begin{array}{c}
\xi_{0} \\
\vdots \\
\xi_{n}
\end{array}\right)=\mathbf{0}
$$

which can be rewritten as

$$
\left(\begin{array}{cccc}
p_{k}\left(x_{1}\right) & p_{k+1}\left(x_{1}\right) & \ldots & p_{n}\left(x_{1}\right) \\
\vdots & \vdots & \ddots & \vdots \\
p_{k}\left(x_{k}\right) & p_{k+1}\left(x_{k}\right) & \ldots & p_{n}\left(x_{k}\right)
\end{array}\right)\left(\begin{array}{c}
\xi_{k} \\
\vdots \\
\xi_{n}
\end{array}\right)=-V(\mathbf{x})\left(\begin{array}{c}
\xi_{0} \\
\vdots \\
\xi_{k-1}
\end{array}\right) .
$$

Thus

$$
\boldsymbol{\eta}(\mathbf{x})=\left(\begin{array}{c}
\xi_{0} \\
\vdots \\
\xi_{k-1}
\end{array}\right)
$$

Denote by $J_{\boldsymbol{\eta}}(\mathbf{x})$ the Jacobian matrix of $\boldsymbol{\eta}$ at the point $\mathbf{x}$.
Lemma 12.4. We have

$$
\operatorname{det}\left(J_{\boldsymbol{\eta}}(\mathbf{x})\right)=(-1)^{k} \frac{\prod_{i=1}^{k}\left(\sum_{j=0}^{k-1} \eta_{j}(\mathbf{x}) p_{j}^{\prime}\left(x_{i}\right)+\sum_{j=k}^{n} \xi_{j} p_{j}^{\prime}\left(x_{i}\right)\right)}{\prod_{m=0}^{k-1} \gamma_{m} \prod_{1 \leq i<j \leq k}\left(x_{j}-x_{i}\right)}
$$

Proof. Recall that

$$
V(\mathbf{x}) \boldsymbol{\eta}(\mathbf{x})=-\left(\begin{array}{cccc}
p_{k}\left(x_{1}\right) & p_{k+1}\left(x_{1}\right) & \ldots & p_{n}\left(x_{1}\right) \\
\vdots & \vdots & \ddots & \vdots \\
p_{k}\left(x_{k}\right) & p_{k+1}\left(x_{k}\right) & \ldots & p_{n}\left(x_{k}\right)
\end{array}\right)\left(\begin{array}{c}
\xi_{k} \\
\vdots \\
\xi_{n}
\end{array}\right) .
$$

By differentiating,

$$
\begin{aligned}
V(\mathbf{x}) J_{\boldsymbol{\eta}}(\mathbf{x}) & +\operatorname{diag}\left(\sum_{j=0}^{k-1} \eta_{j}(\mathbf{x}) p_{j}^{\prime}\left(x_{1}\right), \ldots, \sum_{j=0}^{k-1} \eta_{j}(\mathbf{x}) p_{j}^{\prime}\left(x_{k}\right)\right) \\
& =-\operatorname{diag}\left(\sum_{j=k}^{n} \xi_{j} p_{j}^{\prime}\left(x_{1}\right), \ldots, \sum_{j=k}^{n} \xi_{j} p_{j}^{\prime}\left(x_{k}\right)\right) .
\end{aligned}
$$

It thus follows that

$$
\operatorname{det}\left(J_{\boldsymbol{\eta}}(\mathbf{x})\right)=(-1)^{k} \operatorname{det}(V(\mathbf{x}))^{-1} \prod_{i=1}^{k}\left(\sum_{j=0}^{k-1} \eta_{j}(\mathbf{x}) p_{j}^{\prime}\left(x_{i}\right)+\sum_{j=k}^{n} \xi_{j} p_{j}^{\prime}\left(x_{i}\right)\right)
$$

giving the desired result.

We next rely on the Coarea formula [12].
Lemma 12.5. Let $B \subset \mathbb{R}^{k}$ be a region. Let $u: B \rightarrow \mathbb{R}^{k}$ be a Lipschitz function and $h: \mathbb{R}^{k} \rightarrow \mathbb{R}^{1}$ be an $L^{1}$-function. Then

$$
\int_{\mathbb{R}^{k}} \#\{\mathbf{x} \in B: u(\mathbf{x})=\mathbf{y}\} h(\mathbf{y}) d \mathbf{y}=\int_{B}\left|\operatorname{det} J_{u}(\mathbf{x})\right| h(u(\mathbf{x})) d \mathbf{x},
$$

where $J_{u}(\mathbf{x})$ is the Jacobian matrix of $u(\mathbf{x})$.

Proof of Theorem 12.1. Let $B_{1}, \ldots, B_{k}$ be a family of mutually disjoint Borel subsets in $\mathbb{R}$ and let $B=B_{1} \times \cdots \times B_{k}$. By the Coarea formula and by Fubini theorem we have

$$
\begin{aligned}
\mathbb{E}\left[\prod_{i=1}^{k} N_{n}\left(B_{i}\right)\right] & =\mathbb{E} \#\left\{\mathbf{x} \in B: \eta(\mathbf{x})=\left(\xi_{0}, \ldots, \xi_{k-1}\right)\right\} \\
& =\mathbb{E} \int_{\mathbb{R}^{k}} \#\{\mathbf{x} \in B: \eta(\mathbf{x})=\mathbf{y}\} f_{0}\left(y_{0}\right) \ldots f_{k-1}\left(y_{k-1}\right) d \mathbf{y} \\
& =\int_{B} \mathbb{E}\left|\operatorname{det}\left(J_{\boldsymbol{\eta}}(\mathbf{x})\right)\right| f_{0}\left(\eta_{0}(\mathbf{x})\right) \ldots f_{k-1}\left(\eta_{k-1}(\mathbf{x})\right) d \mathbf{x}
\end{aligned}
$$

where we recall that $f_{0}, \ldots, f_{k-1}$ are the density functions of $\xi_{0}, \ldots, \xi_{k-1}$ respectively.

Proof of Theorem 12.2. Note that by Theorem 12.1,

$$
\begin{align*}
\rho_{k}(\mathbf{x}) & =\prod_{m=0}^{k-1} \gamma_{m}^{-1} \prod_{1 \leq i<j \leq k}\left|x_{j}-x_{i}\right|^{-1}  \tag{12.3}\\
& \times \int_{\mathbb{R}^{n-k+1}} \prod_{i=1}^{k}\left|\sum_{j=0}^{n} a_{j} p_{j}^{\prime}\left(x_{i}\right)\right| \prod_{i=0}^{n} f_{i}\left(a_{i}\right) d a_{k} d a_{k+1} \ldots d a_{n},
\end{align*}
$$

where $\left(a_{0}, \ldots, a_{k-1}\right)^{T}=-V^{-1}(\mathbf{x})\left(\sum_{j=k}^{n} a_{j} p_{j}\left(x_{1}\right), \ldots, \sum_{j=k}^{n} a_{j} p_{j}\left(x_{k}\right)\right)^{T}$.
This means that $x_{1}, x_{2}, \ldots, x_{k}$ are zeros of the polynomial $\sum_{i=0}^{n} a_{i} p_{i}(x)$. Hence there exists a unique polynomial $\sum_{j=0}^{n-k} b_{j} x^{j}$ such that

$$
\begin{aligned}
P(x)=\sum_{i=0}^{n} a_{i} p_{i}(x)=\prod_{i=1}^{k}\left(x-x_{i}\right)\left(\sum_{j=0}^{n-k} b_{j} x^{j}\right) & =\left(\sum_{j=0}^{k}(-1)^{k-j} \sigma_{k-j}(\mathbf{x}) x^{j}\right)\left(\sum_{j=0}^{n-k} b_{j} x^{j}\right) \\
& =\sum_{i=0}^{n}\left(\sum_{j=0}^{n-k}(-1)^{k-i+j} \sigma_{k-i+j}(\mathbf{x}) b_{j}\right) x^{i} .
\end{aligned}
$$

The variables $a_{0}, \ldots, a_{n}$ are uniquely defined by $\mathbf{x}$ and $b_{0}, \ldots, b_{n-k}$ from the above equation, that for any $0 \leq l \leq n$ we have

$$
a_{l}=\left\langle P(x), p_{l}(x)\right\rangle_{\mu}=\sum_{i=l}^{n}\left(\sum_{j=0}^{n-k}(-1)^{k-i+j} \sigma_{k-i+j}(\mathbf{x}) b_{j}\right)\left\langle x^{i}, p_{l}(x)\right\rangle_{\mu}
$$

where we note that $\left\langle x^{i}, p_{l}(x)\right\rangle_{\mu}=0$ if $i \leq l-1$. In particularly,

$$
\begin{aligned}
a_{k} & =\sum_{i=k}^{n}\left(\sum_{j=0}^{n-k}(-1)^{k-i+j} \sigma_{k-i+j}(\mathbf{x}) b_{j}\right)\left\langle x^{i}, p_{k}(x)\right\rangle_{\mu} \\
& =\left(\sum_{j=0}^{n-k}(-1)^{j} \sigma_{j}(\mathbf{x}) b_{j}\right)\left\langle x^{k}, p_{k}(x)\right\rangle_{\mu}+\left(\sum_{j=1}^{n-k}(-1)^{j-1} \sigma_{j-1}(\mathbf{x}) b_{j}\right)\left\langle x^{k+1}, p_{k}(x)\right\rangle_{\mu}+\ldots \\
& +\left(\sum_{j=n-k}^{n-k}(-1)^{k-n+j} \sigma_{k-n+j}(\mathbf{x}) b_{j}\right)\left\langle x^{n}, p_{k}(x)\right\rangle_{\mu} \\
& =b_{0}\left\langle x^{k}, p_{k}(x)\right\rangle_{\mu}+b_{1} c_{k, 1}+\cdots+b_{n-k} c_{k, n-k}
\end{aligned}
$$

for some numbers $c_{k, 1}, \ldots, c_{k, n-k}$ independently of the $b_{i}$.
More generally, for any $0 \leq l \leq n-k$

$$
\begin{aligned}
a_{k+l} & =\sum_{i=k+l}^{n}\left(\sum_{j=0}^{n-k}(-1)^{k-i+j} \sigma_{k-i+j}(\mathbf{x}) b_{j}\right)\left\langle x^{i}, p_{k+l}(x)\right\rangle \\
& =\left(\sum_{j=l}^{n-k}(-1)^{j-l} \sigma_{j-l}(\mathbf{x}) b_{j}\right)\left\langle x^{k+l}, p_{k+l}(x)\right\rangle \\
& +\left(\sum_{j=l+1}^{n-k}(-1)^{j-l-1} \sigma_{j-l-1}(\mathbf{x}) b_{j}\right)\left\langle x^{k+l+1}, p_{k+l}(x)\right\rangle+\cdots+ \\
& +\left(\sum_{j=n-k}^{n-k}(-1)^{k-n+j} \sigma_{k-n+j}(\mathbf{x}) b_{j}\right)\left\langle x^{n}, p_{k+l}(x)\right\rangle \\
& =b_{l}\left\langle x^{k+l}, p_{k+l}(x)\right\rangle+b_{l+1} c_{k+l, 1}+\cdots+b_{n-k} c_{k+l, n-k-l}
\end{aligned}
$$

for some numbers $c_{k+l, 1}, \ldots, c_{k, n-k-l}$ independently of the $b_{i}$.
Thus the Jacobian of the substitution of $\left(a_{k}, \ldots, a_{n}\right)$ by $\left(b_{0}, \ldots, b_{n-k}\right)$ is a lower triangle matrix with diagonal $\operatorname{diag}\left(\left\langle x^{k}, p_{k}(x)\right\rangle_{\mu}, \ldots,\left\langle x^{n}, p_{n}(x)\right\rangle_{\mu}\right)=\operatorname{diag}\left(\gamma_{k}^{-1}, \ldots, \gamma_{n}^{-1}\right)$. Hence

$$
\begin{equation*}
d a_{k} \ldots d a_{n}=\prod_{j=k}^{n} \gamma_{j}^{-1} d b_{0} \ldots d b_{n-k} \tag{12.4}
\end{equation*}
$$

Finally, by differentiating $P(x)=\sum_{j=0}^{n} a_{j} p_{j}(x)=\prod_{j=1}^{k}\left(x-x_{j}\right)\left(\sum_{j=0}^{n-k} b_{j} x^{j}\right)$ at the point $x_{i}$ we get

$$
\sum_{j=0}^{n} a_{j} p^{\prime}\left(x_{i}\right)=\prod_{j \in\{1, \ldots, k\} \backslash\{i\}}\left(x_{j}-x_{i}\right)\left(\sum_{j=0}^{n-k} b_{j} x_{i}^{j}\right), \quad i=1, \ldots k .
$$

Substitute the above and (12.4) into (12.3) we obtain the claim.
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[^0]:    ${ }^{1}$ The literature on this formula is so vast that it is impossible to list even a small portion of it.

