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Abstract

I present a study of various dwarf galaxies from N-body+SPH simulations in Λ cold

dark matter cosmology. While the science results of this thesis pertain to dwarf

galaxies of varying classifications and environments, I maintain a focus on how

variations in definition and 3D-orientation affect these results. In a study of ultra-

diffuse galaxies (UDGs), I show that those found in isolation are morphologically

distinct from their non-UDG counterparts, a tracer of their unique formation

channel through early, high-spin mergers. Randomly orienting and projecting our

galaxies onto the 2D plane, however, removes any distinction between isolated

UDGs and non-UDGs, suggesting that this difference will be difficult to detect with

observations. Additionally, comparing various UDG definitions used in current

literature shows that the number of UDGs identified in our simulations can vary

drastically based on one’s choice of definition, a result that is further complicated

when considering various 3D orientations. More permissive definitions, that

result in a large number of UDGs, tend to homogenize the UDG and non-UDG

populations, erasing any observable distinction that may have existed.

I also present a study of study of Milky Way like galaxies and their satellite

distributions, with a focus on comparing our results to the Satellites Around

Galactic Analogs (SAGA) and Exploration of Local VolumE Satellites (ELVES)

surveys. I show that host mass is a driving factor in both satellite accumulation and

satellite quenched fraction, while host environment may have significant impact in

extreme isolation. This impact can vary in strength depending on the criteria one
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uses to identify both the Milky Way analogs and their satellites. While the SAGA

and ELVES surveys show conflicting results in regards to quenched fraction, I show

that this discrepancy originates in low-mass satellites, as restricting quenching

analysis to high mass satellites shows good agreement between our simulation

and both observational surveys.

Finally, I present a study of morphology measurements for dwarfs in high-

resolution zoom-in simulations. In comparing the observation-based method of

isophote fitting to the simulation-based method of shape tensor calculation, I

show that isophote fitting tends to imply more elongated shapes than shape tensor

calculations, and this discrepancy is stronger at more edge-on orientations. I also

implement observation-based methods of 3D shape inference presented in current

literature to see how they compare to shape tensor calculation. I show that while

these inference methods well recover our sample space and our in good qualitative

agreement, there is some decent scatter on a galaxy-to-galaxy basis. All methods,

however, independently imply that our simulations contain an oblate, high-mass

population of satellite galaxies.
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Chapter 1

Introduction

1.1 Background

1.1.1 Formation of Galaxies through Hierarchical Growth

When studying galaxies, we are examining the universe at large scales, where

the dominant force is gravity and the interactions of large potential wells that

come with dense groupings of matter. The preferred model for galaxy formation

is hierarchical growth within a Λ-Cold-Dark-Matter (ΛCDM) cosmology, wherein

dark matter interacts with itself and baryonic matter (stars, dust, gas, etc.) only

through gravity [1].

Within this paradigm, small over-densities in the early universe collapse under

gravity to form small halos, which, over time, grow into larger halos via accretion

of surrounding matter and/or mergers with other halos. This structure formation

is driven by dark matter and its associated gravitational potential. As over-

densities in dark matter are spun-up by tidal torquing, they begin to collapse

under gravity, and this collapse is eventually halted upon reaching virialization

(the gravitationally stable state in which the magnitude of the potential energy is

twice that of the kinetic energy). The larger concentration of mass within dark

matter, along with its dissipationless nature, means that it will collapse before

the baryonic matter, which, in the case of the first halos, was only hydrogen and

helium (in a 3:1 ratio). While the gas collapses into the potential well of the
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dark matter halo, it both cools and decouples from the virialized dark matter

halo, settling into a rotating disk [2, 3, 4, 5, 6]. In the pristine gas of the early

universe, cooling was driven by recombination radiation, collisional excitation and

emission, Bremsstrahlung radiation, and Compton radiation. However, at low

temperatures (< 104K), atomic hydrogen does not radiate, and it must instead

rely on molecular hydrogen cooling. This form of cooling was dominant at high

redshift during the formation of the first massive stars [7], a candidate source for

the reionization of the universe [8, 9, 10, 11].

This framework of dark matter collapse followed by baryonic collapse, cool-

ing, and star formation favored by many analytic models [2, 3, 12] can explain

several empirical relations observed in the universe, such as the Tully-Fisher [13],

Luminosity-Size [14, 15], and mass-metalicity relations [16, 17, 18] (see Figure

1.1). Yet, this model does not factor in mergers or interactions with other halos,

which are a key part of a galaxy’s evolution. In 1972, Toomre & Toomre [19]

were one of the first to demonstrate how close interactions between galaxies can

alter their evolution. With the advent of simulations that include gas dynamics

as well as star formation and feedback, it has also been shown that mergers, both

major and minor, can have a strong impact on the structure and evolution of the

galaxies [20].

Following the formation of the first stars, galaxies continue to grow and merge,

forming the large scale structures seen in the universe today. Dark matter forms

the cosmic web: a filamentary structure of dense, connected nodes and empty

voids. Baryonic matter follows the dark matter potential, with massive galaxy
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Figure 1.1: Examples of the derived empirical relations for galaxies. (Top) The

Tully-Fisher relation correlating magnitude to global HI profile width, a distance-

independent observable [13]. (Middle) The mass-metallicity relation correlating

gas-phase oxygen abundance and stellar mass [17]. (Bottom) The Luminosity-

Size relation correlating magnitude and half-light radius [15].
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clusters and groups forming in the dark matter nodes, hosting large, elliptical

galaxies at their centers and smaller, spiral galaxies farther out [21, 22, 23, 24, 25].

In looking at the lowest mass galaxies, they can be found within the substructure

of larger galaxies, or in isolation within low-density regions of the universe [26, 27].

With this variety in size and morphology also comes variety in properties like color,

metalicity, star formation history, and baryonic mass fraction. Spiral galaxies

tend to be blue, gas rich, and actively star forming, while ellipticals are often red,

gas poor, and contain an aging stellar population that is not forming new stars

[28, 29, 30, 31]. The manifestation of these trends strongly prompts questions of

how a galaxy’s formation and evolution result in its observed properties (e.g. “how

does mass affect color?”, or “how does merger history affect morphology?”). Given

the vast number of processes to consider (star formation history, merger history,

gas accretion, etc.), and the fact that these processes operate on time-scales

comparable to the age of the universe, cosmological N-body simulations present

themselves as an extremely effective tool.

1.1.2 Cosmological Simulations

Under ΛCDM, dark matter operates as collisionless particles interacting only

through gravity. Thus, they are ideal candidates for N-body simulations. Dark

matter only (DMO) simulations are not only fast and computationally inexpensive

(due to gravity being the only force considered), they are extremely valuable

in modeling halo growth as it enters the non-linear regime, wherein matter

density becomes high enough to break the linear approximations of gravitational
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collapse. Due to their “computational simplicity”, DMO simulations are easily

able to simulate large volumes of galaxies in order to study aspects of hierarchical

formation [32, 33, 34, 35, 36, 37]. Armed with large populations of simulated

galaxies, DMO simulations can help us understand universal properties such as

the dark matter halo mass function (see Figure 1.2(a)) [38, 33, 39, 40, 41, 36], the

mass power spectrum [4, 42, 43, 32, 36, 37], and galaxies’ merger histories as a

functions of mass and environment [20, 44, 45, 36, 46, 47]. In addition to large

sample analysis, DMO simulations can help illuminate characteristics of individual

halos, such as the halo’s density profile (see Figure 1.2(b)) [48, 49, 50, 51, 52],

angular momentum and morphology [53, 54, 55, 56, 57], and even its substructure

[58, 59, 60, 35].

While DMO simulations have proven quite useful, they are beholden to the

adage ”you get what you pay for”. While they are computationally inexpensive

and quick to run, DMO simulations lack baryonic content, i.e. the matter than

we can directly observe in our universe. So for comparisons to be made between

observations and simulations, either observers need to extrapolate information

about a galaxy’s dark matter halo based on its gravitational interaction with the

baryonic content, or simulations need to extrapolate the baryonic matter that

would be present in the simulated dark matter halo. In the latter scenario, there

are a few primary methods that have been used in the past:

• Abundance Matching: matching the abundance of dark matter halos in

a large cosmological volume to the luminosity function [61, 60, 62, 63]

5



(a) Halo Mass Function (b) Halo Density Profiles

Figure 1.2: (a) Halo mass functions, i.e. the number density of dark matter halos

as a function of halo mass, for the Millennium-I and -II DMO simulations [36].

(b) Halo density profiles, i.e. the slope of the dark matter density as a function of

radius, from DMO simulated halos.
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• Halo Occupation Distribution: matching the luminosities and distri-

bution of galaxies in a cluster to the substructure in dark matter halos

[64, 65, 66, 67, 68]

• Semianalytic Modeling: applying basic analytic models for baryonic

processes, such as star formation, gas cooling, and supernova feedback, for

a dark matter halo based on its mass and formation history [69, 70, 71, 72,

73, 33, 74, 75, 76]

• N-body+Hydrodynamic Simulations: fully self-consistent simulations

of galaxy formation that include gravity and gas dynamics [77, 78, 79, 80,

81, 82, 83, 84]

All of the above methods come with their own advantages, and disadvantages,

which one must consider before implementing them. By their very nature, abun-

dance matching and the halo occupation distribution will be in very good agree-

ment with observations, as the observational data is essentially being plugged into

the simulation. They do not, however, provide any insight into the evolutionary

processes that created the final state of the galaxies; rather, they provide a simple

snapshot of the galaxies at the given time. On the other hand, semianalytic models

and hydrodynamic simulations are able to model physical processes throughout

the evolution of the galaxies [85, 86, 87]. Since semianalytic models are effectively

applied on top of DMO simulations, they retain their speed and computational

“ease”. However, they contain a large number of free parameters that must be hand

tuned, each of which can introduce a large amount of variability in the results.
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Hydrodynamic simulations have notably fewer parameters to tune compared to

semianalytic models. Instead, they can fully trace the galaxy evolution with

few assumptions as well as simulate the interactions between the baryonic and

dark matter [88, 89, 90, 91, 92]. Although the dark matter content of a halo

is significantly more than that of the baryonic matter, it has been shown that

baryons can impact dark matter through gas loss/accretion, angular momentum

redistribution, and dark matter core formation [1, 93, 94, 95, 96, 97].

While the hydrodynamic simulations can model the baryon-dark matter in-

teractions with a minimal set of assumptions, they do come at a significant

computational cost when compared to DMO simulations. In addition to the grav-

itational calculations for dark matter particles, these simulations include baryonic

particles which utilize by fluid dynamics equations to determine properties such

as gas temperature, pressure, and density. There are two prominent methods for

implementing hydrodynamics into an N-body simulation: the Lagrangian (SPH)

method [98, 99] and the Eularian (AMR) method [100, 101]. The Eularian method,

used in codes like enzo [102], flash [103], and ramses [104], implements an

adaptive mesh over which the hydrodynamic equations are solved over grids of

varying resolution within discrete volumes. The Lagrangian method, used in

codes like gadget2 [105] and gasoline/gasoline2 [82, 106], utilizes smoothed

particle hydrodynamics wherein the hydrodynamic equations are used to trace

the temperature, pressure, and density for individual particles that represent the

gas. Additionally, there are hybrid codes ,such as arepo [107] and gizmo [108],

that attempt to merge the best features of each method.
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Within N-body+hydrodynamic simulations, there are processes that occur

below the resolution limit. Since particles/meshes within the simulations represent

volumes of gas instead of individual atoms (and populations of stars rather than

individual ones), processes such as star formation, supernovae feedback, and metal

enrichment are handled by analytic “subgrid models”. Despite resolution limits

and the dependence on analytic subgrid models, hydrodynamic simulations have

had great success in recreating observed empirical scaling relations such as the

mass-metalicity relation [109], the size-luminosity and size-velocity relations [110],

and the stellar mass-halo mass relation [111].

The simulations considered in this thesis are N-body+SPH run using the

code ChaNGa [112], which implements hydrodynamic models from gasoline2

[82, 106]. In Chapter 2, I introduce the Romulus25 and RomulusC simulations.

Romulus25 [113] is a 25 Mpc-per-side uniform volume simulation (i.e. a box

whose sides are 25 Mpc in length) containing hundreds of galaxies in field, group,

and satellite environments, while RomulusC [114] is a zoom-in simulation of

a galaxy cluster. Both of the Romulus simulations were run with a ΛCDM

cosmology following the Planck Collaboration [115], and gravitational interactions

are resolved with a spline force softening length of 350 pc that converges to

Newtonian force at 700 pc. The initial dark matter and gas particle masses are

3.39 × 105M⊙ and 2.12 × 105M⊙, respectively. Star particles form at 30% the

initial gas particles mass (6 × 104M⊙). In Chapter 4, I introduce the “Marvel-ous

Dwarfs” and “DC Justice League” suites of zoom-in simulations (Marvel and

DCJL) [116]. Marvel is a suite of four simulations that recreate a few dozen dwarfs
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in an environment similar to the Local Volume. They were run with a WMAP3

cosmology [117], have a force resolution of 60 pc, and have gas, initial star, and

dark matter particle masses of 1410M⊙, 420M⊙, and 6650M⊙, respectively. DCJL

is a suite of for zoom-in simulations of around 1 Mpc regions centered on Milky

Way mass galaxies. They were run with a Planck cosmology [118], have a force

resolution of 170 pc, and have initial gas, initial star, and dark matter particle

masses of 2.7 × 104M⊙, 8 × 103M⊙, and 4.2 × 104M⊙, respectively.

1.1.3 Dwarf Galaxies and Challenges to ΛCDM

The ΛCDM model has been a dependable framework for explaining our observed

universe, and simulations have largely agreed. As mentioned in Sections 1.1.1 &

1.1.2, the hierarchical growth model within a CDM framework has well explained

various empirical relations, and cosmological simulations have helped inform our

understanding of individual halo structures as well as global statistics. Beyond

this, ΛCDM has successfully predicted fluctuations in the Cosmic Microwave

Background [119, 120] and the large-scale clustering of galaxies at different redshifts

[121, 122, 123, 124]. However, these successes have largely been limited to the

large-scale structures of our universe. As the small scale regime becomes more

accessible to us through stronger observational instrumentation, higher resolution

simulations, and better models for subgrid physics, some issues begin to arise.

The focus of this thesis is on dwarf galaxies, generally defined as having stellar

masses below 109M⊙. They are predicted to be the most abundant, dark matter

dominated galaxies in the universe, so it is important that our theories about small
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scale structure are in agreement with observations. There are some noteworthy

observations, however, in which the theoretical results are in conflict. Possible

solutions to these discrepancies have been put forward, and can involve anything

from altering/improving the physics of simulations, to completely abandoning

ΛCDM in favor of a different cosmology all together.

One of these discrepancies is known as the “missing satellites” problem. While

the number of large galaxies in simulations matches what is observed in the

universe, simulations tend to drastically over-predict the number of dwarf satellite

galaxies [125, 59, 58]. Even as observations improved to detect ultra faint dwarfs

[126, 127, 128], high resolution simulations vastly over predict the number of satel-

lites [129, 130, 35, 131, 132]. Additionally, this problem extended beyond satellites

into the low-density field with the “missing dwarfs” problem. Measurements of

rotational velocity (as a kinematic tracer of mass) indicated a significant lack of

low velocity (low mass) galaxies when compared to ΛCDM estimates [133, 134].

A potential solution to the missing satellites problem suggested that some

satellites of the Milky Way were tidally disrupted/destroyed, thus the lower

satellite count when comparing to simulations. This, however, introduces a new

issue: the “too big to fail” problem. The supposed stripped satellites would reside

in dark matter halos that are simply too large to facilitate the desired level of

interference, or, put in another way, simulated satellites of Milky Way-like galaxies

are notably larger than the ones observed around the Milky Way and Andromeda

(M31) [135, 132, 136, 137, 138].

As a final note on satellite galaxies, there exists the “planes of satellites”

11



problem, in which a high fraction of satellites orbit their host in a relatively flat,

rotating plane, a phenomenon rarely seen in ΛCDM simulations [139, 140, 141, 142].

The other “problems” discussed here can be related to the internal processes of

individual galaxies, be it baryonic or dark matter. The planes of satellites problem

is an exception to this, however, as the macroscopic orbital dynamics of host and

satellite galaxies is dominated solely by gravity, making it a particularly difficult

problem to solve. It has been suggested, however, that this is not significant issue

as the planar nature of observed satellites is ambiguous, and that the current

alignment of Milky Way satellites may only be temporary [143, 144].

Another point of contention is known as the “cusp-core” problem. When

looking at the dark matter density profiles of simulated galaxy, they are all

centrally dominated and “cuspy”, having steep logarithmic profiles. However, the

observed rotation curves of galaxies in the dwarf to low-mass spiral regime indicate

that the dark matter density profile is “cored” in the center, having flat logarithmic

profiles [145, 146, 147, 148, 149]. An extension of this problem is seen when looking

at the baryonic content of these galaxies. ΛCDM simulations typically produce

dense, spherical stellar bulges as low-angular momentum material migrates to

the center through accretion and mergers [150, 151, 152]. Observations, on the

other hand, often suggest rotating stellar discs [153]. The cusp-core and missing

dwarf/satellites problems may possibly be related, and, thus, simultaneously

addressed, as centrally dominated, cuspy halos are harder to disrupt than cored

halos, which could lead to greater halo substructure [154].

Looking again at the inner regions of galaxies, only now at their baryonic
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content, we find the “rotation curve diversity problem”. Galaxies’ rotation

curves (rotational velocity as a function of radius), are typically characterized by

measurements of the maximum velocity (vmax) and measurements of the inner

region, typically at 2 kpc from the galaxies’ centers (v2kpc). While the baryonic

Tully-Fisher relation (see [155] and references within) shows a tight correlation

between vmax and total baryonic mass, measurements of v2kpc for galaxies with

similar vmax show significant diversity [156, 140]. This is at odds with ΛCDM

predictions, wherein equivalent mass galaxies exhibit relatively equivalent rotation

curves.

At the extreme end of solutions to these problems, theorists have considered

replacing ΛCDM with an alternate cosmology. One considered alternate is Warm

Dark Matter (WDM) [157], as simulations have shown it to be successful in lowering

central halo concentrations and the number of satellites [158, 157, 159, 160].

However, a new problem arises when considering WDM, as observations of the

Lyman-α forest indicates more power at small scales than WDM theory predicts

[161, 162]. These observations rule out lighter mass WDM candidates, while higher

masses have also been ruled for not suppressing enough structure at low masses

to be compatible with the observed velocity function of galaxies [134, 163, 164].

Another cosmological model becoming favored alongside ΛCDM is self-interacting

dark matter (SIDM) [165, 166, 167, 168, 169, 170, 171], wherein dark matter par-

ticles interact with each other over a non-negligible cross section of order 1 cm2g−1.

While this cross section is typically modeled as fixed, velocity-dependant cross

section models have also been considered [172, 173, 174]. These collisions, which
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would be most frequent in the halo’s center where dark matter density is highest,

create an outward pressure that reduces the central density of the dark matter,

forming a core and alleviating the core-cusp problem [168, 169]. As previously

mentioned, this cored density could also alleviate the missing satellite problem by

making the halo more susceptible to tidal disruption. The interactions of baryons

in this cored inner region has also been shown to fix the diversity of rotation

curves problems, allowing simulated galaxies to recreate to diverse inner regions of

observed galaxies. [175, 176]. This core formation in SIDM, however, is not stable

over cosmic time scales. As scatterings transfer heat to the outer regions of the

halo, the inner region experiences the infall of dark matter to tight, central orbits,

where it becomes even hotter. This self-perpetuating process can “runaway”,

causing core collapse [177, 169, 178]. This process, which in dark matter models

is unique to SIDM, results in a sharply cuspy dark matter profile. While the

timeline for this process under most modeled cross sections is longer than the

age of the universe [179, 180, 181, 182], tidal disruptions have been shown to

accelerate this process [178, 183, 182]. Thus, the coexistence of dark matter cores

and cusps within SIDM can alleviate the core-cusp problem, the rotation curve

divesrity problem, as well as diversity within Milky Way dwarf spheroidal satellites

[184, 185, 186, 182].

There are alternative solutions, however, that allow us to remain within the

well tested ΛCDM paradigm. Simulations have been able to address these issues

primarily through the increased fidelity of modeling the physical process undergone

by baryons. The focus of these changes has largely been limiting star formation,
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with an emphasis on feedback models. Implementing UV background radiation

has been shown to reduce the number of small halos in simulations [187, 188, 189],

though not enough to fully account for the missing satellites problem [190, 191].

Feedback from active galactic nuclei and supernovae have also been shown to

reduce star formation in galaxies [74, 75, 192, 2, 6, 193]. While these feedback

processes can reduce the number of low mass satellites (alleviating the missing

satellite problem), they can also be strong enough to form dark matter cores

through the baryon-dark matter interactions [97, 194, 195]. Thus, improved

baryonic physics within simulations are able to rectify the discrepancies between

ΛCDM theory and observations.

I note, however, that not yet needing to replace ΛCDM is no guarantee that it

is correct. In a direct comparison of CDM and WDM, Governato et al. [164] show

that the central distributions of galaxies, where several of the aforementioned

small-scale problems arose, are driven primarily by the baryonic physics, not the

dark matter model. Thus, alternate cosmological models, such as SIDM, while not

requiring improved baryonic physics to solve some of these problems, remain viable

after they have been implemented (see [196] for a direct CDM-SIDM comparison).

As cosmic probes of dark matter have helped constrain microscopic properties of

dark matter (see [197] for an overview), focus on the particle nature of dark matter

has only grown. Currently, there are several theorized dark matter models such

as Fuzzy CDM [198], Decaying CDM [199], Annihilating CDM [200], primordial

black holes [201, 202], and axion/axion-like particles [203, 204]. Even within a

given framework, various particle natures of dark matter are being considered. In
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SIDM, for example, dark matter particles could be modelled as dark baryons, or

as some fermion interacting with a light mediator within a Yukawa potential (see

[171] for an overview of SIDM particle models). The advent of next generation

observatories, like JWST [205] and The Rubin Observatory with its Legacy Survey

of Space and Time (LSST) [206], will help significantly in constraining dark

matter properties. However, the observed degeneracies between baryonic physics

models and dark matter models all but necessitate the use of high resolution

simulations to constrain dark matter properties [207, 208]. To this end, the

Snowmass Community, in their 2021 meeting, put forward a simulation/modeling

focused program, emphasizing collaboration at the intersection of observational

astronomy, cosmological simulations, and particle physics, as a clear road into

future measurements of dark matter constraints [209] (see Figure 1.3 for a general

outline). While this focus on improved simulations and observational comparisons

is not relegated only to the study of dwarf galaxies, the small-regime remains a

vital area of focus for testing our understanding of the universe.

1.2 Outline

This thesis is primarily a study of dwarf galaxies within N-body+SPH simulations,

both large volumes and zoom-ins, in ΛCDM cosmology. The following questions

of dwarf formation and evolution are addressed in this work:

• Are ultra-diffuse galaxies a unique subset of dwarf galaxies, or the

tail end of a distribution? Are there any observable properties or
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Figure 1.3: Figure 1 from the Snowmass21 White Paper [209]. A flowchart for

measuring dark matter physics using cosmological simulations and connections to

the Needs outlined in Snowmass21.

17



evolutionary differences that set them apart?

• How are satellite galaxies around Milky Way analogs impacted by

their hosts’ masses and environments? Are the satellite distribu-

tions of the Milky Way and M31 “normal” within the universe

at-large?

• How do “observation-based” and “simulation-based” methods of

shape measurement compare? Are observational methods of 3D

shape inference able to well recover intrinsic stellar structure?

While various types and aspects of dwarf galaxies are presented throughout the

following chapters, the following questions, which are difficult (if not impossible)

to answer through observational astronomy, are also considered throughout the

thesis as whole:

• How does one’s definition of an astronomical object affect the

resultant population? The time and tools available to astronomers are

woefully finite when compared to the universe full of objects we wish to

study and understand. As such, various research groups have access to

different information and physical properties to select upon when classifying

groups of objects (e.g. ultra-diffuse galaxies and Milky Way analogs, which

are considered in this work). Does using one definition over another lead to

different, or even conflicting, results?

• Does changing an objects orientation relative to the observer affect

the conclusions drawn? As simulators, we have access to the intrinsic,
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3D properties of a galaxy, and so we can observe it in whichever way is

convenient. Observation data, however, is limited to a single 2D projection

upon the plane of the sky, and as such, is quite limited. By considering all

the orientations of simulated objects, do we discover new/differing results

than those drawn from observations?

• How can answering the above questions aid the efforts of observa-

tional astronomy?

In Chapter 2, I present a study of ultra-diffuse galaxies (UDGs) within the

Romulus25 and RomulusC volume simulations. As a result of only recently

being detectable in large numbers, there is no strict, singular definition used

when identifying UDGs. I show that these differences in definition, though slight,

can have massive impacts on the resulting UDG population, and this is further

complicated when considering the fact that galaxies may or may not be identified

as UDGs depending on their inclination angle. As an example, under a particular

UDG definition, I show that isolated UDGs are a distinct subset of dwarf galaxies

that underwent early, high-spin mergers (identifiable via their oblate morphologies

at redshift z = 0). However, when identifying UDGs under a more permissive

definition, the distinct morphologies/merger histories between isolated UDGs and

non-UDGs are lost as the two populations become homogenized.

In Chapter 3, I present a study of Milky Way (MW) analogs and their satellites

within the Romulus25 volume simulation. I show that, as with UDGs, the choice

of definition when identifying both MW analogs and their satellites can impact
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the resultant populations. In studying how satellite abundance and quenched

fraction relate to the properties of the MW analog, I show that both trend

positively with MW analog mass while analog environment doesn’t have a strong

impact until extreme isolation. I show that these results are consistent with

observations through direct comparison to the Satellites Around Galactic Analogs

and Exploration of Local VolumE Satellites surveys.

In Chapter 4, I present a study of stellar morphology in the Marvel-ous Dwarfs

and DC Justice League suites of zoom-in simulations. In comparing various

methods of morphological measurement, I show that observational projection

based methods (particularly isophote fitting) tend to imply more elongated shapes

than more simulation based methods (particularly shape tensor measurements

through angular momentum), and this discrepancy increases with inclination

angle. I show that methods of inferring 3D morphologies from distributions of

2D projections, such as ellipticity-surface brightness correlation, are and good

agreement with shape tensor measurements, and all 3D morphology measurement

methods indicate the presence of an oblate, high-mass population within the

simulations. I also present preliminary results of SIDM simulations, showing that

the inner regions of the resultant halos are notably rounder than their CDM

counterparts.

Finally, in Chapter 5, I summarize the main conclusions of this thesis and

discuss future steps that can be taken to further this body of work.
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Chapter 2

Quantifying the interplay between the Definition,

Orientation, and Shape of Ultra-diffuse Galaxies

Using the Romulus Simulations

Reproduced from Van Nest et al. 2022 [210] with permission from the AAS.

©IOP Publishing. All rights reserved.

We explore populations of ultra-diffuse galaxies (UDGs) in isolated, satellite,

and cluster environments using the Romulus25 and RomulusC simulations,

including how the populations vary with UDG definition and viewing orientation.

Using a fiducial definition of UDGs, we find that isolated UDGs have notably

larger semi-major (b/a) and smaller semi-minor (c/a) axis ratios than their non-

UDG counterparts, i.e., they are more oblate, or diskier. This is in line with

previous results that adopted the same UDG definition and showed that isolated

UDGs form via early, high-spin mergers. However, the choice of UDG definition

can drastically affect what subsets of a dwarf population are classified as UDGs,

changing the number of UDGs by up to ∼ 45% of the dwarf population. We also

find that a galaxy’s classification as a UDG is dependent on its viewing orientation,

and this dependence decreases as environmental density increases. Overall, we

conclude that some definitions for UDGs used in the literature manage to isolate a

specific formation mechanism for isolated dwarfs, while less restrictive definitions

erase a link to the formation mechanism. Thus, how we define UDG populations

must be considered if we want to understand the formation and evolution of
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UDGs.

2.1 Introduction

A significant population of very low surface brightness (µ0 > 24 mag arcsec−2)

dwarf galaxies with large effective radii (> 1.5 kpc) were detected in the Coma

cluster by van Dokkum et al. in 2015 [211] and classified as “ultra-diffuse galaxies”

(UDGs). While we have known of the existence of low surface brightness (LSB)

galaxies for some time (see [212, 213, 214, 215, 216]), hundreds of these particularly

diffuse galaxies have been discovered both in cluster environments [217, 218, 219,

220, 221] and isolated environments [222, 223, 224]. Though these galaxies

generally have standard dwarf luminosities and metallicities [223, 225], their sizes

are more comparable to those of L∗ galaxies like the Milky Way. However, other

studies argue that these galaxies consist of the extreme end of the continuum

of LSBs [226], and that their sizes are consistent with those of standard dwarf

galaxies when considering the expected location of the gas density threshold for

star formation [227, 228].

The recent conclusion that UDGs are so ubiquitous has prompted questions

about their formation. Do they originate in standard dwarf mass dark matter

halos, or are they failed L∗ mass galaxies within larger dark matter halos that for

some reason failed to build up their stellar populations? Is their formation driven

by internal processes, such as bursty star formation and supernova feedback, or

external processes, such as tidal interactions and mergers? Or is it possible that
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multiple types of UDGs exist, driven by different formation mechanisms? The

globular cluster content of UDGs has resulted in both constraining UDGs to live

in both ‘failed’ L∗ dark matter halos [229, 230, 231] and and also in standard

dwarf galaxy dark matter halos [232, 233, 234]. Some measurements even indicate

UDGs with largely undermassive dark matter halos [235, 236, 237].

Idealized simulations (e.g. [238, 239]), analytic and semi-analytic models (e.g.

[240, 224, 241, 242]), and cosmological simulations (e.g. [243, 244, 245, 246, 247])

have all been utilized in order to better understand UDG formation, resulting in

multiple channels for their formation, including: dynamical origins, with UDGs

forming through tidal heating and/or stripping from interactions (e.g. [241, 245,

246]); bursty star formation and supernova feedback, resulting in extended, diffuse

stellar distributions and UDG-like properties (e.g. [243, 244, 247]); ram pressure

stripping, resulting in a extended, passively evolving stellar populations in cluster

galaxies [248]; and, finally, mergers, resulting in isolated UDG progenitors with

extended effective radii, high spin, and low central star formation [249].

The above demonstrates that theory predicts multiple formation channels for

UDGs, though conclusions may limited by both physical models in simulations

and limited statistics in observations. However, there is no consensus about what

constitutes the ‘ultra-diffuse’ designation; the questions of ‘how dim’ and ‘how

large’ are all answered differently by different groups. Some identify UDGs by the

central surface brightness (e.g. [211, 230]), while others use the effective surface

brightness (e.g. [243, 250]) or the average surface brightness within the effective

radius (e.g. [217, 251, 247]). Many groups require the effective radii of UDGs to
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be larger than 1.5 kpc (e.g. [211, 251, 230]) while others only require them to be

larger than 1 kpc (e.g. [243, 250]). The question then becomes: are we comparing

apples to apples? Is each group identifying the same population of galaxies as

ultra-diffuse? Is this consistent across environment? If not, does it matter?

To further complicate this question, we can consider the orientation of the

galaxy when fitting surface brightness profiles. While observers are limited to

observing galaxies from Earth, it is standard practice in simulations to orient

galaxies to face-on positions before identifying UDGs in order to maximize the

sample size [243, 245, 246, 248, 249]. But what role does orientation play in

identifying a UDG? Does this vary with environment? If a dependence on

orientation exists, it would stem from the morphology of the galaxies. Intuitively,

one would expect a largely spherical galaxy to appear roughly equivalent at all

viewing angles, whereas a ‘disky’ galaxy’s appearance would be very dependent

on orientation. As with the criteria for being “ultra-diffuse”, there is no cohesive

understanding about the shapes of UDG populations. Some groups speculate that

isolated UDGs favor a prolate morphology (e.g. [252, 245]), while others claim an

oblate-triaxial morphology is preferred (e.g. [253, 254]). Identifying a cohesive

shape distribution for UDGs could provide insights into how they evolve and what

formation channels exist.

In this work, we study the populations of galaxies that common definitions

of UDGs identify, and whether they are consistent across definitions. We also

explicitly test what effect the orientation of galaxies has on the UDG populations

in the Romulus25 and RomulusC simulations. Using the large sample of dwarfs
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and UDGs in the Romulus simulations, which contain varying environments from

field to cluster, we have the ability to explicitly test the above questions. In

doing so, we demonstrate that the physical processes separating UDGs from the

underlying dwarf population can be explicitly dependent on definition. Thus, it is

imperative to consistently identify UDGs in order to solve the mystery of their

origin.

The paper is organized as follows. In Section 2.2, we detail the Romulus

simulations and our sample of 1249 resolved dwarf galaxies in isolated, satellite,

and cluster environments, with anywhere from 354 to 990 UDGs (depending on

how they are identified). In Section 2.3, we study the shapes of the dwarf galaxies

in different environments, and the correlation between a galaxy’s shape evolution

and its status as a UDG. In Section 2.4 we explore the effects of changing the

UDG criteria and the galaxies’ orientations on the resultant UDG population and

our results in Section 2.3. Finally, we summarize our findings in Section 2.5.

2.2 The Romulus Simulations

All galaxies analyzed in this work come from the Romulus25 [113] and RomulusC

[114] simulations. These are high-resolution cosmological simulations run us-

ing ChaNGa, an N -body+Smooth Particle Hydrodynamics (SPH) code [112].

ChaNGa implements several physics models from its predecessor Gasoline [255];

however, its improved SPH implementation allows for better capture of fluid

instabilities through reduced artificial surface tension [106]. Physics below the
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resolution limit, such as stellar formation and feedback, as well as supermassive

black hole (SMBH) growth and feedback, are governed by sub-grid prescriptions.

The Romulus25 simulation is a 25 Mpc-per-side uniform volume simulation.

The simulated galaxies match important z = 0 scaling relations, including the

stellar mass-to-halo mass relation [256] and the stellar mass-to-SMBH mass

relation [257]. Furthermore, Tremmel et al. [113] demonstrated the simulation’s

ability to produce realistic galaxies across four orders of magnitude in halo mass,

ranging from dwarf galaxies resolved with over 10,000 particles to groups, while

reproducing observations of high-redshift SMBH growth and star formation.

The RomulusC simulation is a cosmological zoom-in simulation of a galaxy

cluster. At z = 0 the cluster has an R200 (the radius at which the enclosed density

is 200 times the critical density of the universe) of 1033 kpc and an M200 (the

mass enclosed within R200) of 1.15 × 1014 M⊙ . The initial conditions for the

cluster were extracted from a 50 Mpc-per-side uniform volume simulation using

the renormalization technique of Katz et al. [258].

Both of the Romulus simulations are evolved to z = 0 with a ΛCDM

cosmology (Ω0 = 0.3086,Λ = 0.6914, h = 0.6777, andσ8 = 0.8288) following the

Planck Collaboration [115]. Gravitational interactions are resolved with a spline

force softening length of 350 pc, which is a Plummer equivalent of 250 pc, that

converges to Newtonian force at 700 pc. The simulations oversample dark matter

particles, such that the initial high-resolution dark matter particle count is 3.375

times that of the gas particles. This oversampling results in dark matter and

gas particles with similar masses, 3.39 × 105 M⊙ and 2.12 × 105 M⊙ respectively.
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The similar particle masses aid in reducing the numerical effects from two-body

scattering and energy equipartition, both of which can lead to spurious growth

in galaxy sizes within simulations [259]. The increased resolution in dark matter

also gives the simulations the ability to track the dynamics of SMBHs within

galaxies [260]. Additionally, the simulations are allowed more realistic treatment

of weak and strong shocks [106] through an on-the-fly time-step adjustment and

time-dependent artificial viscosity [261]. The sub-grid parameters have been

optimized to create galaxies across a halo mass range of 1010.5−12 M⊙, and an

updated implementation of turbulent diffusion [106] allows for the formation of

a realistic metal distribution within galaxies [262] and the intracluster medium

[263, 264, 114].

2.2.1 Sub-grid Physics and Star Formation

To approximate reionization effects, the Romulus simulations include a cosmic

UV background [265] with self-shielding from Pontzen et al. [266]. The simulations

implement primordial cooling for neutral and ionized H and He. This cooling is

calculated from H and He line cooling [267], photoionization, radiative recombi-

nation [268, 269], collisional ionization rates [270], and bremsstrahlung radiation.

Although the Romulus simulations are high resolution, they lack the ability

to resolve the multiphase interstellar medium (ISM) or track the creation and

annihilation of molecular hydrogen. It has been shown that simulating metal-line

cooling at low resolution and without the presence of molecular hydrogen physics

can lead to overcooling in spiral galaxies [271], thus the simulations do not include
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high-temperature metal-line cooling (see Tremmel et al. [114] for more details

of this omission). Low-temperature metal-line cooling is implemented following

Bromm et al. [272].

Star formation (SF) in the Romulus simulations is a stochastic process

governed by sub-grid models. In simulations of this resolution [273], SF is

regulated by parameters that determine the physical requirements for gas to

become star forming, the efficiency of the SF, and the coupling of supernova (SN)

energy to the ISM:

• Gas must have a minimum density of nSF = 0.2 cm−3 and a temperature of

no greater than TSF = 104 K in order to form stars.

• The probability p of a star particle forming from a gas particle with dynamical

time tdyn is given by:

p =
mgas

mstar

(1 − e−cSF∆t/tdyn) (2.1)

where cSF is the star-forming efficiency factor (here set to 0.15) and ∆t is

the formation timescale (here set to 106 yr).

• The fraction of the canonical 1051 erg SN energy coupled to the ISM is

ϵSN = 0.75.

When star particles are formed, they have a mass equivalent to 30% of the

initial gas particle mass, i.e., M⋆ = 6 × 104 M⊙, and represent a single stellar

population with a Kroupa initial mass function [274]. Stars whose masses are in

the range of 8-40 M⊙ undergo Type II SNe that are implemented using ‘blastwave’
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feedback, following Stinson et al. [273]. The SN injects thermal energy into nearby

gas particles, where the adiabatic expansion phase is replicated by temporarily

disabling cooling. Mass and metal diffusion into the ISM follow Shen et al. [262]

and Governato et al. [164]. Stars whose masses exceed 40 M⊙ are assumed to

collapse directly into a black hole.

The Romulus simulations include a novel implementation of black hole physics

[275, 260, 113, 276, 277, 114]. To ensure that SMBHs are seeded in gas collapsing

faster than the star formation or cooling time scales, they only form in regions of

pristine (Z < 3×10−4 Z⊙ for Romulus25 and Z < 10−4 Z⊙ for RomulusC), dense

(n > 15nSF), and cool (9.5× 103 < T < 104 K) gas. The seed mass is 106 M⊙ and

most SMBHs form within the first Gyr of the simulation. An implementation of

a dynamical friction sub-grid model [260] allows the tracking of SMBH orbits as

they move freely within their host galaxies. The growth of SMBHs is modeled via

a modified Bondi-Hoyle accretion formalism that accounts for gas supported by

angular momentum. Feedback from an active galactic nucleus is approximated

by converting a fraction (0.2%) of the accreted mass into thermal energy and

distributing it to the surrounding gas particles.

2.2.2 Halo Identification

The Romulus simulations use the Amiga Halo Finder (AHF) [278] to identify

dark matter halos, subhalos, and their associated baryonic content. AHF uses

a spherical top-hat collapse technique to determine the each halo’s virial mass

(Mvir) and radius (Rvir), following a procedure similar to Bryan & Norman [279].
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Halos are considered resolved if they have a virial mass of at least 3 × 109 M⊙,

corresponding to a dark matter particle count of ∼ 104, and a stellar mass of at

least 107 M⊙, corresponding to a star particle count of ∼ 150, at z=0. Galaxies

are considered to be resolved dwarf galaxies if they meet the above criteria, as

well as have a stellar mass less than 109 M⊙. When calculating stellar masses,

we use photometric colors, following Munshi et al. [111] to better represent the

values inferred from typical observational techniques. In RomulusC, we identify

a sample of 201 dwarf galaxies in a cluster environment. In Romulus25, we

have a sample of 377 dwarf galaxies in a satellite environment, where a galaxy

is classified as a satellite if its center is within the virial radius of a larger halo.

While we implement no restrictions on the satellite-to-host mass ratios when

determining satellites, a check of our satellite population at z=0 shows that we

avoid considering any significant fringe cases, such as two nearly equivalent mass

halos merging. Of our 377 satellites, only 19 have a satellite-to-host mass ratio

greater than 1:10, and only three have a ratio greater than 1:3. We also identify

a sample of 671 dwarf galaxies in an isolated environment in Romulus25. The

criteria for being isolated follows from Geha et al. [280], and requires being neither

a satellite of another halo nor within 1.5 Mpc of any galaxy with M⋆ > 2.5 × 1010

M⊙. Galaxies are analyzed using Pynbody [281] and tracked across time using

Tangos [282], both of which are publicly available.
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2.2.3 UDG Identification

The process of identifying UDGs follows the previous studies of UDGs in the

Romulus simulations [248, 249]. When analyzing a galaxy, we first orient it in a

face-on position based on the angular momentum. This calculation is performed

on the gas particles within the inner 5 kpc of the galaxy, or the star particles when

less than 100 gas particles are present. Once oriented, we generate azimuthally

averaged surface brightness profiles with 300 pc sampling (the spatial resolution

of the Romulus simulations). We generate profiles in Johnson B, V , and R bands,

and calculate g-band surface brightness from the B and V bands, following Jester

et al. [283]. We then fit a Sérsic profile through all points brighter than 32 mag

arcsec−2, the general depth of sensitive observations [284, 285]. The Sérsic profile

is defined as

µ(r) = µeff + 2.5(0.868n− 0.142)

((
r

reff

)1/n

− 1

)
(2.2)

where µ(r) is the surface brightness at radius r, reff is the effective radius (half-light

radius), µeff is the effective surface brightness (surface brightness at the effective

radius), and n is the Sérsic index [286]. When fitting a Sérsic profile, we allow

the effective surface brightness to range between 10 and 40 mag arcsec−2, the

effective radius to range between 0 and 100 kpc, and the Sérsic index to range

between 0.5 and 16.5. In Section 2.4 we explore different definitions of UDGs, but

we first adopt our fiducial definition in Section 2.3. For our fiducial definition, a

halo is considered ultra-diffuse if its central g-band surface brightness is dimmer

than 24 mag arcsec−2 and its effective radius is larger than 1.5 kpc, following van
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Dokkum et al. [211].

2.3 Shapes of UDGs and Non-UDGs

To study the possible differences between UDG and non-UDG morphology in

different environments, we analyzed the b/a and c/a axis ratios for all dwarf

galaxies, which correspond to the major axis ratios when looking at the galaxies

from face-on and edge-on orientations, respectively. Hence, a b/a ≈ c/a ≈ 1

would be a spherical distribution, a b/a ≫ c/a would be an oblate (or ‘disky’)

distribution, and a b/a ≈ c/a < 1 would be a prolate distribution. Axis ratios are

derived from the eigenvalues of the shape tensor, which is calculated by dividing

the moment of inertia tensor by the total mass. Shape tensors are generated using

star particles that are separated into radial bins. The values presented in this

work come from the stellar particle bin located at twice the half-light radius.

Figure 2.1 shows the stellar c/a axis ratios plotted against the stellar b/a axis

ratios for dwarf galaxies in all environments at z = 0. In general, we see that the

isolated galaxies reside closer to the lower right-hand corner of the plot, indicating

a more disk-like structure. We find that in the cluster and satellite environments,

the b/a and c/a axis ratios for UDGs are in good agreement with non-UDGs, but

the isolated galaxies show a notable disparity between the two populations. In

general, the isolated UDG population is more oblate than the underlying dwarf

population.

Our results seem to contrast with those of Jiang et al. [245], who found that
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Figure 2.1: The c/a axis ratios plotted against the b/a axis ratios for the dwarf

galaxies’ stellar distributions at z = 0 in various environments. The populations

are separated into UDGs and non-UDGs according to Section 2.2.3. The bold

points represent the medians of the populations, while the error bars show the

25th to 75th percentiles. Isolated galaxies, in general, are ‘diskier’ in morphology

than the satellite and cluster galaxies, though isolated UDGs are the most ‘disky’

population.
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field UDGs are more prolate than non-UDGs. However, the low-mass non-UDG

axis ratios from Figure 4 of Jiang et al. [245] (b/a ≈ .7, c/a ≈ .414) are well within

the errors of our isolated non-UDGs. While we are unsure why our UDG results

differ, there are some probable causes that can be ruled out. In this work, we

perform shape measurements using stellar particles in a bin around two half-light

radii, while Jiang et al. [245] used all stellar particles within one half-light radius.

However, if we calculate our shapes using a similar method, we still find that our

isolated UDGs are more oblate than the non-UDGs. Another possible explanation

for our differing results is the Romulus simulations’ inability to form cores. The

Romulus simulations do not resolve the multiphase ISM, thus stars must be

allowed to form in gas that is relatively diffuse. As a result, the galaxies lack

the bursty, clustered central star formation required to produce feedback strong

enough to create a core in the dark matter halo (e.g. Dutton et al. [287]). However,

in performing our shape analysis on the “Marvel-ous Dwarfs” zoom simulations

[116], we find results consistent with the isolated galaxies in Romulus, where

UDGs are more oblate. The median (b/a, c/a) values are (0.85, 0.29) for UDGs

and (0.8, 0.56) for non-UDGs, though we note our zoom simulations contain only

four UDGs. Since the “Marvel-ous” suite has the resolution to form cores, this

suggests that core formation (or the lack thereof) is not influencing our shape

analysis in Romulus. We note, however, that a recent study by Kado-Fong et

al. [254] found that the inferred three-dimensional (3D) shapes of observed LSB

galaxies are well characterized by oblate spheroids, with c/a values higher than

those of high-mass dwarfs with thick disks. The LSB galaxies in the Romulus
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simulations (defined as having reff > 1 kpc and µ̄eff,g > 24.3 mag arcsec−2) were

found to be in good agreement with the observations (see Figure 8 in Kado-Fong

et al. [254]).

This disparity in the isolated UDG and non-UDG morphologies suggests that

the two populations have different formation histories. Wright et al. [249] found

that isolated dwarfs in Romulus25 all undergo similar numbers of mergers, both

major and minor, and that UDGs are primarily the products of early (> 8 Gyr

ago) major mergers. Here we consider what effect this has on the shape evolution

of the isolated galaxies. Figure 2.2 shows the stellar b/a and c/a axis ratios for

the isolated galaxies as a function of the time elapsed since a galaxy’s last major

merger. A time of t = 0 represents the time of a halo’s final major merger, with a

time of t < 0 being the time preceding the final merger, and a time of t > 0 being

the time elapsed since the merger. The time t = 0 is chosen to be the instant

that the virial radii of the merging halos first overlap, following Hetznecker et al.

[288], and only time bins with at least five data points are plotted. The bold lines

represent the populations’ median values, while the shaded regions cover the 25th

to 75th percentiles. Additionally, the galaxies are split into columns according to

stellar mass. This binning, following Wright et al. [249], separates our population

into dependencies on UDG criteria, with the low-mass bin (149 galaxies) being

largely dependent on effective radius only, the high-mass bin (298 galaxies) being

dependent on central surface brightness only, and the intermediate-mass bin (224

galaxies) being dependent on both. Note that all of the UDGs in the high-mass

bin, and most of the other UDGs, undergo their last major merger (LMM) within
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the first 5 Gyr of the simulation, while the LMMs for non-UDGs are much more

spread out in time. After their LMMs, both UDGs and non-UDGs experience a

gradual increase in b/a. Since UDGs more typically have early LMMs, this could

result in a z = 0 b/a disparity between dwarfs and UDGs, as seen in Figure 2.1.

However, when scaling to LMM time, we see that intermediate- and high-mass

UDGs still evolve to higher b/a values than even their early-merging non-UDG

counterparts, suggesting that something in addition to early mergers is driving a

change in shapes. The divergence from this trend in the lowest mass bin is likely

a combination of overquenching due to resolution effects and these galaxies being

genuinely dispersion-supported.

While UDGs are more likely to experience earlier LMMs, this does not fully

explain the discrepancy in shapes. This is consistent with Wright et al. [249],

who found that while isolated UDGs were largely influenced by early mergers,

that alone was not sufficient to explain their formation. In fact, Wright et al.

[249] found that the mergers were not only earlier on average, but also tended

to produce a larger increase in specific angular momentum. In Figure 2.3, we

examine the evolution in halo spin, now also splitting the galaxy population based

on early- and late-time mergers. Here the spin parameter is the Bullock spin

[55]. Examining the early mergers (top row), we find that mergers that result in

intermediate and massive UDGs at z = 0 have more angular momentum, which

results in a significant increase in halo spin beginning at the last major merger.

Galaxies that experience LMMs also see an increase in spin, but this is much

less likely to produce a UDG at z = 0. We find that UDGs experience less of
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Figure 2.2: The isolated galaxies’ stellar b/a and c/a axis ratios as a function of the

time elapsed since their final major merger (t = 0). The shaded regions represent

the 25th to 75th percentiles of the UDG (red) and non-UDG (blue) populations.

Only time bins with at least five data points are plotted. Intermediate- and

high-mass UDGs evolve to higher b/a values and lower c/a values than their

non-UDG counterparts.
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Figure 2.3: The spin parameter, λ, for isolated galaxies separated into UDGs

and non-UDGs for the fiducial definition. The top row contains galaxies that

finished merging within the first 5 Gyr of the simulation, while the bottom row

contains galaxies with major mergers after 5 Gyr. The shaded regions represent

the 25th to 75th percentiles. Only time bins with at least five data points are

plotted. Intermediate- and high-mass, early-merging UDGs evolve to higher spin

values after merging. While intermediate- and high-mass late-merging galaxies

evolve to similarly high spins, they do not typically result in UDGs.
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an increase in c/a post-LMM; however, we note that the slight difference in the

c/a shape post-LMM may be attributed to the differences in spin of UDG and

non-UDG LMMs. Thus, we confirm that the combination of early and high-spin

mergers is required to form isolated UDGs, as demonstrated in Wright et al. [249],

and that this is the driving force behind the difference in shapes between isolated

UDGs and isolated dwarfs. To summarize: we show that post-LMM, a dwarf

galaxy’s b/a value increases as the galaxy relaxes, such that those with earlier

mergers (UDGs) have larger b/a values by z = 0 (see Fig. 2.2). For UDGs, c/a

remains lower for UDGs when compared to dwarf galaxies because their mergers

have higher spin (see Figs 2.2 and 2.3). As such, we predict that observations of

stellar shape can be used to identify the major merger history of dwarf galaxies

and a formation channel for UDGs (early, high-spin mergers).

2.4 Effects of Changing Definition and Orientation

In Section 2.3, we showed how the unique formation mechanism for isolated

UDGs identified in Wright et al. [249] leads to differences in UDG and non-UDG

morphology. During our study, we found that using alternate UDG criteria can

cause these differences to disappear, removing any indication of the underlying

formation mechanisms. To study the effect that the UDG definition has on both

the above results and the resultant UDG population as a whole, we analyze our

dwarf sample using multiple sets of UDG criteria.
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2.4.1 Definitions of UDGs

To illustrate this point, we consider five different definitions of UDGs. Each of

these definitions are used in the recent literature, and are summarized in Table

2.1:

• G0-F: this definition comes from van Dokkum et al. [211]. It requires

the central g-band surface brightness to be fainter than 24 mag arcsec−2

and the effective radius to be larger than 1.5 kpc. While performing the

Sérsic fits for this definition, we allow the Sérsic index to vary as a free

parameter. This is the definition outlined in Section 2.2.3 and used in the

results presented in Section 2.3.

• G0-1: this definition is the same as G0-F, but when performing the Sérsic

fits, the Sérsic index is fixed at a value of 1, keeping in line with the original

method in van Dokkum et al. [211].

• R0: this definition comes from Forbes et al. [230]. It requires the central

R-band surface brightness to be fainter than 23.5 mag arcsec−2 and the

effective radius to be larger than 1.5 kpc. While performing the Sérsic fits

for this definition, we allow the Sérsic index to vary as a free parameter.

• RE: this definition comes from Di Cintio et al. [243]. It requires the effective

R-band surface brightness to be fainter than 23.5 mag arcsec−2 and the

effective radius to be greater than 1 kpc. Additionally, the authors require

the R-band absolute magnitude to be within -16.5 to -12. While performing
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the Sérsic fits for this definition, we allow the Sérsic index to vary as a free

parameter. We note that the authors define the effective surface brightness

as L/(2πr2eff,R) rather than µR(reff) (the value returned by the Sérsic fit), so

we adopt this method as well when identifying UDGs with this definition.

Using µR(reff) results in a slight increase in the obtained value for µeff (≈ 1

mag arcsec−2), but only results in a slight difference in the number of UDGs

(≈ 0 − 4% of each environment’s populations) and has no bearing on the

results of this work.

• RĒ: this definition comes from van der Burg et al. [219]. It requires the

average R-band surface brightness within the effective radius to be between

24-26.5 mag arcsec−2 and the effective radius to be larger than 1.5 kpc.

While performing the Sérsic fits for this definition, we allow the Sérsic index

to vary as a free parameter.

2.4.2 Definition Effects

The numbers of galaxies that are identified as UDGs are given in Table 2.2 for

each environment and definition. The process of identification follows from Section

2.2.3 for each definition (i.e., we first orient each galaxy to a face-on position,

before exploring orientation effects below), with the appropriate size and surface

brightness restrictions applied. Regardless of definition, the percentage of dwarf

galaxies that would be identified as UDGs generally increases with the density

of the environment. This trend with environment matches the predictions from
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Table 2.1: A summary of the UDG definitions considered

Name Surface Brightness ( mag
arcsec2

) reff (kpc) Sérsic Index

G0-F µg(0) >24 reff > 1.5 Free

G0-1 µg(0) >24 reff > 1.5 n = 1

R0 µR(0) >23.5 reff > 1.5 Free

RE µeff,R >23.5 reff > 1 Free

RĒ 26.5 > ⟨µR(reff)⟩ > 24 reff > 1.5 Free

Name Absolute Magnitude Reference

G0-F N/A van Dokkum et al. [211]

G0-1 N/A van Dokkum et al. [211]

R0 N/A Forbes et al. [230]

RE −12 > MR > −16.5 Di Cintio et al. [243]

RĒ N/A van der Burg et al. [219]
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Martin et al. [247] using the Horizon-AGN simulation [289]. The authors found

that UDGs (here defined as ⟨µR(reff)⟩ > 24.5) represent a significant percentage of

the galaxy population, and this percentage increases with environmental density.

These results also agree with those from Jackson et al. [290], who found that

UDGs exist in large numbers in groups and the field within the NewHorizon

Simulation [291], as well as agreeing with observational results (e.g. van der Burg

et al. [292]).

Although the trend with environment is ubiquitous across most definitions,

the total number of UDGs identified is not. The G0-F and R0 definitions are

much more restrictive in their UDG identification compared to the RE definition,

which identifies the largest population of UDGs in all environments. The G0-1

and RĒ definitions tend to fill in the middle ground between the G0-F/R0 and

RE definitions in terms of the size of the UDG populations.

2.4.3 Orientation Effects

Since all of our definitions of UDGs are derived from surface brightness profiles, a

galaxy’s status as a UDG is intrinsically dependent on its viewing orientation. It

is standard practice when searching for UDGs within simulations to first orient

the galaxy to a face-on position [243, 248, 249]. This, in theory, will maximize the

galaxy’s effective radius while minimizing its central surface brightness, optimizing

its likelihood of being identified as a UDG. Here, we study whether this assumption

holds true for all galaxies, and how a galaxy’s orientation could affect its status

as a UDG. Some previous studies (e.g. [244, 290, 250]) have considered multiple
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Table 2.2: The number of galaxies that are identified as UDGs at face-on orienta-

tion for each environment and UDG definition. The counts are also given as a

fraction of the environment’s total dwarf population with Poisson error.

Definition Environment NUDG,faceon Percentage

G0-F

Isolated 134 19.97 ± 1.73

Satellite 142 37.67 ± 3.16

Cluster 122 60.70 ± 5.50

G0-1

Isolated 241 35.92 ± 2.31

Satellite 230 61.01 ± 4.02

Cluster 167 83.08 ± 6.43

R0

Isolated 125 18.63 ± 1.67

Satellite 125 33.16 ± 2.97

Cluster 104 51.74 ± 5.07

RE

Isolated 454 67.66 ± 3.18

Satellite 309 81.96 ± 4.66

Cluster 168 83.58 ± 6.45

RĒ

Isolated 194 28.91 ± 2.08

Satellite 180 47.75 ± 3.56

Cluster 132 65.67 ± 5.72
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viewing angles (such as the three primary axes or a span of inclinations), but here

we consider 288 positions from incremental rotations over two axes perpendicular

to the line of sight (see Figure 2.5 for a visual guide). These positions, in their

entirety, detail how the galaxy is viewed from any position in 3D space.

As we describe in Section 2.2.3, when analyzing a galaxy, we first orient it to

a face-on position. After the initial orientation, the galaxy is then rotated by an

angle θ around an axis perpendicular to the line of sight (the angular momentum

vector in the face-on position). Next, the galaxy is rotated by an angle ϕ around

the axis perpendicular to the line of sight and previous axis of rotation. An

azimuthally averaged surface brightness profile for the galaxy is generated and fit

with a Sérsic profile that is used to determine whether the galaxy is identified as a

UDG at the given orientation. The θ-rotations and ϕ-rotations considered in this

work span the spaces of [0◦,180◦) and [0◦,360◦), respectively, both in increments

of 15◦. Since the radial surface brightness profile of a galaxy is unaltered under

rotations around the line of sight, any (θ, ϕ) where θ < 180◦ is analogous to a

rotation of (180◦ + θ, 180◦ − ϕ [mod360]) where [mod360] (modulo 360◦) means

that if 180◦ − ϕ = −x < 0, the value becomes 360◦ − x. Thus, the θ (ϕ) rotation

space of [180◦,360◦) ([0◦,360◦)) is bijectively mapped to the [0◦,180◦) ([0◦,360◦))

space, and we have analyzed all unique positions. The top panel of Figure 2.4

illustrates the rotations considered in this work using a flat, circular disk.

The numbers of galaxies that are identified as UDGs when considering any

orientation are given in Table 2.3 for each environment and definition. The

percentages of dwarf galaxies that are UDGs still increase with environmental
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Figure 2.4: A visual representation of the rotated galaxy positions considered

in this work. The sample ‘galaxy’ is a flat, circular disk with one face blue and

the opposite face red. The disk has a single dark-colored radius and multicolored

vertices to help visualize the rotations.
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Figure 2.5: Right: an example of the rotation-dependent UDG status of an

isolated galaxy from Romulus25 with M⋆ = 3.26 × 108 M⊙. The grid shows

whether the galaxy is identified as a UDG (red) or a standard dwarf (blue) at the

given rotation under the G0-F definition. Left: example g-band surface brightness

profiles and their associated Sérsic fits of the isolated galaxy for (θ, ϕ) rotations

of (0◦, 0◦; i.e., face-on) and (90◦, 0◦; i.e., edge-on). The fit parameters are given in

the upper right-hand corners of the surface brightness plots. To the left of the

plots are UVI images of the galaxy at the two orientations showing all features

brighter than 32 mag arcsec−2(the region being fit by the Sérsic profile).
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density, but the numbers of UDGs have increased by a significant margin in almost

every case. The value ∆ in Table 2.3 represents the number of UDGs gained when

considering orientations other than face-on, i.e. the number of galaxies that are

not classified as a UDGs at a face-on orientation but are classified as such at some

other orientation. Although this value decreases with environmental density, it

is present in all definitions, indicating that by analyzing all galaxies in a face-on

position, one is likely to omit a significant fraction of the galaxies that could

potentially be identified as UDGs. This fraction can be quite large in the isolated

environment, ranging from 7-20% of isolated dwarf galaxies, but is more minor

in the denser environments, ranging from 2-17% in satellites and 0-13% in the

cluster. This also hints at isolated galaxies’ classifications as UDGs being more

sensitive to orientation, a result we would expect, based on their more “disky”

morphology, seen in Figure 2.1.

To further investigate whether isolated UDGs are less robust to orientation,

we look at the different environments’ total UDG populations at each specific

orientation. Figure 2.6 summarizes these results with a color grid for each

environment and UDG definition. Each point on the grid represents the total

number of galaxies that are identified as ultra-diffuse at that orientation as a

fraction of the total number of UDGs in that environment (NUDG,any from Table

2.3). In all definitions, the isolated UDG populations demonstrate much stronger

orientation dependence than their denser-environment counterparts. The more

restrictive definitions, G0-F and R0, show the strongest orientation dependence,

with the percentages varying by ∼ 55 − 60% in the isolated environment. In
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Table 2.3: The number of galaxies that are identified as UDGs at any orientation

for each environment and UDG definition. The number is also given as a fraction

of the environment’s total dwarf population with Poisson error. The value ∆face−on

is the fraction of UDGs that were not identified using the face-on orientation, as

used in Table 2.2.

Def. Env. NUDG,any Percentage ∆face−on (%)

G0-F

Isolated 191 28.5 ± 2.1 29.5

Satellite 186 49.3 ± 3.6 23.7

Cluster 148 73.6 ± 6.1 17.6

G0-1

Isolated 379 56.5 ± 2.9 36.4

Satellite 293 77.7 ± 4.5 21.5

Cluster 186 92.5 ± 6.8 10.2

R0

Isolated 197 29.4 ± 2.1 36.5

Satellite 176 46.7 ± 3.5 28.0

Cluster 129 64.2 ± 5.7 19.4

RE

Isolated 502 74.8 ± 3.3 10.0

Satellite 320 84.9 ± 4.7 3.4

Cluster 168 83.6 ± 6.5 0.0

RĒ

Isolated 260 38.8 ± 2.4 25.4

Satellite 224 59.4 ± 4.0 19.6

Cluster 155 77.1 ± 6.2 14.8
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contrast, the least restrictive definition, RE, also appears to be the least orientation-

dependent, with the percentages varying by ∼ 15% in the isolated environment and

essentially 0% in the cluster environment (there are only two cluster galaxies that

are identified as RE-UDGs at some orientations, but not all). The RE definition,

in general, seems to be identifying the highest fraction of dwarf galaxies as UDGs

at all orientations, which is expected from its ∆ values in Table 2.3 being the

smallest (especially when considering that the RE NUDG,any values were typically

larger than those for other definitions). Again, the G0-1 and RĒ definitions

seem to fill out the middle ground, both in terms of orientation dependence and

the average percentage of UDGs retained across orientations. In all cases, the

UDG populations are maximized in the positions that are more face-on than

edge-on. This suggests that if simulators were to analyze all galaxies from the

same orientation in order to identify UDGs, choosing face-on would likely produce

the largest UDG population, but we have shown that allowing for any orientation

will produce the maximum possible number of UDGs.

In addition to studying how the statistics of UDG populations vary with

orientation, we analyze how the individual galaxies vary under rotation with

each definition, as well as how the definitions change the populations of galaxies

identified as ultra-diffuse. Figure 2.7 shows this analysis for the G0-F, RĒ, and

RE definitions (the R0 and G0-1 definitions are approximated here by the G0-F

and RĒ definitions, respectively). The top row shows the normalized distributions

of individual galaxies’ UDG percentages, i.e., what percentage of the time a galaxy

would be identified as a UDG if its orientation were drawn at random (cos(θ)
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Figure 2.6: Color grids representing the UDG populations for each environment

and definition of UDG. Each point on the grid represents the UDG population

at that particular orientation. The value plotted is the number of galaxies that

are identified as UDGs at that orientation as a percentage of the total number

of galaxies that are identified as UDGs at any orientation (i.e., the “Total UDG

Count” for that environment and definition). In all environments and definitions,

the UDG count increases as you move from edge-on positions to face-on ones.

In each definition, there is the most rotation dependence (color contrast) in the

isolated environment and the least in the cluster environment.
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uniform in [-1,1] and ϕ uniform in [0,2π]). In the G0-F and RĒ definitions, the

isolated galaxies tend to occupy the low-percentage space, particularly 0-15%,

while a large fraction of satellite and cluster galaxies occupy the 95-100% bin.

The RĒ definition shows very similar results to the G0-F definition, but sees some

galaxies in all environments shift from the lower percentages to the higher ones.

In contrast, the RE definition sees most galaxies in all environments occupying

the 95-100% bin, mirroring the lack of orientation dependence seen in Figure 2.6.

This implies that if a galaxy is identified as a UDG by the RE definition at some

orientation, it is likely to be identified as such at any orientation.

The bottom row shows all of our dwarfs in surface brightness versus effective

radius space with their face-on values. Also shown are the boundaries for UDG

classification. The RE definition, while being the most robust to orientation,

demarcates the largest area of our dwarf population as ultra-diffuse. A large

number of galaxies are not identified as RE-UDGs only because they violate the

absolute magnitude restriction.

Using the individual galaxies’ UDG percentages, we can construct mass func-

tions. Figure 2.8 shows the UDG mass functions for each environment using the

G0-F definition, assuming each galaxy is oriented randomly. Rather than using

the binary choice of UDG or non-UDG (adding a 1 or 0 to the mass function), a

galaxy’s contribution is determined by its UDG percentage (the value plotted in

the top row of Figure 2.7) and the resultant mass function is normalized to the

size of the environment’s dwarf population. The dotted lines are the ‘maximum’

mass functions, representing the idealized situation where every galaxy that could
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Figure 2.7: Top: normalized histograms of what percentage of the time a galaxy

would be identified as a UDG when oriented randomly. Galaxies that are never

considered ultra-diffuse are not included. From left to right, the UDG definitions

used were G0-F, RĒ, and RE. In the G0-F definition (the most restrictive), a large

number of galaxies in all environments exist in the 0-20% bins, indicating a high

rotation dependence. In the RE definition (the least restrictive), most galaxies

exist in the 95-100% bin, indicating little to no rotation dependence. Bottom:

surface brightness versus effective radii plots, including dotted lines marking the

selection criteria for UDGs. Galaxies are plotted using their face-on values. Points

labeled as UDG (red) are those that are identified as such at any orientation,

while points labeled as non-UDG (blue) are never classified as such. As above,

the UDG definitions used were G0-F, RĒ, and RE. The blue “X”s denote galaxies

that violate the R-band absolute magnitude restriction under the RE definition.
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be identified as a UDG at some orientation is counted. The bottom plot shows the

fraction of the maximum mass function that is occupied by the random orientation

mass function. In the isolated and cluster environments, the N/Nmax percentage

is relatively constant between 107 and 108 M⊙, after which it starts to decrease.

The satellite fraction steadily increases until 3 × 108 M⊙ where the sample size

approaches zero. When switching from the maximum mass function to one that

accounts for random orientations, we see the greatest difference in the isolated

UDGs, as demonstrated in the bottom panel of Figure 2.8. This is consistent with

our shape results: compared to the cluster and satellite UDGs, isolated UDGs

have a less spherical shape (more oblate), which implies that orientation will alter

their classification. The more spherical populations are more robust to this, again

as demonstrated in the bottom panel of Figure 2.8. None of the environments

yield perfectly spherical populations, thus all populations have mass functions that

depend on rotation. This is important to consider when comparing simulations to

observations. Since simulations typically assemble their UDG populations from

face-on analysis, it may not be appropriate to compare the resultant UDG mass

function to one from observations, where galaxies are oriented randomly.

Recognizing that 3D shape may not be readily apparent in observations,

we have also constructed ellipticity functions for all of our galaxies at random

orientations. For each galaxy, a mock ellipsoid with the galaxy’s b/a and c/a

axis ratios is generated at a randomly selected orientation. The ellipsoid is then

projected into a two-dimensional (2D) plane, and the projected ellipticity (1-b/a)

(where a and b are now the projected major and minor axis ratios, respectively)
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Figure 2.8: Top: the mass functions for G0-F-UDGs when all dwarfs are oriented

randomly, normalized to the size of the environment’s dwarf population. The

dotted lines are the maximum situation where every galaxy that could be identified

as a UDG is oriented as such. Bottom: the UDG mass functions for randomly

oriented galaxies divided by the maximum number mass function for each environ-

ment. The difference between the maximum and random orientation functions is

largest in the isolated environment, where the UDGs are most rotation-dependent.
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is measured for the resultant ellipse traced out by the edge of the projection.

Figure 2.9 shows the median normalized ellipticity functions for all of our

galaxies for 100 random orientations. The sample is split into mass bins (as with

Figures 2.2 and 2.3), and a galaxy’s status as UDG is determined at that particular

random orientation. In the intermediate- and high-mass bins, the difference in the

distributions of isolated UDGs and non-UDGs is quite small, though the direction

of the trends is the same as in our 3D results. The combination of our previously

discussed orientation effects, along with the projection from 3D to 2D erase some

of the shape difference we see in Section 2.3. We conclude that it may be difficult

to use measurements of 2D ellipticity to infer a difference in isolated UDG and

non-UDG morphologies. However, methods for obtaining 3D shapes, akin to those

in Kado-Fong et al. [254], are promising avenues for inferring 3D shapes and thus

confirming the shape differences we predict.

2.4.4 Effects on Previous Results

We have shown that altering the criteria for UDGs and accounting for different

orientations can have a large effect on the resultant UDG population. This

effect means that various groups studying UDGs under varying definitions could

potentially be looking at vastly different populations. This could make reaching a

cohesive understanding of UDGs (including formation mechanisms and whether

they exclusively reside in dwarf dark matter halos) difficult, if not impossible.

As an example: in Section 2.3, we found a disparity between isolated UDG

and non-UDG morphologies that, after investigation, revealed the formation
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Figure 2.9: Normalized ellipticity functions for 2D projections of our galaxies at

random orientations. The trends shown are the median values after 100 iterations

of random orientations. We do not expect that measurements of 2D ellipticity

will show the shape disparity between isolated UDGs and non-UDGs.

mechanism of early, high-spin mergers. This disparity, highlighted in Figure 2.1,

was present when identifying UDGs according to the G0-F definition. However,

recreating Figure 2.1 under the different definitions can provide drastically different

results. Figure 2.10 shows the c/a versus b/a axis ratios for the dwarf halos with

UDGs identified via the RE definition. We see now that the isolated galaxies show

no disparity between UDGs and non-UDGs, with their medians and percentiles

lying nearly on top of one another. Together, Figures 2.7 & 2.10 indicate that the

RE definition is permissive to the extent that the UDG and non-UDG populations

are effectively homogenized, thus no underlying formation mechanisms or physics

would be unique to the UDG population.
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Figure 2.10: The stellar c/a axis ratios plotted against the b/a axis ratios for the

galaxies’ stellar distributions at z = 0 in all environments. The populations are

separated into UDGs and non-UDGs under the RE definition. The bold points

represent the medians of the populations, while the error bars show the 25th to

75th percentiles. Under the RE definition, the disparity in isolated UDG and

non-UDG shapes seen in Figure 2.1 is no longer present.
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2.5 Conclusions

We have selected 1249 dwarf galaxies in isolated, satellite, and cluster environments

from the Romulus25 and RomulusC simulations. We analyze the shapes of

these galaxies as well as the resultant UDG population under five definitions and

288 orientations. Our results can be summarized as follows:

• A morphological disparity exists between isolated UDGs’ and non-UDGs’

stellar distributions, with UDGs having notably larger b/a and smaller c/a

axis ratios, both differing by ≈ 0.1 (see Figure 2.1). This more oblate-triaxial

morphology is in agreement with Rong et al. [253] and Kado-Font et al.

[254].

• Analysis of the isolated galaxies’ morphological histories shows that UDGs

are primarily the products of early mergers (see Figure 2.2). Further

investigation shows that early mergers alone are not sufficient; high spins

are also required (see Figure 2.3).

• Changing the criteria for being ultra-diffuse can result in largely different

UDG populations, with the percentage of dwarfs that are identified as UDGs

ranging from 19-65%, 33-70%, and 50-83% in the isolated, satellite, and

cluster environments, respectively (see Table 2.2).

• A galaxy’s status as a UDG is dependent on its orientation, and this

dependence is strongest in the isolated environment (see Figures 2.5 & 2.6).

Additionally, more restrictive definitions (like G0-F and R0) result in a
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stronger orientation dependence (see Figures 2.6 & 2.7). This orientation

dependence also manifests when comparing the mass functions of all potential

UDGs to those identified from a random orientation (see Figure 2.8).

• Although it is standard practice to identify UDGs from a face-on orientation,

we find a significant number of galaxies that are identified as UDGs at some

orientation, but do not meet the criteria when face-on. Depending on the

UDG definition, there are 48-138, 8-63, and 0-26 such galaxies in isolated,

satellite, and cluster environments, respectively (see Table 2.3).

• Changing the definition of a UDG can change or obscure the underlying

physics of the resultant UDG population. The unique formation mechanism

of early, high-spin mergers in isolated UDGs under the restrictive definitions

(like G0-F and R0) is not highlighted under the less restrictive RE definition,

where the UDG and non-UDG populations are effectively homogenized (see

Figures 2.1 & 2.10).

We have shown that the population of dwarfs that are considered UDGs, and

whether that population exhibits a morphological distinction or formation channel

from non-UDGs, is drastically dependent on choice of definition. With all of the

outstanding questions around UDG formation, it is clear that different conclusions

can be reached when identifying separate subsets of dwarfs as “ultra-diffuse”. In

order for more advanced questions (like those of formation and evolution) to be

answered cohesively, we must first come to a cohesive methodology for identifying

UDGs. More restrictive definitions (like G0-F and R0) seem to identify a subset of
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isolated dwarf galaxies with unique shape histories, indicating a specific channel

of formation through early, high-spin mergers, while less restrictive definitions

identify such a large population of UDGs that the UDG and non-UDG populations

are roughly identical. In short, it seems that whether UDGs are a true physical

phenomenon or simply a product of definition depends on the definition itself.
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Chapter 3

The Role of Mass and Environment on Satellite

Distributions around Milky Way Analogs in the

Romulus25 Simulation

Reproduced from Van Nest et al. 2023 [293] with permission from the AAS.

©IOP Publishing. All rights reserved.

We study satellite counts and quenched fractions for satellites of Milky Way

analogs in Romulus25, a large-volume cosmological hydrodynamic simulation.

Depending on the definition of a Milky Way analog, we have between 66 and 97

Milky Way analogs in Romulus25, a 25 Mpc per-side uniform volume simulation.

We use these analogs to quantify the effect of environment and host properties

on satellite populations. We find that the number of satellites hosted by a Milky

Way analog increases predominantly with host stellar mass, while environment, as

measured by the distance to a Milky Way-mass or larger halo, may have a notable

impact in high isolation. Similarly, we find that the satellite quenched fraction for

our analogs also increases with host stellar mass, and potentially in higher-density

environments. These results are robust for analogs within 3 Mpc of another Milky

Way-mass or larger halo, the environmental parameter space where the bulk of

our sample resides. We place these results in the context of observations through

comparisons to the Exploration of Local VolumE Satellites and Satellites Around

Galactic Analogs surveys. Our results are robust to changes in Milky Way analog

selection criteria, including those that mimic observations. Finally, as our samples
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naturally include Milky Way-Andromeda pairs, we examine quenched fractions in

pairs vs isolated systems. We find potential evidence, though not conclusive, that

pairs, defined as being within 1 Mpc of another Milky Way-mass or larger halo,

may have higher satellite quenched fractions.

3.1 Introduction

The satellites of the Milky Way and its neighbors in the Local Group, thanks to

their proximity, have often served as our basis of understanding satellite and dwarf

galaxy formation and evolution. In the past decades there has been an explosion

in our understanding of satellites around our own Milky Way [294, 295, 296, 27]

and Andromeda [297, 298, 299]. Further, in the age of ultra-faint galaxy detection,

the low surface brightness end of the Milky Way’s satellite distribution continues

to grow [300, 301, 296]. As we continue to discover fainter objects nearby, the

question of the Milky Way’s uniqueness becomes an important one. Applying

what we learn locally to the Universe at large would not be appropriate if the

Local Group could be considered “atypical”.

To test for any potential discrepancy, surveys such as the “Satellites Around

Galactic Analogs” (SAGA) [302, 303] and “Exploration of Local VolumE Satellites”

(ELVES) [304, 305, 306, 307] study the satellite distributions of galaxies similar

to our own, placing the Milky Way in a broader, cosmological context. The

SAGA survey is an ongoing effort to compile spectroscopically complete satellite

luminosity functions of 100 Milky Way analogs with distances between 20 and
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40 Mpc, providing vastly improved statistics for the bright end of these satellite

distributions (down to MR=-12.3). In complement to the SAGA survey’s probing

of distant Milky Way-like systems, the ELVES survey seeks to fully map the

satellite distributions of the hosts within the Local Volume fully (< 12 Mpc) down

to MV =-9.

Working in tandem, SAGA and ELVES will provide a better understanding of

both what a “typical” Milky Way-like halo will look like and what influences an

environment like the Local Volume can impart. The SAGA survey has found that

the luminosity function of the Milky Way is consistent with their observations of

other systems, but that the host-to-host scatter in the number of satellites is large

[303]. SAGA also finds that the total number of satellites in a system correlates

with the host’s K-band luminosity. Similar to SAGA, the ELVES survey finds that

satellite abundance correlates with host mass and that the Milky Way is typical

for its mass. However, Carlsten et al. [306] find that the observed luminosity

functions of local hosts are typically “flatter” than predicted by the cosmological

model; the stellar-to-halo mass relation tends to underpredict bright satellites and

overpredict faint ones, a result found also by SAGA [302]. These results highlight

the power of a larger sample of galaxies and their satellites to provide context for

understanding satellite dwarf galaxies.

One of the most interesting discrepancies to be highlighted so far is that the

quenched fraction of Local Group (Milky Way and Andromeda) satellites is not

in agreement with SAGA’s results: the SAGA sample exhibits lower quenched

fractions than those found in the Local Group. On the other hand, the ELVES
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survey finds higher quenched fractions amongst the Local Volume than in the

SAGA sample, though still not as high as the Local Group. Although Mao

et al. [303] carefully attempt to quantify incompleteness in the SAGA survey,

it remains an open question whether SAGA may be missing faint, red, or low

surface brightness satellites which would be predominantly quenched [307, 308], or

whether the Local Group is a true outlier in terms of quenched satellite fraction.

In general, various simulations of Milky Way-like galaxies tend to find good

agreement in their resulting quenched satellite fractions, lying somewhere between

the Local Group and Local Volume fractions [309, 310, 311, 312]. These simulations

generally find that galaxies that infall into a host Milky Way with stellar masses

above M∗ ∼ 108 M⊙ are better able to retain their gas and continue star forming

for extended periods. On the other hand, galaxies with stellar masses below 108

M⊙ instead tend to experience ram pressure stripping that strips gas and quenches

their star formation (SF), and the quenching time scales can often be quite short

(< 2 Gyr) [313, 314, 315, 309]. These results lead to high predicted quenched

satellite fractions as luminosity decreases.

On the theoretical front, many analyses use zoom-in simulations of a handful

of Milky Way analogs (e.g. Akins et al. [309] and Samuel et al. [312]), though

Font et al. [308] use the artemis suite of 24 cosmological Milky Way-mass zooms

to interpret the ELVES and SAGA results. Font et al. [308] find that applying a

surface brightness limit to the artemis satellites can bring the quenched fractions

and radial distributions into line with the SAGA results, suggesting that SAGA

is missing faint surface brightness galaxies. Fainter surface brightnesses correlate
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with more quenching at a fixed luminosity in artemis, and thus bias the SAGA

results if true. On the other hand, Engler et al. [316] found that a surface

brightness cut could not bring the TNG50 satellite quenched fractions fully into

agreement with SAGA, though it did bring the simulation and observational

results more into line. Engler et al. [316] were able to use TNG50, a 50 Mpc

on-a-side uniform cosmological volume, to study a larger sample of Milky Way

analogs and look for statistical trends. In this work, we use Romulus25, a 25

Mpc on-a-side uniform cosmological volume with comparable resolution to TNG50,

to study similar trends. We particularly focus on the questions of how host mass

and large-scale environment impact both satellite counts and quenched fractions

for our simulated Milky Way analogs.

The paper is outlined as follows. We begin in Section 3.2 by describing

the Romulus25 simulation. In Section 3.3 we outline our various methods for

identifying Milky Way analogs, as well as their satellites. In Section 3.4 we present

our primary results, focusing on the general size of the satellite populations and

their quenched fractions. We then discuss and summarize our results in Sections

3.5 & 3.6, respectively.

3.2 Simulation

For this work, we use the Romulus25 simulation [113]. Romulus25 was run

with ChaNGa [112] which includes standard physics modules previously used

in GASOLINE [255, 263, 317] such as a cosmic UV background [265] including
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self-shielding [266], SF, ‘blastwave’ supernova (SN) feedback [273], and low-

temperature metal cooling [272]. ChaNGa implements an updated smoothed

particle hydrodynamics (SPH) routine that uses a geometric mean density in

the SPH force expression, allowing for the accurate simulation of shearing flows

with Kelvin-Helmholtz instabilities [317]. Finally, a time-dependent artificial

viscosity and an on-the-fly time-step adjustment [261] system allow for more

realistic treatment of weak and strong shocks [317].

Romulus25 assumes a Λ cold dark matter (ΛCDM) model with cosmological

parameter values following results from Planck [115] (Ω0 = 0.3086, Λ = 0.6914,

h = 0.6777, and σ8 = 0.8288). The simulation has a Plummer equivalent force

softening of 250 pc (a spline softening of 350 pc is used, which converges to a

Newtonian force at 700 pc). Unlike many similar cosmological runs, the dark

matter particles were oversampled relative to gas particles, such that the simulation

was run with initially 3.375 times more dark matter particles than gas. This

increased dark matter resolution allows for the ability to track the dynamics of

supermassive black holes within galaxies [260]. The result is a dark matter particle

mass of 3.39× 105M⊙ and gas particle mass of 2.12× 105M⊙. These relatively low

dark matter particle masses decrease numerical effects resulting from two-body

relaxation and energy equipartition, which occur when particles have significantly

different masses, both of which can affect the structure of simulated galaxies (e.g.

Ludlow et al. [318]). Romulus25 has been shown to reproduce important galaxy

and supermassive black hole scaling relations [113, 319, 320, 321].
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3.2.1 SF and gas cooling

Gas cooling at low temperatures is regulated by metal abundance as in Guedes et

al. [322], as well as SPHs hydrodynamics that include both thermal and metal

diffusion as described in Shen et al. [262] and Governato et al. [164] (thermal

and metal diffusion coefficients set to 0.3, see Tremmel et al. 2017 and 2019

[113, 114] for an in-depth discussion). SF and associated feedback from SNe are

crucial processes that require subgrid models in cosmological simulations like

Romulus25. Following Stinson et al. [273], SF is regulated with parameters that

encode SF efficiency in dense gas, couple SN energy to the interstellar medium

(ISM), and specify the physical conditions required for SF. These parameters were

calibrated using several dozen zoom-in simulations of dwarf to Milky Way-mass

galaxies [113] and are as follows.

1. The normalization of the SF efficiency, cSF = 0.15, and formation timescale,

∆t = 106 yr, are both used to calculate the probability p of creating a star

particle from a gas particle that has a dynamical time tdyn

p =
mgas

mstar

(1 − e−cSF∆t/tdyn). (3.1)

2. The fraction of SN energy coupled to the ISM, ϵSN = 0.75.

3. Minimum density, n⋆ = 0.2 cm−3, and maximum temperature, T⋆ = 104 K,

thresholds beyond which cold gas is allowed to form stars.

Star particles form with a mass of 6 × 104 M⊙, or 30% the initial gas particle
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mass. Romulus25 assumes a Kroupa initial mass function [274] with associated

metal yields and SN rates. Feedback from SNe uses the ‘blastwave’ implementation

[273], with thermal energy injection and a cooling shutoff period approximating

the ‘blastwave’ phase of SN ejecta when cooling is inefficient.

3.2.2 Halo Identification

Amiga Halo Finder (AHF) [278] was applied to Romulus25 to identify dark

matter halos, subhalos, and the baryonic content within. AHF uses a spherical

top-hat collapse technique [279] to calculate each halo’s virial radius (Rvir) and

mass (Mvir). Halos are considered resolved if their virial mass is at least 3 × 109

M⊙ at z = 0. This corresponds to dark matter particle count of ∼ 104, and a

stellar mass of at least 107 M⊙ (star particle count of ∼ 150). Following Munshi et

al. [111], stellar masses were scaled by a factor of 0.5 as a photometric correction

for a better comparison to values inferred from typical observational techniques,

and all magnitudes use the Vega zero-point.

3.3 Analog and Satellite Identification

There is no concrete definition of what constitutes a Milky Way analog; observa-

tional surveys like SAGA and ELVES make sample cuts using K-band magnitudes

as proxies for stellar mass, while simulations have access to more exact values

for halo properties such as stellar mass and virial radius. In this work, we select

samples of Milky Way analogs according to three different criteria sets in order to

test if the selection criteria can influence the resultant satellite distribution. Our
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samples are defined as follows.

• A general Mvir restriction: any halo where 1011.5 <Mvir/M⊙ < 1012.5.

• A general M∗ restriction: any galaxy where 1010 <M∗/M⊙ < 1011. This

corresponds to the host stellar mass range outlined in Section 2.1.2 of SAGA

II [303]. A stellar mass of 1010 M⊙ also corresponds to the lower limit of

the ELVES survey [307].

• An Mk + Environmental restriction: any galaxy where −24.6 < MK < −23.

Additionally, no neighbor within 300 kpc can have MK,neighbor < MK,MW −

1.6. This corresponds to the K-band magnitude cut and environmental

restrictions from SAGA II [303].

We also explore two different ways to identify a satellite galaxy. First, we

consider galaxies within the host’s virial radius down to a stellar mass of 107

M⊙, the resolution limit for Romulus25. This corresponds to an magnitude

limit of MR ≈ −12.6. We note that the magnitude limit for the SAGA survey is

MR = −12.3 (though they have four satellites below this limit; see SAGA [303]),

so our samples do not probe the lowest-mass regions of the SAGA or ELVES

sample spaces. In addition, we perform a selection where satellites are identified

by being within 300 kpc of a Milky Way analog, rather than the analog’s virial

radius, as a more direct comparison to the SAGA and ELVES surveys. We note,

however, that these surveys use 2D projected distances while in this work we use

true 3D distances. In the event that a satellite is hosted by multiple analogs, it is

ascribed to the most massive host. Any satellites that fall into the criteria of a
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Table 3.1: A Summary of Our Samples of Milky Way Analogs and Satellites

1Analog Criteria 2Analog Radius 3NMW
4NSats

5max(NSat)

Mvir

Rvir

67 138 8

M∗ 97 210 13

MK+Env. 77 148 13

Mvir

300 kpc

66 125 6

M∗ 90 171 7

MK+Env. (SAGA II) 77 137 6

Note. (1) The criteria for identifying Milky Way analogs; (2) the virial radius of

the Milky Way analog for the purpose of identifying satellites; (3) the total

number of Milky Way analogs; (4) the total number of satellites with M∗ > 10 7

M⊙; and (5) the largest number of satellites hosted by a single Milky Way analog.

Milky Way analog are not included in the satellite distribution. As a final step,

any analogs that host a “satellite” more massive than themselves are removed

from consideration. This cut is partially responsible for the slight variation in the

number of Milky Way analogs under the same criteria when switching between

the Rvir and 300 kpc satellite identifications. Our sample of Milky Way analogs

and satellites are summarized for each criteria set in Table 3.1.

Figure 3.1 shows the three Milky Way analog samples that we focus on in

this work: Mvir and M∗ with Rvir and MK with 300 kpc. While the samples

largely overlap, we find that none of them are simple subsets of the others. As

they approach the boundaries of the selection cuts, the samples diverge from one
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another. For example, the stellar mass sample probes virial masses below the

virial mass cut, and vice versa. This is the result of natural scatter within the

stellar-halo mass relation, which was shown in Tremmel et al. [113] to match

observations [87, 323]. Within the overlapping regions of the criteria, there are

galaxies considered Milky Way analogs in some samples but not others. This

occurs as a result of the environmental criteria in the SAGA sample, which could

remove analogs that are still within the K-band magnitude limits.

In Figure 3.2, we compare the normalized distributions of hosts and satellites

from our largest sample, M∗ with simulated Rvir (in order to encapsulate the full

magnitude range of our samples), to data from SAGA II and ELVES [303, 307].

We note that the ELVES satellites are weighted according to their likelihood

estimates (Psat in Table 9 of [307]), so each satellite adds its likelihood as a count

rather than 1. In panel (a), we see that our hosts’ span in K-magnitude space

matches well with the ELVES sample, while the SAGA II sample (by definition)

resides in −24.6 <MK < −23. The peaks of the host distributions are in good

agreement as well, though we note our peak is at a slightly dimmer magnitude

than the observational data. In panel (b), we see that our satellite distribution is

in very good agreement with the SAGA II data, though we have an interesting

lack of satellites at MK ≈ −17. The ELVES data probe much dimmer satellites

(due to the difference in observational limits), but when only considering satellites

brighter than MK = −12, the ELVES sample is still more concentrated at low-

mass satellites when compared to SAGA II and Romulus25. This is consistent

with ELVES finding steeper luminosity functions (fewer high-mass satellites and
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Figure 3.1: Virial and stellar masses plotted against K-band magnitudes for three

of our Milky Way analog samples. The dotted lines denote the mass and magnitude

cuts used in our samples. The samples diverge at the different boundaries, and

even within the boundaries there are analogs that exist in some definitions but

not others.
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more low-mass ones) in their sample when compared to SAGA, and might also

contribute to the different quenched fractions found by the two surveys (see

Section 3.4.2 for discussion).

3.4 Results

Figure 3.3 shows the V -band satellite luminosity function for our sample of Milky

Way analogs alongside data from the Milky Way and several Milky Way-like

systems. The outer gray region outlines the space occupied by our M∗ within Rvir

sample, while the black line and inner dark gray region indicate the mean and

standard deviation. The Milky Way and M31 data are taken from SAGA [302].

The NGC 4258 and NGC 4631 data were taken from Carlsten et al. [306], the

M94 data from Smercina et al. [324], and the M101 data from Bennet et al. [325].

We find that our sample of Milky Way analogs is in good agreement with these

observations. We note that the space occupied by our sample remains largely

unaffected when changing the Milky Way analog criteria.

3.4.1 Host Effects on Satellite Accumulation

In order to study how the physical properties of our Milky Way analogs affect

their satellite populations, we separated our sample according to their mass and

environment. Figure 3.4 shows the average number of satellites hosted by the

Milky Way analogs where the analogs are binned according to their stellar mass

and minimum distance to a Milky Way-sized or larger halo, hereafter DMW+.

In calculating DMW+, we consider the closest galaxy outside the system of the
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(a) Hosts

(b) Satellites

Figure 3.2: Normalized histograms of (a) hosts in K-band magnitude and (b)

satellites in V -band magnitude for our M∗ with simulated Rvir sample. We make

direct comparisons to SAGA II [303] and ELVES [307] data, with the Milky

Way and M31 values taken from the latter. The ELVES satellites are weighted

according to their likelihood measurements. For a fair comparison, the satellite

distributions in (b) are all normalized to the samples’ number of satellites brighter

than MV =-14, the approximate completeness limit for Romulus25.
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Figure 3.3: The V -band satellite luminosity function for our Milky Way analog

sample under the M∗ with simulated Rvir criteria. The black line and dark gray

region represent the mean and single standard deviation of our sample, respectively,

while the outer light gray region encompasses our entire sample. We compare to

the Milky Way and M31 [302], M94 [324], M101 [325], and NGC 4258 and NGC

4631 [306]. The dotted vertical line marks the approximate completeness limit for

Romulus25. Our sample is in good agreement with these observations.
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analog (i.e., not a satellite) that exceeds the minimum criteria of Milky Way

analog under the given criteria. The text in each bin details N (the number of

analogs in that bin) and σ (the standard deviation of the number of satellites

hosted by analogs in that bin). A plot is shown for both our Mvir with simulated

Rvir (left) and SAGA II comparison (right) samples. In all of our samples, the

number of hosted satellites appears to increase with host mass, and potentially

with decreasing DMW+. However, this latter trend cannot be verified by eye as

the box size of Romulus25 yields a lack of data in the upper regions of this plot

(i.e., highly isolated hosts), so the apparent trend is not statistically significant.

While these macroscopic trends are present across all of our simulated samples,

there are some notable differences in the distributions. We see that while the

Mvir definition includes analogs at a lower stellar mass, the number of analogs

below M∗ = 1010 M⊙ is much larger in the SAGA II sample. Additionally, in the

higher-mass bins there is fluctuation in both the number of analogs and hosted

satellites due to the changing of the satellite selection radius from Rvir to 300 kpc.

In an effort to quantify the “by-eye” trends seen in Figure 3.4, we looked at

the specific frequency of the number of satellites hosted by our Milky Way analogs,

SN , normalized to their mass and environment. We use the following specific

frequency equations adapted from Harris et al. [326]:

SN,env = Nsat × 100.4(D−1.5) (3.2)

SN,mass = Nsat × 100.4(M−10.3) (3.3)

Here, Nsat is the number of satellites hosted by the Milky Way analog, D is DMW+
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(a) Mvir with simulated Rvir

(b) SAGA II Comparison Sample

Figure 3.4: The average number of satellites hosted by Milky Way analogs as

a function of stellar mass and environment (distance to a Milky Way-sized or

larger halo). The text in each box indicates the number of Milky Way analogs

in that parameter space, as well as the standard deviation amongst the number

of satellites. The left plot shows the Mvir with simulated Rvir sample, while the

right plot shows the sample most analogous to the SAGA Survey. In both cases,

the number of satellites appears to increase as stellar mass increases.
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in units of Mpc, and M is log(M∗/M⊙). The normalization values of 1.5 Mpc and

10.3 were chosen to be roughly the averages of the M∗ with simulated Rvir sample.

Figure 3.5 shows the specific frequencies normalized to mass and environment

for our Mvir and M∗ with simulated Rvir sample, as well as our SAGA II comparison

sample. In looking at the trend with mass, the SN values consistently increase

with the stellar masses of the Milky Way analogs. These results, which are present

in all of our Milky Way analog samples, indicate that stellar mass exerts a large

influence on satellite accumulation. The SAGA and ELVES surveys both observe

this trend of satellite abundance increasing with host mass, though the trends

they find are slightly weaker than ours (see Section 3.5.1 for discussion). Further,

a study of seven nearby Milky Way-like systems with the Hyper Suprime-Cam

on the Subaru telescope observes this trend as well [327]. The trend of satellite

abundance with host mass was also found by Font et al. [328] using the ARTEMIS

suite of zoom-in simulations [329], and by Engler et al. [310] using the TNG50

simulation.

In looking at the trend with environment, Figure 3.5(b), we see some interesting

behavior. The SN values increase somewhat linearly until DMW+ ≈ 3.5 Mpc,

where future points go either to zero or extreme outliers. This would suggest that

Nsat increases as hosts become more isolated, but we note that a majority of our

hosts (∼60%-70%) have DMW+ <2 Mpc, so beyond this distance our samples

get increasingly small, resulting in the large error bars and stochasticity of the

higher-DMW+ points. Thus, we see no definitive trend of satellite accumulation

with environment, though one might become present with a larger sample of
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(a) Specific Frequency of Nsat normalized to mass

(b) Specific Frequency of Nsat normalized to environment

Figure 3.5: The specific frequencies of the number of satellites hosted by Milky

Way analogs normalized to their (a) stellar mass and (b) distance to a Milky Way-

sized or larger halo, DMW+. The plots show the results for the Mvir (black) and

M∗ (red) with simulated Rvir and SAGA II (blue) samples. Error bars represent

the standard error within each bin (σ/
√
N). With the exception of some large

outliers, the SN,env values do not show statistically significant trends. However,

the SN,mass values show a clear positive trend.
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more isolated hosts. However, we do not believe that we can fully rule out an

environmental impact on satellite accumulation through a measurement of specific

frequency. Figure 3.6 shows the average number of satellites hosted by our analogs

when binned by their DMW+ measurement. We see that if we split our analogs into

subsamples of ‘pairs’ and ‘isolated’ based on having DMW+ < 1 Mpc or > 1 Mpc,

the average numbers of hosted satellites, plotted as red diamonds, are notably

different between the subsamples. This difference, which is present in all of our

samples except MK+Env. with simulated Rvir, is driven primarily by the low

number of satellites hosted by analogs in the ∼ 3 − 5 Mpc bin. Although this is

where our sample tapers off in DMW+ space, we can see that the number of analogs

in this bin is certainly nonnegligible, and may be hinting at a strong environmental

impact on satellite accumulation in more extreme isolation. The stochasticity of

our trends in Figure 3.5(b) compared to the more direct information from Figure

3.6 leads us to believe that normalizing specific frequency to such an extremely

variable parameter (in this case, large-scale environment) does not yield a reliable

measurement.

3.4.2 Host Effects on Satellite Quenching

In addition to studying the number of satellites hosted by our analogs, we also

analyzed the quenched fraction of the satellites. When studying the quenched

fraction (fq), we only consider satellites with a stellar mass of at least 108 M⊙, as

Romulus25 may be subject to numerical overquenching below this mass [249].

A galaxy is considered quenched if its instantaneous specific star formation rate
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(a) Mvir with simulated Rvir

(b) SAGA II Comparison Sample

Figure 3.6: Points show the average number of satellites hosted by Milky Way

analogs binned by DMW+ for our (a) Mvir with simulated Rvir and (b) SAGA

II comparison sample. Hosts whose DMW+ measurements are within 1 Mpc are

considered to be in “pairs”, while the rest are considered “isolated”, and the

means of these two subsamples are plotted as red diamonds. The histogram data

shows the number of hosts in each bin, and the Milky Way-M31 distance is plotted

as a dashed vertical line for reference. In both samples the isolated subset hosts

fewer average satellites than the pairs, and this is driven predominantly by the

most isolated bin.
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(sSFR) is below 10−11 yr−1. The instantaneous sSFR is calculated using the

expected SFR from gas particles meeting the temperature and density thresholds

for SF given in Section 3.2.1. In Figure 3.7, we show our quenched fractions as

a function of host K-band magnitude for the MK+Env. with 300 kpc satellite

selection (our SAGA II comparison sample), and compare our results to data

from the SAGA and ELVES surveys [303, 307]. For a direct comparison, we

only consider SAGA and ELVES satellites with stellar masses above 108 M⊙.

We note, however, that the SAGA and ELVES surveys’ methods of determining

quenching are different than ours: SAGA considers a satellite quenched if it lacks

strong Hα emission (equivalent width (EW) of Hα< 2Å) and ELVES considers

a satellite quenched if it exhibits an early-type morphology, i.e., not exhibiting

clear star-forming structures such as blue clumps or dust lanes (this correlates

with color as well; see Carlsten et al. [305] for an in-depth discussion). Our

sSFR quenched definition was shown (see Sharma et al. [321]) to yield a good

match to galaxies identified observationally as quenched using EW[Hα]< 2Å and

Dn4000 > 0.6 + 0.1 log10M∗ (as in Geha et al. [330]).

While all three samples show the quenched fractions increasing with host

brightness, our simulated sample exhibits slightly larger quenched fractions than

the observational surveys, with the exception of the lowest-mass bin where the

difference becomes significant (see Section 3.5.2 for discussion). The SAGA and

ELVES data are in very good agreement up to the brightest magnitude bin, where

the sample sizes are only one host for ELVES (M31) and two hosts for SAGA

(NGC 5792 and NGC 7541). This agreement within the high-mass satellite subset
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(a) SAGA II Comparison Sample

(b) SAGA II Comparison Sample with Surface Brightness Cut

Figure 3.7: (a) Quenched fraction plotted against K-band magnitude for the

MK+Env. sample from Romulus25 compared to SAGA II [303] and ELVES [307]

data. (b) The same sample from Romulus25 with addition criteria of requiring

satellites to have µeff,r < 25 mag arcsecond−2. As a direct comparison, the SAGA

and ELVES data plotted here only contain satellites with stellar masses above

108 M⊙, and the Milky Way and M31 values are taken from ELVES. Error bars

represent the standard error within each bin.
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is interesting, as the SAGA and ELVES quenched fractions are quite different

when considering their full samples. Carlsten et al. [307] find that the quenched

fractions of the Local Volume are significantly higher than the SAGA sample

(their figures 11 & 12), particularly in the low-mass satellite regime. In Figure

3.2(a), we see that the ELVES survey contains a much larger number of faint

satellites when compared to SAGA, but also that ELVES hosts (along with those

of Romulus25) probe fainter magnitudes.

In studying the ARTEMIS simulations, Font et al. [308] found that the

SAGA detection methods may be preferentially selecting star forming or recently

quenched satellites near their completeness limit, missing a notable population of

quenched dwarfs. This detection bias could explain the difference between SAGA

and ELVES low-mass satellites, both the abundances and quenched fractions.

Following Font et al. [308], in Figure 3.7(b) we apply an additional cut to

our SAGA II comparison sample by requiring satellites to have µeff,r < 25 mag

arcsecond−2. As in the ARTEMIS simulations, we find that this cut lowers the

resultant quenched fractions, and brings our results (particularly the middle bins)

into excellent agreement with SAGA and ELVES.

To quantify the trend of quenched fraction with mass seen in Figure 3.7, and

to search for a trend with environment, we again used the specific frequency in

Equation (2) with Nsat replaced by fq. Figure 3.8(a) shows our quenched fraction

specific frequencies for the Mvir and M∗ with simulated Rvir samples, as well as

our SAGA II comparison sample. We find that, as with the number of hosted

satellites, we see a trend of SN with host mass, indicating that larger hosts are
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expected to yield higher quenched fractions. However, we note that this trend

is not as strong as the one seen in Figure 3.5(a). Interestingly, when applying

the satellite surface brightness criteria in Figure 3.8(b), we see that our trend

of quenched fraction with host mass is effectively erased. As the high-mass end

of Figure 3.8(b) is strongly affected by this surface brightness cut, it seems that

the preferentially quenched satellites below this threshold are more common in

higher-mass hosts, which is consistent with Figure 3.8(a) implying a larger number

of quenched galaxies in this regime. Our results agree with Engler et al. [316]

who, using the TNG50 run from the IllustrisTNG simulations, found that massive

hosts exhibit systematically larger satellite quenched fractions. Further, Engler et

al. [316] found no difference in quenching between isolated and paired analogs

when considering satellites within 300 kpc of their host (see Section 3.5.3 for

discussion).

To look for a trend with environment, we examined the quenched fractions

of our systems plotted against DMW+. Figure 3.9 bins our analogs in DMW+

space, and shows the quenched fraction of all satellites hosted by analogs in each

bin. Again, pairs are identified as having DMW+ < 1 Mpc. The figure shows

data for our M∗ and MK+Env. samples (both Rvir and 300 kpc), where the color

of each point represents the number of satellites in each bin. We find that the

average quenched fraction is higher among pairs than isolated analogs, though

the magnitude of this difference is not ubiquitous across our samples (see Section

3.5.3 for discussion). In fact, while not shown in the plot, the Mvir criteria exhibit

no notable difference in the average quenched fractions of paired and isolated
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(a) Specific Frequency of fq normalized to mass

(b) Specific Frequency of fq normalized to mass with Surface Brightness Cut

Figure 3.8: The specific frequencies of the quenched fraction of satellites hosted

by Milky Way analogs normalized to their stellar mass. The plots show the

results for the Mvir (black) and M∗ (red) with simulated Rvir and SAGA II (blue)

samples. Subplot (b) applies the surface brightness cut to satellites (µeff,r < 25

mag arcsecond−2). Error bars represent the standard error within each bin. As

with Nsat, there is a notable positive trend with Milky Way analog mass. However,

applying the surface brightness cut to our satellites effectively removes the trend

with mass.
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analogs. We also find that in the switch from 300 kpc to Rvir when identifying

satellites, hosts typically have either the same or lower quenched fractions and

a higher satellite count. This indicates that restricting satellites to within 300

kpc for this host range is more likely to exclude satellites, and that the satellites

beyond 300 kpc are predominantly star forming; though this is still only when

considering satellites with M∗ > 108 M⊙.

Similar to Figure 3.6, this difference between our ‘pairs’ and ‘isolated’ subsam-

ples is largely driven by the most isolated bin, where the quenched fractions are

extremely low. This, again, could be alluding to a strong environmental effect

on satellite quenching in the highly isolated regime that we do not quite capture

in Romulus25. This result is at odds with the aforementioned study of TNG50

by Engler et al. [316], as well as the study of FIRE-2 by Samuel et al. [312],

both of whom find no difference in quenching between isolated and paired analogs.

However, the simulations studied in Samuel et al. [312] are zoom-in simulations,

and thus would not capture the large-scale isolation in which we begin to see

differences between paired and isolated hosts.

While this work does not consider signs of conformity within satellites, we

did perform some cursory analysis on how the quenched fractions and number of

hosted satellites relate to the instantaneous SFRs of our analogs. We find that

the quenched fractions exhibit no notable trend with host SFR. In looking at

the average number of hosted satellites, though, we do see a correlation of more

populated systems having a higher host SFR. However, we believe this is just a

reflection of the number satellites increasing with host mass, as scaling to sSFR
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(a) M∗ Criteria (b) MK+Env. Criteria

Figure 3.9: Quenched fraction plotted against the distance to the closest Milky

Way halo or larger for the (a) M∗ and (b) MK+Env. criteria. Analogs are binned

by DMW+ and quenched fractions are taken from an aggregate of all satellites

in each bin. The upper-hemisphere points represent analogs from the sample

with a Milky Way radius of 300 kpc, while lower-hemisphere points represent the

sample using the simulated virial radius with vertical lines bridging the two. The

colors of each point represent the number of hosted satellites with stellar mass

greater than 108 M⊙. The samples are separated into “Pairs” and “Isolated” by

whether the closest Milky Way or larger halo is within 1 Mpc, and the means of

each sample are denoted by the red diamonds. For reference, the Milky Way-M31

distance is plotted with a vertical dashed line.
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largely removes this correlation.

3.5 Discussion

In Section 3.3, we discussed the various methods by which we identified Milky

Way analogs and satellites. While shifting between these definitions has no effect

on our conclusions, there are subtle impacts worth noting.

3.5.1 Satellites within Rvir versus 300 kpc

In Figures 3.4 & 3.5 we showed host stellar mass to be a driving factor in satellite

accumulation, but this trend is less prominent when using our SAGA II comparison

sample. This appears to be the result of using 300 kpc to identify satellites, not

the selection on K-band magnitude, as our MK+Env. with Rvir sample actually

exhibits the strongest trend. In fact, identifying satellites via a 300 kpc selection

rather than Rvir reduces the strength of the mass trend in all criteria (though the

trend is still prominent). The weakening of the trends is the result of analogs in the

high-mass regime (where the trends manifest), which have virial radii larger than

300 kpc and exclude satellites in this shift to 300 kpc. This shift is in agreement

with the ARTEMIS simulations [328], in which satellite abundance trends strongly

with host mass, but the trend is weakened when SAGA observation selection

criteria are applied (Mr,sat < −12, µeff,r < 25 mag arcsecond−2, and within 300

kpc of the host).

When considering quenched fractions, our choice of satellite selection radius

also seems to have a noticeable effect on our MK+Env. sample. In Figure
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3.9(b), the switch from Rvir to 300 kpc typically raises the quenched fraction

while lowering the number of satellites (with the notable exception of the least

isolated bin). Thus, within the context of satellites with M∗ > 108 M⊙, it seems

applying a satellite cut of 300 kpc to the K-band magnitude analog selection

primarily removes star-forming satellites from massive hosts, and biasing the

global quenched fraction high.

Since the 300 kpc selection results in a more centrally located satellite popu-

lation, it is likely that these satellites had an earlier infall time and underwent

more ram pressure stripping when compared to satellites near or beyond 300 kpc

from the host. This effect is present in Figure 3.8 as well, wherein the SAGA II

comparison sample exhibits the strongest trend of quenched fraction with host

mass. These results are consistent with those from the TNG50 simulation [316],

another large-volume, uniform-resolution simulation with comparable resolution

to Romulus25.

3.5.2 Quenched Fraction Discrepancy

The shift from Rvir to 300 kpc, however, does not explain why our quenched

fractions are higher than those of SAGA and ELVES (Figure 3.7). Our SAGA II

comparison sample uses 300 kpc as a selection radius, and our results indicate

that if SAGA and ELVES had access to the virial radii of their hosts, their

quenched fractions would be lower. Donnari et al. [331] find that the adopted

definition of quenching and using 2D projected distances can both affect the

resultant quenched fractions. Notably, the quenched fractions of Romulus25 are
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in better agreement with the observations when satellites with µeff,r < 25 mag

arcsecond−2 are removed, in agreement with Font et al. [308]. The exception is

the faintest bin, where a key factor may be the resolution of Romulus25. The

lower resolution of the volume is unable to resolve a multiphase ISM, i.e., there

is no extremely dense gas [114, 248]. Thus, all of the gas is “puffy” and overly

susceptible to ram pressure stripping and quenching.

Dickey et al. [332] found that large-scale cosmological simulations overquench

isolated galaxies below M∗ = 109 M⊙ when compared to Sloan Digital Sky Survey.

The authors attribute this to overefficient feedback, which is typically tuned to

recreate quenched fractions found in the Local Volume. In looking at Romulus25,

Sharma et al. [321] also found that isolated dwarfs exhibit a higher quiescent

fraction when compared to observations, but that this can be entirely attributed

to the presence of massive black holes and their feedback. Although we are not

studying isolated dwarfs in this work, it is still likely that these feedback properties

are influencing our results. We note, however, that there are only six satellites in

our SAGA II comparison sample with black holes and M∗ > 108 M⊙ so this does

not notably affect our results.

3.5.3 Isolated vs. Paired Hosts

Figure 3.9 suggests that pairs exhibit higher quenched fractions than more isolated

analogs, but there are some caveats preventing us from making a more robust

statement about the environment’s effect on the quenched fraction. First, we

are only considering satellites with M∗ > 108 M⊙. Within our SAGA II sample,
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this is only ∼56% of our total satellite population and they are hosted by ∼72%

of our Milky Way analogs with a nonzero satellite count (or ∼49% of all Milky

Way analogs), so a large section of our population is being removed. Secondly,

our simulation box size prevents us from having a large sample of highly isolated

analogs; only ∼ 14% of our SAGA II sample analogs have DMW > 3 Mpc.

Finally, by ignoring low-mass satellites, we are looking at the quenched fractions

of several systems with few satellites (only one or two satellites). Around 43%

of the high-mass satellite-hosting analogs in our SAGA II sample contain only

one satellite above our resolution limit, so their quenched fractions can only

occupy the extremes of 0 and 1, and in Figures 3.8 & 3.9 these systems are being

considered equally alongside systems with as many as eight high-mass satellites

(though the binning in Figure 3.9 should alleviate this issue). These combined

effects yield a sample that is lacking low-mass satellites (and thus the analogs’

full satellite distributions) as well as highly isolated hosts, making it difficult for

us to extrapolate our results to the Universe at large.

Recently, Engler et al. ([316]; TNG50) and Samuel et al. ([312]; FIRE-2) found

no difference in the satellite quenched fractions of paired and isolated hosts in

their simulations. Further, Garrison-Kimmel et al. ([333]; FIRE-2) found that the

satellites of isolated Milky Way-mass galaxies have nearly identical SF histories to

satellites of Milky Way analogs in Local Group-like pairs. However, these results

were only considering satellites within 300 kpc of the host. In looking further

out to 300-1000 kpc, Engler et al. [316] find that paired, Local Group-like hosts

exhibit significantly larger quenched fractions than their isolated counterparts.
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3.6 Conclusions

Using the Romulus25 simulation, we have created various samples of Milky Way

analogs along with their satellite distributions. We explored the role of host mass

and environment on satellite numbers and quenched fractions. Our results can be

summarized as follows.

• When testing various criteria for defining a Milky Way analog, from more

theoretically motivated (Mvir) to more observationally motivated (M⋆ and

SAGA-like), we find that the resultant samples do not fully overlap. Within

the overlapping regions, galaxies may also be defined as analogs in one

sample but not in another due to environmental criteria (see Table 3.1 and

Figure 3.1).

• The number of satellites hosted by a Milky Way analog increases predom-

inantly with host stellar mass, while environment may have a significant

impact in high isolation (DMW+ > 3 Mpc; see Figures 3.4-3.6).

• The quenched fraction (for satellites with M∗ > 108 M⊙) of our analogs

increases with host mass (see Figures 3.7(a) & 3.8(b)), but applying a surface

brightness cut to satellites can erase this trend (see Figure 3.8(b)).

• Being in a pair may yield higher satellite quenched fractions, but it is hard

to draw statistically robust results given the small volume of Romulus25

and the fact that we can only study satellites down to M∗ = 108 M⊙ to

avoid numerical overquenching. (see Figure 3.9).
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We find that the distributions of both the Milky Way and M31 are well

explained by our sample, with M31 being at the highly populated edge of our

sample space. This is in agreement with the SAGA and ELVES surveys, where

ELVES found the Local Volume to be slightly more populated and exhibiting a

steeper luminosity function when compared to the full SAGA sample. Additionally,

we are in agreement with ELVES in finding that the stellar mass of a Milky Way

analog seems to be the dominant factor in both the number of hosted satellites

and the number of quenched satellites. Interestingly, in our study of quenching,

we find that the SAGA and ELVES results are in good agreement for satellites

with M∗ > 108 M⊙, suggesting that their discrepancy in quenched fraction comes

from lower-mass satellites, which we are unable to probe here due to numerical

effects that artificially quench simulated galaxies. However, our results support the

notion put forward in Font et al. [308] that SAGA is missing a large population

of low surface brightness satellites near its detection limit that are preferentially

quenched.

95



Chapter 4

A Study of Stellar Shapes in the Marvel-ous

Dwarfs and DC Justice League Simulations

We present a study of various 2D and 3D morphological measurements of dwarf

galaxies in the “Marvel-ous Dwarfs” and “DC Justice League” N-body+SPH

cosmological zoom-in simulations. We find that measurements of ellipticity based

on measuring 2D isophotes typically return more elongated shapes compared to

projections of the 3D shape tensor, and that this discrepancy grows stronger with

inclination angle. Using the shape tensor, we calculate the Triaxiality parameter for

both the stellar and dark matter components of our halos, and find the components

are generally in good agreement. We recreate the deprojection method introduced

in Kado-Fong et al. [334], and find that, while there is decent scatter on a halo-to-

halo basis, it reasonably recovers the qualitative morphologies of our galaxies. We

also calculate the ellipticity-central surface brightness correlation put forward by

Xu et al. [335], and find that it also well recovers the qualitative morphology of

our individual galaxies. All methods of 3D morphology measurement suggest that

the simulations host a population of oblate, high mass dwarf satellite galaxies.

4.1 Introduction

Dwarf galaxies, being the most numerous and dark matter-dominated systems in

the universe, have been a fertile testing ground for the Cold Dark Matter (CDM)

paradigm. While the CDM framework has been largely successful in explaining

96



the observed universe (see [118]), several issues arose when observations and

simulations began thoroughly exploring the small-scale regime. Contentions such

as the “missing satellites” problem [125, 59, 58], the “too big too fail” problem

[132, 336], and the “cusp-core” problem [145, 146, 140] all called into question

the fidelity of both cosmological simulations and the CDM framework itself.

While these issues were primarily alleviated in a CDM paradigm through

improved baryonic physics (with a focus on feedback mechanisms) in cosmological

simulations [6, 187, 75, 97, 189, 193, 195], alternate dark matter models, such

as self-interacting dark matter (SIDM), remain valid possibilities [165, 168, 169,

170]. Thus, the in-depth study of dwarf galaxies remains a promising avenue for

constraining dark matter models.

Galaxy shapes, in particular, are a promising tool for probing dark matter

halos to test these models. To date, CDM simulations have predominantly

produced halos that are prolate [337, 338]. On the other hand, simulations of

SIDM have shown that halos’ inner regions are notably more spherical than

their CDM counterparts [168, 169, 339]. Past studies of this difference have

been used to constrain the theoretical properties of dark matter self-interaction,

particularly through a focus on elliptical and cluster galaxies [171]. Strong lensing

measurements of cluster MS2137-23 [340] based on its apparent ellipticity have

constrained the interaction cross section of SIDM to be σ/m ≲ 0.02 cm2g−1 at

cluster scales [341]. A study of the X-ray isophotes of the isolated elliptical galaxy

NGC 720 [342, 343, 344, 345] yield a similar constraint to the interaction cross

section. However, a study by Peter et al. [339] using SIDM simulations found
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this constraint to be over-aggressive, with observed ellipticity distributions being

consistent theoretical cross sections around 0.1 cm2g−1 (and possibly as high as 1

cm2g−1).

Since dwarf galaxies are so dominated by dark matter, we would expect

this morphological difference in dark matter to follow through into the stellar

morphology. However, there is no guarantee that these morphological differences

will still exist with the full inclusion of baryonic physics. The study of SIDM

simulations in Peter et al. [339] show that the difference in CDM and SIDM

halos (with a cross section of 0.1 cm2g−1) only becomes apparent at the inner

regime where stellar density becomes important, thus any robust limitations on

the interaction properties of SIDM must consider the interactions between baryons

and dark matter [339, 346, 347]. It is known that the prolate, inner halos of CDM

simulations typically become rounder when gas and stellar physics are simulated

[348, 349, 350, 351]. It is not well known, however, how strong of an impact

the baryons have in fainter galaxies. In a recent study of the EDGE simulation

suite [352, 353, 354], Orkney et al. [355] find that gas-poor ultra-faint dwarfs

maintain prolate dark matter halos, while those found in gas-rich ultra-faints

became rounder and more oblate. Similarly, dwarf spheroidals, as they have

been shown to be relatively isotropic in velocity dispersion and not rotationally

supported [294, 356, 357, 358], are expected to follow the underlying dark matter

halo shape with minimal impact [335]. Thus, these types of galaxies are prime

candidates for testing various dark matter models through shape analysis.

To do this, however, we require reliable and accurate methods of quantifying
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dwarf galaxy shapes. Past studies of dwarf galaxies have largely focused on

stellar populations, kinematics, and mass profiles in an effort to understand the

underlying dark matter halos [359, 360, 361, 362, 363], though, focus on dwarf

shapes has been growing over the past few years. Despite this, a lot of work is left

to be done, thanks to the technical challenges of obtaining clean morphological

data for these faint objects and the difficulty in inferring the underlying 3D

structure. While HI discs can help infer individual 3D shapes, especially in the

dwarf regime [364, 365, 366], studies are typically limited to inferring the 3D

shapes of various populations based on distributions of 2D projections [367, 368].

Studies by van der Wel et al. [369] and Zhang et al. [370] applied this

distribution inference to galaxies from the CANDELS survey [371, 372] and found

that, at present day, low mass galaxies have notably different shapes compared

to high mass galaxies, with the low mass ones being systematically rounder.

Kado-Fong et al. [334] performed a similar distribution inference analysis on

a large sample of dwarf galaxy images from the Hyper Suprime-Cam Subaru

Strategic Program [373, 374, 375], and find that dwarf galaxies are slightly triaxial.

Further, they find that higher mass dwarfs (M∗ > 108.5M⊙) are characterized

by thick-disks at one effective radius, but become more spherical at larger radii.

In a study of dwarf spheroidals (Dsphs) within the Local Group (LG), Xu et

al. [335] infer galaxy shapes from the correlation of the projected ellipticity and

the central surface brightness, rather than matching theoretical and observed

distributions of projected ellipticity. In doing so, they find that LG Dsphs are

largely characterized by a prolate morphology, in agreement with results from
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the FIRE simulations [376, 377]. Interestingly, they also find a population of dim

Dsphs that exhibit a notably oblate morphology, implying oblate underlying dark

matter halos not seen in the CDM simulations. Thus, robust and reliable shape

measurements, both in simulations and observations, can prove extremely helpful

in constraining the nature of dark matter.

In this work, we compare various methods, both direct and indirect, of quan-

tifying the 2D and 3D shapes of dwarf galaxies in CDM simulations. We begin

in Section 4.2 by outlining the Marvel and DCJL simulations and our sample

of galaxies. In Section 4.3, we perform direct methods of shape measurement,

including isophote fitting and shape tensor calculations. In Section 4.4, we per-

form indirect methods of inferring 3D shapes. Namely, we recreate the method

of MCMC deprojection introduced in Kado-Fong et al. [334] (Section 4.4.1) and

calculate the ellipticity-central surface brightness correlation put forward by Xu

et al. [335] (Section 4.4.2). In Section 4.5, we discuss preliminary results of dark

matter halo shape measurements in SIDM. Finally, we summarize our conclusions

in Section 4.6.

4.2 Simulations

This work utilizes the “Marvel-ous Dwarfs” and “DC Justice League” simulation

suites (hereafter “Marvel” and “DCJL”, respectively) [116]. Each suite consists of

four cosmological zoom-in simulations, which, rather than simulating individual

galaxies, simulate small volumes of multiple galaxies at high resolution. Marvel
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and DCJL were both run with the Nbody+SPH code ChaNGa [112] which utilizes

the hydrodynamic modules from GASOLINE2 [255, 317].

The Marvel suite (CptMarvel, Elektra, Storm, and Rogue) simulates popu-

lations of dwarfs within an environment comparable to the Local Volume using

a WMAP3 cosmology [117]. These simulations implement gas, initial star, and

dark matter particle masses of 1410 M⊙, 420 M⊙, and 6650 M⊙, respectively, and

have a force resolution of 60 pc. This high resolution allows galaxies in the range

of M∗ ≈ 3 × 103M⊙ to 1011M⊙ to be considered resolved.

The DCJL suite (Sandra, Ruth, Sonia, and Elena) simulates ∼1 Mpc regions

centered on Milky Way-mass galaxies using a Planck cosmology [118]. These

slightly lower, “Near Mint” resolution simulations implement initial gas, initial

star, and dark matter particle masses of 2.7×104M⊙, 8×103M⊙, and 4.2×104M⊙,

respectively, and have a force resolution of 170 pc. These combined suites yield

resolved dwarf galaxies down to ultra-faint dwarf masses in field, satellite, and

backsplash environments.

4.2.1 Star Formation and Gas Cooling

Marvel and DCJL utilize the star formation scheme and gas cooling from Chris-

tensen et al. [378], the metal line cooling and metal diffusion from Shen et al.

[262], and the nonequilibrium formation and destruction of molecular hydrogen is

followed. A spatially uniform, time-dependent cosmological UV field background

was adopted following Haardt et al. [265] in order to model photoionization and

heating.
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Star formation occurs stochastically in the presence of molecular hydrogen,

H2, when the gas is sufficiently cold (T < 1000K) and dense (n > 100mH cm−3).

The probability of a star particle forming within a time ∆t is given by:

p =
mgas

mstar

(1 − e−c∗0XH2
∆t/tform) (4.1)

where mgas is the mass of the gas particle, mstar is the initial mass of the forming

star particle, and tform is the local dynamical time. The star formation efficiency

parameter, c∗0, is set to 0.1 so that, when multiplied by the fraction of nonionized

hydrogen in H2 (XH2), the normalization of the Kennicutt-Schmidth relation is

followed [271].

Supernova feedback is governed by a “blastwave” model [273], wherein thermal

energy, mass, and metals are deposited into neighboring gas following a supernova.

The energy coupled to the gas per supernova is 1.5 × 1051 ergs. Following a

supernova, gas cooling is shut off for a period of time equal to the momentum-

conserving “snowplow phase” [379]. The combined processes emulate the energy

deposited within the interstellar medium by all process related to young stars,

including UV radiation (see [380, 381]).

4.2.2 Halo Identification and Sample

The Amiga Halo Finder (AHF) [278] was applied to Marvel and DCJL to identify

dark matter halos, subhalos, and the baryonic content within. AHF utilizes a

spherical top-hat collapse technique [279] to calculate each halo’s virial radius

and mass. These simulations identify the virial radius as the radius at which the
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halo density is 200 times the critical density of the universe at a given redshift.

The full Marvel+DCJL sample introduced in Munshi et al. [116] includes over

200 resolved dwarf galaxies, around 90 of which are satellites. However, in this

work we are limited by our galaxies needing to be large enough for the various

methods of morphological measurements to be reliable. The main limiting method

here is the measurement of the shape tensor in Section 4.3.2. Our final selection

contains 51 galaxies: 33 from Marvel and 18 from DCJL. Further, 13 of these

galaxies are satellites, which we denote separately throughout this work.

4.3 Direct Measurements of Morphology

4.3.1 Isophote Fitting

For each galaxy, a V -band luminosity density image is generated across all unique

viewing orientations. This process of changing orientations is described in detail

with a visual example in Section 4.3, paragraph 2 of Van Nest et al. [210] and is

summarized here. Each galaxy is oriented to a face-on position before being rotated

by angles θ and ϕ around two perpendicular axes in the plane of projection. This

process is done for θ and ϕ values ranging from [0o,180o) and [0o,360o) respectively,

in increments of 30o. At each orientation, a radially averaged surface brightness

profile is generated and fit with a Sèrsic profile in order to determine the surface

brightness at the effective radius. The isophote of the effective surface brightness

is then plotted on the V -band image and fit with an ellipse to determine the

projected b/a axis ratio of the galaxy (hereafter denoted as q). While this work is
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only considering V -band luminosities, testing in other bands shows no noticeable

difference in the general shapes or radial locations of the isophotes. The top row

of Figure 4.1 shows an example of this process for three different orientations of a

galaxy from the CptMarvel simulation.

Ellipses are fit automatically to isophotes using the skimage.measure.EllipseModel

python package, and any fits with RMS values above a select threshold are flagged

for manual masking. RMS is defined by

RMS =

√∑i=n
i=0 r

2
i

n
(4.2)

where n is the number of image pixels in the isophote and ri is the residual of the

ith pixel. High RMS values can originate from noisy isophote data or extended

structures such as spiral arms or isolated star forming regions. These features

are masked out in order isolate the isophote of the main, central structure of the

galaxy. The bottom row of Figure 4.1 shows an example of this masking for a

galaxy from the Storm simulation.

4.3.2 The Shape Tensor

For each galaxy, a 3D morphology is calculated through its shape tensor [382],

defined by

Si,j =
1

M

∑
k

mk(rk)i(rk)j (4.3)

where mk is the mass of the kth particle, (rk)i is the distance from the kth particle

to the center along axis i, and M is the total mass in the considered volume.

Following the iterative algorithm outlined in Tomassetti et al. [383], we calculate
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Figure 4.1: (top) V -band luminosity density images at three orientations for a

sample galaxy from CptMarvel. The isophotes of effective surface brightness are

shown in red, while the associated ellipse fits with semi-major and -minor axes are

shown in orange. (bottom) An example galaxy from Storm showing extended

structure in the isophote being masked out.
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S in radial shells where its eigenvalues (λi) yield the principle axes of the shell:

i =
√

3 ∗ λi for i = A,B,C and λA ≥ λB ≥ λC (4.4)

This process yields the intrinsic 3D axis ratios Q = B/A and S = C/A for each

galaxy as a function of radius. We emphasize here that in this work, upper case

letters are used for intrinsic, 3D morphologies while lower case letters are used for

projected, 2D morphologies.

From here, we are able to project the 3D ellipsoids derived from the shape

tensors into the 2D plane at the various orientations considered in Section 4.3.1.

This allows us to directly compare shape tensor morphologies to those measured

through isophote fits. The shape tensor is calculated at the radial bin matching

the effective radius derived from the galaxy’s Sèrsic profile at the given orientation,

and the resulting ellipsoid is then rotated to the matching position before being

projected. In Figure 4.2, we compare these projected shape tensor values, qproj,

to the isophote values, qiso, at two example orientations: a face-on position of

(θ, ϕ) = (0o, 0o) and an edge-on position of (90o, 0o). We see that, for a vast

majority of galaxies, the qiso values are lower than their qproj counterparts, often to

a significant degree. This indicates that the isophotes are typically more elongated

than their associated shape tensor projections. An example of this can be seen

at the top of Figure 4.2 where we show the red isophotes from Figure 4.1(a,c)

but with the projected shape tensor ellipse plotted in orange rather than the

isophote fit. In looking at the satellite galaxies (plotted with triangles), we see

that environment doesn’t have any notable impact on this difference..
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Figure 4.2: Comparisons between the q-axis ratio measured by isophote fitting

and by projecting the 3D ellipsoid generated by the shape tensor. Points are

shown for both a face-on orientation of (θ, ϕ) = (0o, 0o) and an edge-on orientation

of (90o, 0o), along with a one-to-one line and gray region showing when the values

are within 0.1 of each other. The top images show the example galaxy from Figure

4.1(a,c), only with the orange ellipse showing the projected shape tensor data

rather than a fit to the red isophote. The isophote fits tend to return lower, more

elongated (lower) q values compared to the shape tensor projections, and this

effect is stronger at edge-on orientations.
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(a)

(b)

Figure 4.3: (a) Average qproj-qiso and (b) average distance of the values from

the one-to-one line for our galaxies as a function of orientation. White lines on

the color bar indicate the minimum and maximum values within the plot. We

find that more edge-on orientations (angles around θ = 90o and/or ϕ = 90o, 270o)

yield a higher discrepancy between qprojand qiso, with the isophotes being more

elongated than the shape tensor projections.
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Figure 4.2 also shows that this discrepancy between qiso and qproj is more

extreme in the edge-on orientation compared to the face-on. To further illustrate

this, Figure 4.3 shows the average qproj-qiso values for each galaxy, as well as their

distance from the one-to-one line (∆1−1 = |qproj-qiso|/
√

2), for every considered

orientation. We see that orientations that are more edge-on (angles around θ = 90o

and/or ϕ = 90o, 270o) are brighter in color, indicating a larger average discrepancy

between qiso and qproj. This suggests that there is a systematic disagreement

between these two methods of morphological measurement. Axis ratios measured

via isophotes seem to be notably more elongated than those calculated with the

shape tensor, and this discrepancy typically strengthens at higher inclinations.

4.3.3 Triaxiality

It is common for 3D morphologies to be quantified through their triaxiality

parameter, T , as defined in Franx et al. [384]:

T =
1 −Q2

1 − S2
(4.5)

where T values in (0,1
3
)/(1

3
,2
3
)/(2

3
,1) indicate a(n) oblate/triaxial/prolate morphol-

ogy. By applying the shape tensor calculations from Section 4.3.2 to dark matter

particles as well, we can obtain the axis ratios and triaxiality parameters of the

dark matter halos in addition to the galaxies themselves.

Figure 4.4 shows the triaxiality parameters for both the stellar and dark matter

content of our galaxies as a function of stellar mass. The T∗ and TDM values for

individual galaxies are linked with vertical gray lines, and satellite galaxies are
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Figure 4.4: Triaxiality parameters for our galaxies as a function of stellar mass.

For each galaxy, a vertical line links the T -values for the dark matter particles

and star particles. Satellite galaxies are denoted with triangles. T∗ and TDM are

generally good agreement, with a few notable exceptions.

denoted with triangles. We see that the general morphologies of the galaxies

follow that of the underlying dark matter halo, though with a fair bit of scatter.

In looking at the satellite population, there doesn’t seem to be any difference in

how well stars trace DM when compared to their central counter parts, however,

the higher-mass, more oblate galaxies seem to be predominantly satellites. In

looking at stellar mass, we see that the more prolate morphologies, as well as the

galaxies with large stellar-DM discrepancies, tend to have stellar masses below

∼ 108M⊙. Interestingly, we have a notable population of galaxies in the more

oblate region of the space (T < 0.5) that also have oblate DM halos, which we

discuss further in Section 4.4.2.
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4.4 Indirect Measurements of Morphology

4.4.1 Deprojection

Deprojecting 2D morphologies (such as observed isophotes) into 3D intrinsic

morphologies is a non-trivial task. In the absence of additional data (such as

kinematic information), it is an unconstrained problem to deproject a given 2D

ellipse into a single 3D ellipsoid. However, Kado-Fong et al. [334] found that

they were able to successfully infer the Q- and S-distributions of a large sample

of dwarf galaxies by comparing the observed distribution of axis ratios, q, to

the theoretical distribution produced by a sample of known 3D ellipsoids. Their

methodology is summarized below.

The projected q of a 3D ellipsoid is dependent only on its principle axis ratios,

(Q,S), and the viewing angle, (θ, ϕ):

f 2 = (S sinθ cosϕ)2 + (QS sinθ sinϕ)2 + (Q cosθ)2 (4.6)

g = cos2ϕ + cos2θ sin2ϕ

+ Q2(sin2ϕ + cos2θ cos2ϕ) + (S sinθ)2
(4.7)

h ≡

√
g − 2f

g + 2f
(4.8)

q =
1 − h

1 + h
(4.9)

Using this methodology, Kado-Fong et al. [334] were able to construct a distribu-

tion of “observed” q’s for a sample of mock 3D ellipsoids with known Q and S

axis ratios. From there, they construct a Poisson likelihood function of how likely
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these known ellipsoids are to produce the q-distribution seen in the observational

data:

lnp(q|µQ, µS, σQ, σS) =
∑
i

niln(mi) −mi − ln(ni!) (4.10)

where ni is the number of q from the observed distribution where 0.04i ≤ q ≤

0.04(i + 1), mi is the number of q from the mock distribution in the same range,

and µ, σ define the normal distributions over Q and S within the mock sample.

Assuming flat priors over 0 to 1 for µQ,S (while enforcing Q ≥ S) and 0 to 0.5 for

σQ,S, the posterior probability distribution can be written as:

p(α|qobs) ∝ p(qobs|α)p(µQ)p(µS)p(σQ)p(σS) (4.11)

where α = {µQ, µS, σQ, σS}. The posterior distribution is then sampled using the

Markov Chain Monte Carlo (MCMC) ensemble sampler from the emcee python

package [385] in order to find the maximally likely Q- and S- distribution that

yields the observed q-distribution.

While the methodology put forward in Kado-Fong et al. [334] is built to

deproject an ensemble of galaxies, we utilize it in this work to analyze a single

galaxy by treating the various isophotes from different viewing orientations as

an ensemble of q observations. The result of this analysis, rather than a normal

distribution of Q and S values, would ideally give the singular Q and S values for

the given galaxy (i.e. a normal distribution over the true value with a standard

deviation of 0). However, we believe that the limit of our angular resolution in

viewing orientations (in this case: 30o along both θ and ϕ) means that our space

is too discrete to sample in this manor. To address this, we have implemented
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scipy.interpolate.RegularGridInterpolator (RGI) to interpolate q values in

between our imaged isophotes. In testing the RGI by imaging a sample galaxy

with 10o resolution we found it to be sufficiently accurate, with the difference

between interpolated and hand measured q’s being predominantly within ±0.05.

Thus, we are able to build our “observed q-distribution” (n from Eq. 4.11) by

continuously sampling our image space 1000 times. We then run the MCMC

sampler with 32 walkers for 3000 steps to obtain the deprojected axis ratios for

each galaxy.

Figure 4.5 shows how the MCMC deprojected axis ratios (top) and triaxiality

parameters (bottom) compare to those calculated from the shape tensor of the

simulation particles. We see that, on the whole, the MCMC deprojections well

recover the parameter space occupied by the shape tensor data. However, in

looking at the shape tensor and deprojection measurements for individual galaxies

(linked by gray lines), we see a lot of scatter. Further, the shape tensor data

is more clustered in the spherical space (high Q and S) while the MCMC data

has more points in the prolate region (low Q and S, high T ) that is unoccupied

by the shape tensor data. This discrepancy is not surprising, however, as the

deprojections are inferred from isophote fits which were shown in Section 4.3.2 to

be more elongated than the shape tensor projections. Thus, while this deprojection

method can successfully return reasonable intrinsic 3D morphologies from 2D

isophote data, it is still beholden to the discrepancy between isophote data and

particle data (shape tensor projections).
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Figure 4.5: (top) A comparison of galaxies’ B/A (Q) and C/A (S) axis ratios

calculated from the shape tensor and MCMC deprojection. Gray lines connect

the measurements for individual galaxies. (bottom) A comparison of galaxies’

triaxiality parameters calculated from the shape tensor and MCMC deprojection.

They gray region shows where the two methods qualitatively agree on morphology.
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4.4.2 The ϵ− Σ∗ Correlation

In a study of dwarf spheroidals (Dsphs) within the Local Group (LG), Xu et al.

[335] illustrate a method of inferring 3D morphologies from projected observables.

In Section 2, the authors outline how a galaxy’s ellipticity (ϵ ≡ 1 − q) and central

surface brightness (Σ∗) are functions purely of the angle of observation (θ, ϕ) and

the intrinsic 3D morphology (Q,S, and central density). Their modeling reveals

that, under specific morphologies, ϵ and Σ∗ yield a strong correlation. More

specifically, a strong positive (negative) ϵ − Σ∗ correlation indicates an overall

oblate (prolate) morphology within the population. This correlation is quantified

via a correlation coefficient defined by

rϵΣ∗ =

∑
i(ϵi − ϵ̄)(Σ∗,i − Σ̄∗)√∑

i(ϵi − ϵ̄)2
∑

i(Σ∗,i − Σ̄∗)2
(4.12)

where a bar indicates the arithmetic average. The authors apply this calculation to

a sample of 26 Dsphs within the LG (see Table 1 in Xu et al. [335] for details), as

well as a sample of 14 dwarf cosmological zoom-in simulations from the Feedback

In Realistic Environments (FIRE) project [376, 377].

Here, we apply this correlation measurement to our own sample of simulated

galaxies. When analyzing the FIRE galaxies, Xu et al. [335] randomly orient

their sample before projecting into the 2D plane and taking a measurement of

rϵΣ∗ for the population. This process is repeated 105 times in order to construct

a distribution of correlation coefficients and compare it to the results of the LG

Dsphs (Figure 7 in Xu et al. [335]). Following this procedure, we have constructed

an rϵΣ∗distribution for our own galaxies, and we compare our results directly to
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(a) Full Sample

(b) Sample split into satellites and centrals

Figure 4.6: Measurements of the rϵΣ∗-distribution for (a) our full sample and (b)

our sample separated into satellites and centrals. Our data is compared directly

to that of Xu et al. [335] (Figure 7). Our whole sample sits in the triaxial/oblate

boundary space, while the FIRE sample is largely prolate. However, when splitting

by environment, we see our satellite population is largely oblate while our centrals

are predominantly triaxial.
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those of Xu et al. [335] in Figure 4.6(a). Immediately, we see that our distribution

is notably more concentrated and triaxial than the broad, prolate results of FIRE.

In regards to the LG Dsphs, Xu et al. [335] found that they were largely prolate

(rϵΣ∗= −0.287 ± 0.058), which was in good agreement with the FIRE results

(rϵΣ∗= −0.322 ± 0.213). However, the authors found that within the LG Dsphs,

there was a “dim” subset (defined has having Mdyn/LV within one effective radius

of over 100 M⊙/L⊙) whose rϵΣ∗ values were notably more positive than their

“bright” counterparts, indicating an oblate morphology. A thorough testing of

possible explanations led the authors to believe the these dim Dsphs are a true,

morphologically distinct subset of oblate dwarf galaxies not found in cosmological

simulations.

Unfortunately, the selection criteria from Section 4.2.2 removed all of our

galaxies that meet the “dim” criteria. However, since this method of shape

measurement only requires isophote fitting, we can relax our sample to consider all

galaxies that are resolved enough to generate V -band luminosity density images.

Doing so increases our sample to ∼ 95 galaxies, ∼ 26 of which meet the dim

criteria (the numbers vary depending on the particular orientations drawn for each

galaxy). In splitting our sample into bright and dim populations, we find that

the dim population has a higher correlation coefficient, but not by a significant

margin: rϵΣ∗
bright = 0.079 and rϵΣ∗

dim = 0.157; nowhere near the 0.862 difference

observed in the LG Dsphs. Interestingly, if we separate our original sample into

centrals and satellites, rather than bright and dim (Figure 4.6(b)), we find results

similar to [335]. Our satellites show a significantly more positive rϵΣ∗-distribution
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than that of our centrals, which now appear more firmly triaxial (if not slightly

prolate). While our centrals still yield more positive rϵΣ∗ values than that of FIRE,

we have isolated a sample of significantly oblate galaxies whose rϵΣ∗-distribution

peak is higher than that of the dim LG Dsphs.

This method of measuring correlation coefficients, by necessity, operates on

a population of galaxies, rather than a singular one, as multiple data points

are required to compute a correlation. However, by treating our ensemble of

isophotes from different orientations as a population, as we did in Section 4.4.1,

we can use this method to obtain a qualitative measure of 3D morphology for

all of our individual galaxies. Figure 4.7 shows the rϵΣ∗ values for our individual

galaxies as a function of their stellar mass, as well as their triaxiality parameter as

derived from the shape tensor. We see similar results here as we did in Figure 4.4,

where the bulk of our galaxies above M∗ ∼ 108M⊙ are exhibiting a more oblate

morphology, and, unsurprisingly, many of these galaxies are satellites. Below

this mass threshold, our galaxies are fairly homogeneously spread around all

rϵΣ∗-values. This is slightly at odds with our TS results from Figure 4.4, where

there were no oblate morphologies at the lower-mass end of our sample. In looking

at the direct comparison of rϵΣ∗ to TS in the right side of Figure 4.7, we see general

agreement on when the two methods are identifying an oblate, prolate, or triaxial

galaxy (as indicated by the shaded gray band). There are, however, a notable few

galaxies that the rϵΣ∗ measurements would identify as more oblate than the TS

measurements. These are primarily the aforementioned oblate, low-mass galaxies

in Figure 4.7 that are more prolate in Figure 4.4.
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Figure 4.7: Measurements of rϵΣ∗ for individual galaxies as a function of stellar

mass and the triaxiality parameter derived from the shape tensor. Satellite galaxies

are denoted with triangles, and the gray band indicates when the values are in

qualitative agreement on morphology. We see that a majority of the galaxies

above M∗ = 108M⊙ (most of which are satellites) reflect an oblate morphology,

while those with lower masses show an even distribution across all rϵΣ∗-values.

The rϵΣ∗-based morphologies and TS-based morphologies are generally in good

agreement with which halos are oblate, triaxial, or prolate. There are, however,

a few, mostly low-mass, galaxies in the upper right hand corner of the subplot

where the rϵΣ∗ value indicates a more oblate morphology than TS .
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4.5 Comparisons to SIDM

In addition to being run in a ΛCDM cosmology, the Storm simulation has also

been run in SIDM with dark matter only. To date, we have tested various constant

SIDM cross sections of interactions, and have preliminary results for σ/m = 3, 10,

and 50 cm2g−1. In Figure 4.8(a), we show the normalized halo mass functions for

our CDM and various SIDM simulations, both types run only with dark matter.

We see that all interaction cross sections perfectly recover the CDM mass function,

indicating that there is no significant halo loss from internal interactions.

Following the process outlined in Section 4.3.2, we calculate the shape tensor

for our dark matter halos, and show the Q and S axis ratio distributions in

Figure 4.8(b). These calculations were performed at both the edge of the halo

(Rvir) and the inner region (.1Rvir). In looking at the Rvir distributions, we

see that the CDM and various SIDM models are moderately triaxial (median

(Q,S) ≈ (.85, .7)) and largely indistinguishable from one another. In looking at

the inner region, we see that the CDM distribution becomes even more triaxial,

with median (Q,S) ≈ (.8, .6). The inner SIDM distributions, however, become

more spherical, with Q and S both moving towards unity. There is also a clear

trend with interaction cross section, as the 50 cm2g−1 distribution is notably more

spherical than the 3 cm2g−1 distribution.

These results are somewhat in agreement with Coĺın et al. [169], who find that

the cores of SIDM halos are rounder than their CDM counterparts, but are not

spherical. Interestingly, Coĺın et al. found that the more rounded nature of SIDM
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(a) Normalized Halo Mass Function

(b) Comparisons of Shape at Rvir and .1Rvir

Figure 4.8: (a) The normalized halo mass functions of our CDM and various

SIDM runs. (b) Comparisons of the cumulative Q- and S-distributions for our

CDM and various SIDM runs. Measurements were calculated via the shape tensor

at Rvir and .1Rvir. While the mass functions and outer shapes for our CDM and

SIDM halos are in perfect agreement, the shapes of the inner region get notably

rounder (higher Q and S) as the SIDM cross section increases.
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halos extended all the way to the virial radius, something we are decidedly not

seeing. We note, however, the Coĺın et al. are using an SIDM prescription with a

non-constant, velocity-dependent cross section, so our comparison should not be

take as one-to-one. Both velocity-dependent cross sections, and SIDM simulations

with full hydrodynamics are actively being worked on, and the question of whether

the more spherical shapes remain is left for a future work.

4.6 Conclusions

Utilizing a sample of 51 high-resolution dwarf galaxies from the Marvel and

DCJL zoom-in simulations, we perform a study of various methods for measuring

morphology. We consider both observation-based methods based on isophote

imaging and simulation-based methods using particle positions. Our results can

be summarized as follows.

• Measurements of 2D morphology based on isophote fitting typically yield

more elongated shapes when compared to projecting the intrinsic 3D shapes

derived from the shape tensor, and this discrepancy increases with the

inclination angle of the galaxy (see Figures 4.2 & 4.3).

• The triaxiality parameter (as derived from the shape tensor) for the mor-

phologies of our galaxies typically follow the morphologies of their underlying

dark matter halo (see Figure 4.4).

• The MCMC deprojection of isophote data outlined in Kado-Fong et al. [334]

well recovers the parameter space occupied by shape tensor data, but the
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individual deprojections are typically more prolate due to the isophote/shape

tensor discrepancy (see Figure 4.5).

• Using the correlation of ellipticity and central surface brightness outlined in

Xu et al. [335] yields a measure of morphology in good agreement with the

shape tensor, and we find that our satellite galaxies are significantly more

oblate than the rest of our sample (see Figure 4.6 & 4.7).

• Our various methods of measuring 3D morphology indicate a population of

oblate, high-mass galaxies that are predominantly satellites (see Figures 4.4,

4.5, & 4.7).

• Preliminary results of SIDM simulations with constant interaction cross

sections indicate that the inner regions of SIDM halos are notably more

spherical than their CDM counterparts (see Figure 4.8).

Velocity-dependent cross sections and baryonic physics are currently being

implemented into our SIDM simulations, and will be discussed in a future work(s).

If the CDM-SIDM shape disparity persists in dark matter, our results from Section

4.3.3 suggest that the stellar shape would likely exhibit the same disparity. By

utilizing the various morphology measurements discussed in this paper, we can

determine whether said disparity in stellar shape would likely by detectable by

observations, and therefor serve as an observable signature of SIDM cosmology.
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Chapter 5

Conclusions

5.1 Summary

This thesis present a study of dwarf galaxies within N-body+SPH simulations

across various environments, classifications, and orientations. Throughout this

work, the following questions were addressed:

Are ultra-diffuse galaxies a unique subset of dwarf galaxies, or the

tail end of a distribution? Are there any observable properties or

evolutionary differences that set them apart?

In Chapter 2, I show that UDGs’ status as unique from standard dwarf galaxies

is largely dependent on the definition used to identify them, as more permissive

definitions can homogenize the two groups. Under more restrictive definitions,

isolated UDGs set themselves apart via a unique formation mechanism through

early, high-spin mergers, the footprint of which is left in their more oblate

morphology.

How are satellite galaxies around Milky Way analogs impacted by

their hosts’ masses and environments? Are the satellite distributions

of the Milky Way and M31 “normal” within the universe at-large?

In Chapter 3, I show that both satellite abundance and satellite quenched correlate

positively with host mass, while environment may play a significant role in greater

isolation than our sample provides. Additionally, being in a pair, such as the
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Milky Way and M31, may yield a higher satellite quenched fraction. I show that

the Milky Way and M31 are well explained by our simulated sample of analogs.

How do “observation-based” and “simulation-based” methods of

shape measurement compare? Are observational methods of 3D shape

inference able to well recover intrinsic stellar structure?

In Chapter 4, I show that the observation based method of isophote fitting

typically return more elongated shapes than simulated method of shape tensor

calculation. While observational methods of 3D shape inference can well recover

the qualitative morphology of our galaxies (prolate, oblate, or triaxial; as defined

by the shape tensor), there is some decent scatter on a galaxy-to-galaxy basis as

these methods are derived from the more elongated isophote fits.

Beyond the above considerations, each chapter took a step towards answering

one or more of the following questions:

How does one’s definition of an astronomical object affect the resul-

tant population?

In Chapter 2, I show that slight variations in the criteria for identifying UDGs

can have massive impacts on the resultant populations. In Romulus25 and

RomulusC, the considered definitions alter the UDG count from as low as 354

to as high as 931. Under more permissive definitions, the UDG and non-UDG

populations become homogenized, as shown in Figures 2.1 & 2.10 where the

morphological tracers of the isolated UDGs’ unique formation channels are erased.

In Chapter 3, I show how variations in identifying Milky Way analogs, and
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especially identifying their satellites, can alter the observed impacts an analog

has on its satellite population. This is shown in Section 3.5.1 where I discuss how

assigning satellites as being with 300 kpc of the host, rather than within the host’s

simulated virial radius, the trend between host mass and satellite abundance.

Selecting on 300 kpc also seems to primarily remove starforming satellites from

massive hosts, biasing the global quenched fraction high.

Does changing an objects orientation relative to the observer affect

the conclusions drawn?

In Chapter 2, I show that identifying UDGs is inherently dependant on viewing

orientation, and as such dwarf galaxies don’t truly exist in a singular dichotomy

of UDG or non-UDG, but rather this status is a function of viewing angle. In

Figure 2.6, I show that this angular dependence is strongest in isolated dwarfs

(regardless of UDG definition) and weakest in cluster dwarfs, consistent with their

more oblate and spherical morphologies, respectively.

In Chapter 4, I show that measurements of projected morphology via isophote

fitting tend to return more elongated shapes when compared to projections of the

3D shape tensor. As shown in Figures 4.2 & 4.3, this discrepancy is stronger at

more edge-on orientations.

How can answering the above questions aid the efforts of observa-

tional astronomy?

In Chapter 2, I discuss how the multitude of open questions is the study of UDG

formation are unlikely to be answered cohesively when various research groups

are not recovering consistent populations of UDGs. While it is almost certain
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that UDGs are not a singular population with one formation channel, identifying

these channels will be difficult when using permissive UDG definitions. Further,

the field-UDGs’ unique formation channel of early, high-spin mergers is likely

not detectable through observed morphologies, as when the UDG and non-UDG

populations are randomly oriented, the resultant distributions of projected axis

ratios are indistinguishable. The methods of 3D morphology inference outlined

in Chapter 4, however, are a promising avenue to recovering this morphological

tracer.

In Chapter 3, I show that the tensions between the SAGA and ELVES surveys’

quenched fraction results are coming from low mass satellites (M∗ < 108M⊙,

Figure 3.7). In Section 3.5.1, I discuss how identifying satellites based on the

observationally motivated cut of 300 kpc can impact the results. Finally, I show

that environmental trends are possibly starting to appear at the isolated-end of

our sample space, so future observations, such as the full data release of SAGA,

may wish to focus on extremely isolated analogs to search for these trends.

In Chapter 4, I show that the observation-based shape measurement of isophote

fitting returns systematically more elongated morphologies compared to intrinsic

measurements of the 3D shape tensor. While the various tested methods of 3D

shape inference show good qualitative agreement on the general morphologies of

our galaxies, there is still decent scatter on an individual galaxy level as these

inference methods are operating on isophote measurements. I also show that our

simulations host a populations of oblate dwarf galaxies that reside in oblate dark

matter halos.
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5.2 Future Work

As discussed in Section 1.1.3, there exist degeneracies with how varying baryonic

physics and dark matter models manifest, thus meticulous, high resolution simula-

tions are needed to constrain properties of dark matter. In Section 4.5, I show that

halo shapes within SIDM simulations could potentially provide such a constraint.

Before this can happen, however, further developments need to be completed

within our simulations. Namely, we are implementing a velocity-dependent cross

section model, as it has become preferred over constant cross section models

since constant cross sections of ≤ 0.1 cm2g−1 are required at galaxy cluster scales,

while cross sections of ≈ 1 − 2 cm2g−1 are preferred at galaxy scales [386]. With

the velocity-dependent cross section model implemented, we plan to re-simulate

zoom-ins from the Marvel Suite, as well as the Romulus25 volume, in DMO, and

eventually with the inclusion of baryons and hydrodynamics. While these new

SIDM simulations will prove useful in a variety of ways, I am personally focused

on implementing the morphology calculations from Chapter 4 to see if the shape

discrepancy in dark matter persists, and whether or not it is reflected in the stellar

morphologies. If the intrinsic 3D shape distributions of dwarf galaxies in SIDM

is different than that of CDM, stellar morphology could serve as an observable

indicator of SIDM. However, actually observing these shape distributions and

comparing them to the simulated predictions is not as simple as it sounds. In

Section 4.3.2, I show that observational based methods of shape measurement

tend to return more elongated shapes compared to the intrinsic calculations done
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in simulations. This incongruity will need to be further studied and quantified

before any direct comparison between simulations and observations can be made.

Additionally, it is possible that a 3D morphological difference will be lost when

observed as 2D projections (see Figures 2.1 & 2.9 for an example). Therefore,

methods of 3D shape inference, like those discussed in Section 4.4, must continue

to be studied and refined.

In regards to Milky Way analogs, the upcoming final data release of the SAGA

Survey can potentially shed light on the possible high isolation environmental

effects shown in Chapter 3. In addition, the upcoming LSST project plans

to survey satellite populations around hosts out to several Mpc, adding a new

observational set alongside SAGA and ELVES to which we can compare our

Romulus25 samples. Returning to the Milky Way itself, recall that its satellite

population has been the cause of multiple CDM tensions. This will almost certainly

continue to be the case, given LSST’s ability to image the Milky Way and its

satellites with extreme precision. LSST is expected to test dark matter in a wide

variety of methods (see [205] for a comprehensive list), many of which are focused

on Milky Way satellites. As an example, spectroscopic follow up observations

of LSST discovered satellites could detect exceptionally dense or exceptionally

diffuse ultra-faint satellites, which could provide a measurement of the SIDM cross

section at low velocities [178, 205]. This could be compared to a study of UDGs

in an SIDM-run Romulus25, are study of the inner regions of Milky Way analog

satellites within SIDM-run DCJL. Armed with ever improving baryonic physics,

observational constrains on dark matter, and growing observational comparison
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samples, studying dwarf galaxies within cosmological simulations has become vital

to our understanding of the universe.
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J. Dunkley, X. Dupac, G. Efstathiou, F. Elsner, T. A. Enßlin, H. K. Eriksen,
F. Finelli, O. Forni, M. Frailis, A. A. Fraisse, E. Franceschi, T. C. Gaier, S.
Galeotta, S. Galli, K. Ganga, M. Giard, G. Giardino, Y. Giraud-Héraud,
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Annis, S. Birrer, R. Biswas, J. Blazek, A. M. Brooks, E. Buckley-Geer,
R. Caputo, E. Charles, S. Digel, S. Dodelson, B. Flaugher, J. Frieman, E.
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Guo, Monthly Notices of the Royal Astronomical Society 485, 382 (2019).

[243] A. Di Cintio, C. B. Brook, A. A. Dutton, A. V. Macciò, A. Obreja, and A.
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P. Côté, D. Crnojevic, A. Huxor, J. Penarrubia, C. Spengler, N. Tanvir, D.
Valls-Gabaud, A. Babul, P. Barmby, N. F. Bate, E. Bernard, S. Chapman,
A. Dotter, W. Harris, B. McMonigal, J. Navarro, T. H. Puzia, R. M. Rich,
G. Thomas, and L. M. Widrow, The Astrophysical Journal 868, 55 (2018).

[300] A. Drlica-Wagner, K. Bechtol, E. S. Rykoff, E. Luque, A. Queiroz, Y. Y.
Mao, R. H. Wechsler, J. D. Simon, B. Santiago, B. Yanny, E. Balbinot,
S. Dodelson, A. Fausti Neto, D. J. James, T. S. Li, M. A. G. Maia, J. L.
Marshall, A. Pieres, K. Stringer, A. R. Walker, T. M. C. Abbott, F. B.
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J.-S. Huang, K.-H. Huang, S. W. Jha, J. S. Kartaltepe, R. P. Kirshner, D. C.
Koo, K. Lai, K.-S. Lee, W. Li, J. M. Lotz, R. A. Lucas, P. Madau, P. J.
McCarthy, E. J. McGrath, D. H. McIntosh, R. J. McLure, B. Mobasher,
L. A. Moustakas, M. Mozena, K. Nandra, J. A. Newman, S.-M. Niemi, K. G.
Noeske, C. J. Papovich, L. Pentericci, A. Pope, J. R. Primack, A. Rajan,
S. Ravindranath, N. A. Reddy, A. Renzini, H.-W. Rix, A. R. Robaina,
S. A. Rodney, D. J. Rosario, P. Rosati, S. Salimbeni, C. Scarlata, B. Siana,
L. Simard, J. Smidt, R. S. Somerville, H. Spinrad, A. N. Straughn, L.-G.
Strolger, O. Telford, H. I. Teplitz, J. R. Trump, A. van der Wel, C. Villforth,
R. H. Wechsler, B. J. Weiner, T. Wiklind, V. Wild, G. Wilson, S. Wuyts,
H.-J. Yan, and M. S. Yun, The Astrophysical Journal Supplement 197, 35
(2011).

[372] A. M. Koekemoer, S. M. Faber, H. C. Ferguson, N. A. Grogin, D. D.
Kocevski, D. C. Koo, K. Lai, J. M. Lotz, R. A. Lucas, E. J. McGrath, S.
Ogaz, A. Rajan, A. G. Riess, S. A. Rodney, L. Strolger, S. Casertano, M.
Castellano, T. Dahlen, M. Dickinson, T. Dolch, A. Fontana, M. Giavalisco,
A. Grazian, Y. Guo, N. P. Hathi, K.-H. Huang, A. van der Wel, H.-J. Yan, V.
Acquaviva, D. M. Alexander, O. Almaini, M. L. N. Ashby, M. Barden, E. F.
Bell, F. Bournaud, T. M. Brown, K. I. Caputi, P. Cassata, P. J. Challis,
R.-R. Chary, E. Cheung, M. Cirasuolo, C. J. Conselice, A. Roshan Cooray,
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