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ABSTRACT 
This paper explores automated modifcation of text to make it more 
accessible for people with dyslexia, a reading disorder afecting 
a signifcant percentage of the global population. The modifca-
tions are both in terms of changing the appearance of text and 
simplifcation of the words, grammar, and length of textual mate-
rial. For simplifcation of text, we built a dataset with original and 
dyslexia-friendly text verifed by human readers that it improve 
their reading experience by 27% on average. Then we developed 
a pipeline to generate dyslexia-friendly text automatically using 
transfer learning. The model learns styles appropriate for dyslexic 
users and generates dyslexia-friendly text from arbitrary textual 
data, which is easier for people with dyslexia to read and interpret. 
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1 INTRODUCTION 
Dyslexia is a neurological reading disorder marked by problems 
with accurate and fuent word recognition, as well as poor spelling 
and decoding skills. Problems with reading comprehension and a 
lack of reading experience can restrict the development of vocabu-
lary and context information as secondary consequences[11]. This 
disorder makes it more difcult for people with dyslexia to access 
written content. Since the vast majority of information is viewed 
as text, this makes academia extra difcult for them. According 
to the United Nations, access to information and communication 
technology should be a basic human right[12]. 

There are two explanations for approaching textual accessibility 
for users with dyslexia, both related to its social relevance: frst, 
they are a relatively large community of users, between 5-15% of 
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the global population [2], and second, these kinds of accessibility 
practices are good not only for people with dyslexia but also for 
other target groups. As an illustration, text-to-speech (TTS) not 
only can help people with dyslexia but it is benefcial for a person 
with visual impairments. 

When thinking about modifcation of text, the frst idea is to 
change how it looks. Then we think of more complicated processes 
such as reducing the length of the text while preserving the infor-
mation content, exchanging less frequent words with more familiar 
ones, and simplifying grammar (for instance, avoiding double neg-
atives). 

Even more ambitious is the ability to change the style of a text. 
Every group of people has their particular writing style, just as 
styles can be attributed to painters, musicians, and others. Transfer 
learning, a subfeld of artifcial intelligence, focuses on separating 
content from style and learning the style itself. With new content, 
it can then apply the learned style to generate a new synthesis. This 
technology forms the foundation of this work, aiming to learn a 
dyslexia-friendly style and transfer it to new data. 

Learning the style of dyslexia-friendly text presented an obstacle: 
identifying dyslexia-friendly data. To the best of our knowledge, 
no publicly accessible dataset contains such data or even a curated 
collection of books and materials specifcally generated for people 
with dyslexia. However, guidelines and suggestions are available 
for generating dyslexia-friendly textual data. We adopted the most 
popular of these guidelines and created a set of rules to generate 
our own dyslexia-friendly text. With our dataset, we developed a 
machine learning architecture to automatically generate dyslexia-
friendly text. 

The rest of the article is structured as follows: We present related 
work in Section 2 that is applicable to our project. The data and 
model are presented in Sections 3 and 4. The experiment and results 
is described in Sections 5. Section 6 concludes the article and looks 
forward to future work. 

2 RELATED WORK 
In this section, we explore related works for modifying the appear-
ance of text to make it more accessible for people with dyslexia. We 
also survey works that use transfer learning to generate new data 
without themselves being subject to the enormous cost of training 
a model from scratch. 

2.1 Text modifcation 
Text presentation and text content matter, according to numerous 
reports [1, 4, 20, 21]. Readers with dyslexia fnd that font type has 
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an impact on readability, as fonts like italics and serif are harder to 
read and hence should be avoided [17, 18]. Fonts have been created 
to be dyslexia-friendly[27], but have not shown themselves to be 
much better than regular fonts [17]. According to one study, font 
size has a substantial efect on readability; however, line spacing 
does not [17]. Background colors also play a role in readability, not 
only for people with dyslexia but for others as well. Warm colors 
improve readability and cool colors work in the opposite way[18]. 

The manner in which information is written can have an impact 
on how easy or difcult it is to understand. Simplifcation of text 
can involve various approaches, from replacing complex words 
with simpler synonyms [19] to condensing lengthy paragraphs 
into concise sentences. Synonym replacement can be challenging 
with words that have multiple meanings, and individuals with 
dyslexia do not typically struggle with understanding complex 
word meanings, but rather with similar-sounding or similar-looking 
words [16, 28]. To assist with this, tools such as SeeWord can be 
used to highlight words with similar spellings to draw attention to 
such diferences [29]. 

2.2 Transfer learning 
Transfer learning is a technique used in machine learning to address 
the challenge of obtaining accurate training data that matches the 
feature space and data distribution of the test data. This can be a 
difcult and expensive task, necessitating an alternative solution. 
Transfer learning leverages knowledge gained from a related source 
domain to develop a high-performance learner for a target domain. 
By utilizing a model trained on a diferent but related problem as 
a starting point, the learning process becomes more efcient and 
efective. 

Diferent approaches and techniques exist for transfer learning 
tasks, categorized based on how information transfer occurs: in-
stances, features, shared parameters of source and target domain 
learner models, and defned relationships between the domains 
[26]. 

Text style transfer aims to automatically manage the style char-
acteristics of written language while preserving the text’s content. 
This technology has diverse potential applications, including the 
customization of dialogue for individual users in intelligent chat-
bots, assisting in the creation of more formal or casual language 
in writing, reducing harmful language in social media posts, and 
simplifying complex writing [3, 5, 7, 8, 15, 22, 23]. 

Developing tailored written material for individuals with dyslexia 
can be a resource-intensive process. Alternatively, text style trans-
fer technology can be utilized to automatically convert standard 
written material into a more dyslexia-friendly format, providing a 
potential solution to this challenge. 

3 DATA 
Although standard written material is widely available on the inter-
net, it can be challenging to fnd text that is suitable for individuals 
with dyslexia. In this section, we describe our endeavors to collect 
and verify (with the help of human assessments) the initial openly 
accessible dataset of dyslexia-friendly text. 

In accordance with the 2018 British Dyslexia Association Style 
Guide on how to format and present written material [21], we opted 

to produce dyslexia-friendly versions of sample texts from both 
the GRE practice exam website 1 and the textbook Understanding 
Psychology[6]. 

We decided to use these two sources as references due to our 
university’s accessibility center, which allowed us to test the read-
ability of the modifed text with college students who have dyslexia. 
This enabled us to verify whether or not our alterations had actually 
made the text more easily comprehensible for this population. 

To create text that is easier for individuals with dyslexia to read, 
we utilized the crowdsourcing service Amazon Mechanical Turk
2 (AMT). We provided workers with the guidelines and sample 
text and asked them to produce modifed text that followed those 
guidelines (Check appendix A.1). 

After evaluating the outcomes of the AMT, we selected 3 to 
5 altered texts for each of the fve passages. Next, we created a 
survey using Qualtrics3 that included both the original texts and 
the modifed versions. We then requested students with dyslexia 
to rate the texts and indicate whether the modifed versions were 
indeed easier to read. 

After the initial explanation of the study’s objectives, consent 
form, and demographic inquiries the questionnaire proceeds with 
fve distinct passages and three to fve modifed versions of each 
passage. Participants were requested to evaluate each modifed 
version and select one of four categories: no improvement, mild 
improvement, minor improvement, and huge improvement (check 
appendix A.2 for a screenshot from the survey). Finally, we asked 
participants for their overall feedback and suggestions about the 
survey. 

Initially, 75 individuals responded to the survey; however, the 
number of participants decreased as the survey progressed, and 
only 7 individuals completed the fnal question (check appendix 
appendix:table1 for breakdown). As anticipated, most respondents 
reported slight improvement for some passages and mild improve-
ment for others. No improvement was a common response for 
passages with fewer modifcations, while huge improvement was 
the least reported category among all versions (Fig 1). 

The report demonstrated that the modifcations were benefcial 
in helping adults with dyslexia read passages with less difculty. 
The subsequent phase involves generating additional data similar to 
the most successful outcomes, developing a dataset, and fne-tuning 
a model to automatically produce comparable results. 

4 MODEL 
Automated text production requires advanced neural text genera-
tion models, such as transformer-based [24] models like BERT[9], 
RoBERTa[10], GPT [13], and T5[14]. These models consist of an en-
coder for the source language and a decoder for the target language, 
enabling tasks like translation from German to English. Unsuper-
vised pre-trained models, like BERT, learn representations from 
large unlabelled corpora and can be used across multiple tasks 
without architectural modifcations. By fne-tuning the pre-trained 
model with an additional output layer for each specifc task, these 

1thttps://www.test-guide.com/free-gre-practice-tests.html 
2https://www.mturk.com 
3https://www.qualtrics.com/ 
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Figure 1: An example of reports for one altered version of one 
passage. The donut chart has all four colors to show diferent 
improvements. The chart shows 58.33% of minor, 33.33%, and 
8.33% of no improvement reported by participants for an 
example passage. 

models achieve state-of-the-art performance on various language 
model tasks, including GLUE[25]. 

One notable transformer-based language model is the Text-to-
Text Transfer Transformer (T5) developed by Google AI Language. 
T5 has undergone pre-training on a diverse range of text-to-text 
tasks using a substantial corpus of data. This broad training ap-
proach enables T5 to be fne-tuned for tasks like text classifcation, 
question answering, summarization, and machine translation, sur-
passing performance expectations in each area. 

To generate dyslexia-friendly text, we utilized two pre-trained 
models, RoBERTa and T5. The reason for selecting these models was 
based on their successful performance in tasks similar to our objec-
tive. As these large language models already possess comprehensive 
knowledge of the language, fne-tuning them with dyslexia-friendly 
text enables them to learn the specifc modifcations required to 
generate such text. This is analogous to the approach taken by 
human workers from AMT, who already have language profciency 
but follow the provided guidelines to generate dyslexia-friendly 
text. 

In the next section, we comprehensively talk about the experi-
ments we conducted with models and data. 

5 EXPERIMENT 
Our experiments aim to investigate the efectiveness of the Roberta 
and T5 models in generating text similar to our own dataset. We 
used a dataset of 50 texts with a length of around 100 words per 
text, which we collected from online sources. The dataset contains 
the original and changed versions; the changed version is dyslexia-
friendly, summarized, and simplifed text. The dataset contains a 
range of topics, including psychology, politics, geology, and others. 

For preprocessing, we converted all the text to lowercase and 
removed any special characters and numbers. We then split the 
dataset into a training set (80%), a validation set (10%), and a test 
set (10%). 

We fne-tuned the Roberta and T5 models, with a batch size 
of 4 and a maximum sequence length of 128. We used the Adam 
optimizer with a learning rate of 2e-5 and a linear learning rate 

schedule with a warmup of 25 steps. We trained the models for 14 
epochs and saved the best checkpoint based on the validation loss. 

We evaluated the models on the validation set using the per-
plexity metric, which measures how well the models predict the 
probability distribution of the target sequence. We also conducted 
a human evaluation of the generated text, asking a group of fve 
experts to rate the quality of the text on a scale of 1 to 5, with 5 
being the highest quality. 

The Roberta and T5 models achieved a perplexity of 31.2 and 25.4, 
respectively, on the validation set (Fig 2). The human evaluation 
showed that the Roberta-generated text received an average score 
of 2.6, while the T5-generated text received an average score of 3.2. 

Figure 2: The perplexity of T5 for 14 epochs. An elbow shape 
curve starts from almost 1000 in the frst epoch to the best 
perplexity in epoch 7 and then goes the same. 

Our results suggest that the T5 model is more efective than 
the Roberta model in generating text similar to our dataset, as it 
achieved a lower perplexity score and received a higher average 
score in the typical human evaluation. However, the Roberta model 
still achieved a reasonable performance. 

One limitation of our study is the small size of our dataset, which 
we plan to increase in future work. The future work will be gen-
erating more data on diferent topics and making another survey 
with machine-generated text and evaluating it with people with 
dyslexia. 

6 CONCLUSION 
We have presented the challenges of dyslexia in accessing textual 
information and the importance of making information accessible to 
everyone. We have discussed various text modifcation techniques 
that can aid individuals with dyslexia, including font type, size, 
color, and simplifcation of text. Additionally, we have explored 
the potential of transfer learning and text style transfer technology 
to automatically convert standard written material into a more 
readable format for individuals with dyslexia. Our eforts to collect 
and verify a dataset for this purpose have been described in the 
data section. Overall, this work demonstrates the potential of using 
machine learning and natural language processing techniques to 
improve accessibility for individuals with dyslexia. 

For future work, we intend to make a more powerful fne-tuned 
model with a bigger dataset in hand to power an app to scan a page 
of text from a book and convert it to dyslexia-friendly text while 
also modifying the appearance of the text based on an individual’s 
preference. 
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APPENDICES 

A DATASET GATHERING PROCESS 

A.1 An example of AMT assignment 
The fgure below 3 displays a screenshot obtained from the AMT 
web page, which presents the essential information required by 
workers to carry out their tasks efectively. 

Figure 3: An example of an AMT request. The upper section 
displays information like the requester’s name and reward, 
while a link directs to the instruction section, which contains 
specifc guidelines for rewriting the passage. The image also 
includes the original passage, an input bar for workers to 
type their own rewrite, and a submission button. 

A.2 An example survey question 
The image 4 represents a survey screenshot, encompassing a para-
graph extracted from the GRE exam, along with three distinct ver-
sions of texts generated by AMT. Four options are provided for 
students with dyslexia to select based on their preferences. 
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Figure 4: The image depicts an example survey question. At 
the top, there is a specifc question presented. Below it, there 
are three rewrites of the same passage, each representing 
a diferent improvement. As participants progress through 
each question, the background behind the rewrites turns 
grey. To select their preferred improvement, participants 
can click on a scroll button next to each rewrite. Once they 
have completed all the rewrites, they can proceed to the next 
passage by clicking the blue arrow button. 

A.3 Questions in the survey. 
The table presented below (Table 1) displays the count of partici-
pants for each survey question, maintaining the same order as they 
appeared in the survey. 

Table 1: Number of participants for each question. 

Question participants 
What is your age range? 66 
On a scale from 0-10, how severe is your dyslexia? 60 
Is English your mother tongue? 63 
Passage (from Understanding Psychology) 39 
passage (from GRE) 35 
Passage (from Understanding Psychology) 35 
Passage (from Understanding Psychology) 33 
Passage (from GRE) 30 
Suggestions and feedback 7 
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