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## BACKGROUND

Heart disease has many predisposing factors. Genetics, lifestyle, socio-economic status have all been shown to play a role. ${ }^{1,2}$ The National Health and Nutrition Examination Survey (NHANES) combines data from interviews and physical examinations from approximately 5000 people each year in the United States. It is an excellent source for acquiring nationally representative data on known cardiovascular risk factors. By its nature, data on known cardiovascular risk factors. By ity nas missing
survey data, such as from NHANES, frequently has mind survey da
entries.

Multiple imputation with chained equations (mice) ${ }^{3}$ is robust statistical method available in the $R$ programming language that is designed to handle missingness. It involves an iterative approach in which missing entries in one variable are predicted by non-missing entries in other variables. The algorithm uses a Bayesian model that considers uncertainty about the missing data and produces several datasets, each with different possible values for the missing data. Each dataset is analyzed individually and then re-combined to form a complete dataset. ${ }^{4}$

## METHODS

We used the R statistical programming language to download and process anonymized NHANES data from the 2017-2018 data acquisition cycle. Several parameters known to have a bearing on cardiac health were analyzed. Multiple imputation with chained equations was implemented by the mice package ${ }^{3}$ in $R$ to handle missingness in the data ( $N=9254$ ) by generating five possible datasets (total $N=46270$ ) for each variable. Logistic regression was carried out as follows:
Dependent Variable:
Presence of Heart Disease (0 if no; 1 if yes. Defined by diagnosis of congestive heart failure, coronary artery disease, angina, and/or heart attack.)
Independent Variables

- Systolic BP ( mmHg )
- Diastolic BP ( mmHg )
- BMI (Body Mass Index, $\mathrm{kg} / \mathrm{m}^{2}$ )
- CRP (High sensitivity C-reactive Protein, $\mathrm{mg} / \mathrm{L}$ )
- HDL (High-Density Lipoprotein) Cholesterol ( $\mathrm{mg} / \mathrm{dL}$ )
- LDL (Low-Density Lipoprotein) Cholesterol (mg/dL)
- Triglycerides (mg/dL)
- Hgb A1c (Percent Glycosylated Hemoglobin)
- Monthly Income (\$)
- Family Size (number of family members in residence)
- Weekend Sleep Hrs (average nightly hours slept)
- Weekday Sleep Hrs (average nightly hours slept) Relative Had MI (1 $1^{\text {st }}$ degree relative with myocardial infarction, 0 if no; 1 if yes)

RESULTS
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Logistic Regression Formalism

$$
p=\frac{1}{1+e^{-t}}, \text { where } t=\sum_{i=1}^{m} \beta_{i} x_{i}
$$

$p$ is probability of event, $\beta$ represents each coefficient, $x$ represents each predictor variable

| Logistic Regression Results |  |  |  |
| :---: | :---: | :---: | :---: |
| Term | Estimate | Std. Error | p-value |
| (Intercept) | -8.72E-01 | 0.50839053 | 8.92E-02 |
| Family Size | -2.09E-01 | 0.0409547 | 2.66E-04 |
| Weekend Sleep Hrs | -1.14E-01 | 0.03651219 | 4.35E-03 |
| Diastolic BP | -2.47E-02 | 0.00290187 | 1.64E-10 |
| LDL Cholesterol | -1.96E-02 | 0.00177253 | $2.80 \mathrm{E}-11$ |
| HDL Cholesterol | -1.87E-02 | 0.00437651 | 4.15E-04 |
| Triglycerides | -2.14E-04 | 0.00049451 | 6.66E-01 |
| Monthly Income | -4.45E-05 | $2.828 \mathrm{E}-05$ | $1.45 \mathrm{E}-01$ |
| Body Mass Index | 2.28E-03 | 0.00749918 | 7.64E-01 |
| C reactive Protein | 6.78E-03 | 0.00581992 | $2.57 \mathrm{E}-01$ |
| Systolic BP | $2.09 \mathrm{E}-02$ | 0.00248793 | $1.28 \mathrm{E}-11$ |
| Weekday Sleep Hrs | $7.42 \mathrm{E}-02$ | 0.04328378 | $1.09 \mathrm{E}-01$ |
| Hgb A1C | $2.32 \mathrm{E}-01$ | 0.03734322 | 1.37E-08 |
| Relative Had MI | $1.11 \mathrm{E}+00$ | 0.11748119 | 3.93E-11 |
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## CONCLUSION

Greater family size, sleeping for a longer duration on the weekends, greater diastolic BP greater LDL cholesterol, and greater HDL cholesterol are negatively predictive of the presence of heart disease. A negative predictive relationship between IDI and heart disease as well as between diastolic BP and heart disease well as between diastolic BP and heart disease may seem counterintuitive, but their mean disease. This could be partially explaind by a disease. This could be partially explained by significant portion of this group adhering to a strict medication regimen of anti-hypertensives and statins.

Greater systolic BP, greater HgbA1c, and having a first degree relative with a history of myocardial infarction are positive predictors for the presence of heart disease.

Of all predictors, family size is the strongest negative predictor for heart disease. It is plausible that individuals with larger families receive greater social support, fostering a healthier lifestyle. In contrast, having a first degree relative with a history of myocardial infarction is the strongest positive predictor for heart disease, likely due to shared genetic and environmental factors.
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