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CHAPTER I

INTRODUCTION

1 1 Photovoltaics (PV) and Electric Utilities

Semiconductors truly brought about a revolution 1n the technology
for communicating and processing information a few decades ago But the
age of silicon st111 remains 1n full swing and 1ts technologic surprises
are st111 emerging One of them 1s the photovoltaic cell, which 1s made
of very thin layers of suitably doped silicon or other semiconductor
materials to convert sunlight directly 1into electricity Researchers
believe that this device can contribute a significant portion of the
electric power supply in U S, and 1n other parts of the world as well,
by the end of this century [1]

Photovoltaics (PV) continues to be the most promising renewable
energy technology with a potential to make a significant wmpact on the
future electric power generation mix  Aggressive research and develop-
ment have Ted to the growth of world-wide remote and consumer electron-
1cs markets for PV The awareness of the public and technical
communities has been sharpened 1n spite of the recent happenings 1n the
global energy scene Ut1Tity 1interest 1n photovoltaics 1s at a high
level and the experience being gained from the three MW-scale central-
station PV plants 1n California has been very encouraging and has built

up the confidence 1n PV as a technically viable generation option [2]
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Many specific technologies are sti111 competing and no clear winner
has emerged yet because of the wide variety of markets and their special
requirements. The world-wide accumulated production of PV approached
the 100 MW level towards the end of 1985 and 1t 1s expected to soar to
10,000 MW sometime during the 1990-1995 time period [2].

1.1 1 History

PV 1s not just a current fad, in fact 1t has a history older than
that of the space age. The knowledge of the fundamental principles
involved 1n the operation of PV cells predates Edison's 1ncandescent
lamp by about forty years Edmund Becquerel, a French physicist ob-
served 1n 1839 that "a small voltage was created when one of two metal
electrodes was placed 1n a weak conducting solution and the apparatus
was exposed to light" Nothing much was added to the knowledge of PV
effect unt1l the 1870's when 1t began to be studied 1n solids, specif-
1ically selenium (see reference 1)

The first selenium devices were demonstrating efficiencies of 1-2%
in the 1880s Selenium cells were used to photometric devices because
of their sensitivity to the visible Tight spectrum and they are sti11l
used 1n today's 1ight meters Early inventors had visions that selenium
cells would someday compete with the electric dynamo as a means of
generating large amounts of power The arrival of quantum mechanics 1n
the 1930s and, later, the field of solid-state physics which explained
how the cells converted sunlight directly into electricity, speeded up
the development of practical PV cells with higher efficiencies

In the 1950s, researchers at Bell Telephone Laboratories stumbled

on to the si1licon solar cell almost accidentally One group was working



to increase the efficiency of selenium cells when they were developing a
remote power source for communications equipment. Another, 1in pursuit
of a better rectifier, found that 1njecting mpurities 1nto silicon
mmproved 1ts electrical efficiency. A marvelously strong current was
generated, when the silicon rectifier was exposed to lTight  Soon Bell
researchers were demonstrating solar cells with 4% efficiency (see
reference 1)

The quest for wmproved silicon solar cells began 1n earnest and the
efficiency of experimental cells reached 6% by 1954, The world was
surprised at the news about Bell Telephone System's solar battery and
1ts fantastic possibilities for telephone service as well as for other
uses In spite of the achievement of 15% efficiencies 1n experimental
devices, the solar cell remained nothing more than a scientific
curiosity because 1t was very expensive and had to be handmade from very
high purity silicon

Almost mmediately after the Soviet satellite Sputnik was launched
in October 1957, the silicon cell was recognized as the best hope to
provide a few watts of on-board power for satellites with very 1ight
weight, cost was of 1ittle concern In 1958 when the American satellite
Vanguard went 1into orbit, 1t carried PV cells "The space age and the

s1l1icon era had begun 1n tandem"

1 2 2 Recent Developments

Research and development work around the world 1s pushing the
technology of solar cells closer and closer to 1ts Twmit Single-
Junction silicon cell efficiencies are approaching 21% 1n the

laboratory Amorphous cell efficiencies have crossed the 10% mark



Significant progress 1s being reported 1n the fabrication and
performance of multi-junction and heterojunction cells.

Design procedures for large and small PV systems to achieve fault-
tolerant and reliable operation have made strides. Encapsulation and
packaging have advanced to the level that 1t 1s now possible to expect
30 year l1ifetimes and performance goals 1n the near future.

Generation costs are being reduced by 1ncreasing efficiencies,
decreasing balance-of-system costs, and by decreasing cell and module
fabrication costs through mechanization This multi-pronged attack on
the most crucial aspect of PV 1s producing tangible results and 1s
making the realization of the cost targets a near-reality Utilities
have begun to look at PV from 1ts best angle -- 1ts ability to supply
energy during peak (or within 90% of peak) hours, unattended operation,
low maintenance, modular design, rapid construction and commissioning,
lack of harmful emissions, and absence of water requirements [2].

The world shipments of PV modules was 25 MW (peak) during 1984, of
which one-third (8 4 MW) was manufactured 1n the United States During
1985, nearly 18 MW of PV were installed 1in major electric plants 1n the
US They ranged 1n size from a few kW up to the 6 5 MW Carrisa Plains
plant 1n California By the end of 1985, world-wide accumulated produc-
tion of PV was approaching the 100 MW level This figure 1s expected to
increase to about 10,000 MW sometime during the 1990-1995 time period
2]

Recently, private 1ndustries, most notably ARCO Solar, have played
a significant role 1n the design, 1installation, and operation of MW-
scale terrestrial PV central-station systems The experience of

California utilities, Southern California Edison Company (SCE) and



Paci1fic Gas and Electric Company (PG&E), which have MW-size PV systems
on their grids has been very good and 1t has 1increased the confidence
that PV could be a viable generation option for utilities in the south-
western part of the United States in the next decade [3]

The performance of the Lugo plant has been monitored continuously
since 1t first went on 1ine 1n November 1982, It has provided an op-
portunity to examine the diurnal source of energy of a PV plant from the
util1ty view point [4]

Construction of Phase 1 of the Sacramento Municipal Utility
District (SMUD) plant has been completed and the system went on 11ine 1n
July 1984 It 1s the first large central-station PV plant to be de-
signed for and owned by an electric utility As such, 1t was specially
designed to maximize the plant value to SMUD The array field 1s rated
at 1 19 MW (dc) under standard test conditions. One line-commutated
inverter converts the dc output into ac for delivery to the SMUD 12 47
kV distribution grad [5].

Several 1nnovative design features have been 1ncorporated 1n
SMUDPVI resuiting 1n cost reduction, mproved electrical design, and
high performance from the power conditioner  Initial operating exper-
1ence 1ndicates compliance with design requirements and expectations
In particular, the power conditioning unit exhibited a net efficiency of
96 to 96 5% over most of the operating range, operating at a power
factor greater than 0 9 Total harmonic voltage distortion at the 12 kV
interface was 1n the range of 2 to 3% Detailed data on 1ts operation
have been collected since September 1984 but the information has not yet
been made available Meanwhile, the next 1 MW 1increment 1s nearing

completion at the same location [5]



Carrisa Plains Plant, constructed by Arco Solar on PG&E land, now
has an aggregate capacity of 6.5 MW and 1t was connected to the PG&E
grid on November 14, 1983. A novel technique employed 1n the construc-
tion of this plant enabled 1ts completion 1n about the same time as 1t
took for the Lugo plant [6]. Quantitative data on plant performance and
cost have not yet been released by Arco Solar.

Skyharbor concentrating PV plant, which 1s a 225 kWdc (nominal)
Fresnel-lens point-focus (33x) concentrator design went on Tine 1n May
1982, 1nterconnected with the Arizona Public Service (APS) grid. By
necessity, 1t 1s a two-axi1s tracking system. During the first year of
operation, there were many hardware and computer related problems and as
such 1ts performance to date 1s not representative of 1ts potential.
Energy production during the first year was about 60% of the expected
value of 440 MWh (ac), with a net capacity factor of only 13.5%. A 20
to 30% 1mprovement 1n the annual performance 1s expected during the next
few years [7]. APS experience 1ndicates that there are no major tech-
nical problems with PV plants 1n the area of grid-connected operation.

There are several 1intermediate (medium-size) PV experiments scat-
tered throughout the U.S. as well as Europe and the numbers are growing
rapidly (see reference 3). The purpose of these experiments 1s to
validate the technical viability of PV as a generation supplement under
a variety of operational and climatic conditions. Data from these
systems are providing valuable 1information and feedback for 1improving
the 1nstallation, design, planning, and operation of PV systems 1n
conjunction with existing utility grids. A selected list of medium-size

experiments 1n the U.S. 1s given below.



Agricultural water pumping system 1n Mead, Nebraska 29.3 kW
system, became operational 1in July 1977

Mt. Laguna radar site, California 49 6 kW system, became opera-
tional 1n August 1979.

Natural Bridges Monument 1n Utah 105 6 kW system, became opera-
tional 1n June 1980

Lovington Square Shopping Center 1in Lovington, New Mexico 90 4 kW
system, came operational 1in March 1981.

Beverly High School 1n Beverly, Massachusetts 90.4 kW system,
became operational 1in April 1981

Missi1ssipp1 County Community College 1n Clytheville, Arkansas 240
kW (electrical) and 625 kW (thermal) system, became operational 1n
September 1981

Wilcox Hospital 1n Kauail, Hawa1l 35 kW (electrical) and 230 kW
(thermal) system, became operational in January 1982

Oklahoma City Science and Art Center (Omniplex) 135 kW system,
tied to the Oklahoma Gas and Electric grid, became operational 1n
March 1982

BDM Building 1n Albuguerque, New Mexico 47 kW (electrical) and 280
kW (thermal) on rooftop became operational 1n July 1982

DFW Airport Solar Power System combined photovoltaic and photo-
thermal system, 27 kW (electrical) and 140 kW (thermal as 57°C
water), operating continuously from September 1982, to date No
significant performance degradation has been detected yet [8]
Georgetown University 1n Washington, D C PHENEF (Photovoltaic

Higher Education National Exemplar Facility) program to provide



utility-1interactive PV power for the Intercultural Center, completed

in Fall 1984
The commission of the European Communities has implemented a series
of 15 PV pilot projects ranging in size from 30 to 300 kW, with an
aggregate installed capacity of 1 MWp [9]. The systems are 1nstalled 1n
8 different countries, but with the same monitoring system. The pro-
jects were completed 1n the 1983-84 time frame and data are being gath-
ered to accumulate detailed information on cost, performance, operation,
reliability, and maintenance A11 the data are transmitted to joint

Research Center at Ispra for analysis.

1 1.3 Promises and Prospects

Foss1l fuels, nuclear fission, and hydroelectric generating plants
are expected to supply the bulk of the electricity needs of the United
States through the year 2000 However, sustained research and develop-
ment have resulted 1n steady 1increases 1n the efficiencies of solar
cells and 1n substantial decreases 1n photovoltaic (PV) module costs 1n
the recent past, pointing to a bright future for utility-scale applica-
tions of photovoltaics (see references 1, 7, and 10)

Uti111ty 1nterest 1n photovoltaic technology 1s steadily 1increasing
[11,12] and most of the future shipment of PV modules 1s expected to be
to utilities The emphasis of Federal support has shifted towards basic
research and away from 1large proof-of-concept experiments But the
Federal government continues to be one of the major players 1in determin-
ing the rate of growth of PV technology and use by 1ts plans to extend,

modify, or eliminate residential and business solar tax credits



The future of PV for terrestrial applications looks very bright
Single crystal and polycrystalline cells with cell efficiencies of 20%
and array efficiencies of 17 to 18% are expected to be commercially
available [13]. Sheet grown silicon arrays at $1/Wp and amorphous
s111con modules (operating at 9% efficiency) at less than $1/Wp are also
predicted to make their way into the PV scene. The coming years will
see many more of what EPRI calls "solid-state power plants" 1intercon-
nected with uti11ity grids in the Southwestern part of the U S first and

elsewhere later

1.2 Wind Electric Conversion Systems

and Electric Utilities

1 2.1 History

For centuries, human beings have been fascinated by the winds
sweeping across the earth. They have harnessed wind for useful purposes
for almost the same length of time. Windmi1ls and watermills were the
first engines devised by humans [14] First windmills were used for the
generation of electricity during the 19th century  Early developments
in this field took place most likely 1in European countries, notably 1n
Denmark, France, Germany, and Holland In Denmark, generation of power
from wind became a necessity due to a cutoff of 95% of their fuel supply
during the first and the second world wars Because of the early
successes, the neighboring countries -- England, France and Germany,
developed small and large wind systems for the generation of
electricity Almost all of the projects had to be abandoned because of

frequent technical problems and the high cost 1involved 1n their repair

[15]
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The 200 kW Gedser m111 1n Denmark (1956-1957), [16], the Best
Roman1 (800 kW) near Paris (1958-1963), [17], the 100 kW unit 1in Orkney,
U K. 1952-1956, [18,19], and 100 kW Hutter's system in Germany (1958),
[20,21] are among the Tlarge windmills built and successfully operated 1n
Europe.

In the United States, early significant works 1n this area were
initiated by Palmer Putnam 1n 1934 [22]. The Smith-Putnam's 1250 kW
wind plant was commissioned and built on October 19, 1941. The project
was abandoned just after one of 1ts blades broke off 1in March, 1945 and
1t was not repaired due to the subsequent preoccupation of the country
with World War II [23].

The o011 embargo of 1973, 1ncreasing consumption of energy during
the decade of the seventies, realization of the T1imitations of fossil
fuels, large 1increases 1n fuel costs, and public awareness of the envir-
onmental impacts of unrestricted consumption of fossil fuels have encou-
raged the 1nterest 1n wind power 1n the United States. A number of
parallel activities under 45 different projects on wind energy conver-
sion systems research development and design were 1nitiated by Energy
Research and Development Administration (now the Department of Energy)

along with NASA

1 2 2 Recent Developments

A recent EPRI survey (1979) 1indicated that 83 wind energy projects
were being conducted by 51 electric utilities 1n the United States [24]

For 1instance, Pacific Gas and Electric Co and Southern California
Edison Co have included wind electric capacities of 82 5 and 43 MW (n

terms of machine ratings) repectively 1in their generation expansion



plans for 1990. An agreement has been signed by Hawaiian Electric Co.,
Inc. to buy up to 80 MW (machine ratings) of wind-generated power by
1985 from a private firm which will retain ownership of the wind ma-
chines.

Federal wind energy program activity under DOE direction was de-
signed to be broadly based. Small wind machines with rated output less
than 100 kW sti111 represent an 1mportant area of attention for the
Federal program [24]. The primary focus 1s to learn about the perform-
ance, efficiency, dynamics, and other technical 1ssues associated with
the many small commercial machines that have been developed without
government funding.

Several megawatt-scale wind turbines which are generally the pro-
duct of aerospace technology are 1n operation today. They are producing
energy as well as valuable data on their long-term performance and
economics [25].

Over 100 active companies and 85 operating wind power stations were
reported by an EPRI-sponsored survey 1n 1983, According to the state
energy commission, 1n California, home to most of the wind turbines, an
estimated 500 MW would be on 1ine by the end of 1984.

Over 3,600 wind systems with a combined capacity of 239 MW
(1nstalled) were 1n the U.S. by the end of 1983. About 8,200 wind
turbines having a total capacity of over 613 MW were 1installed 1n the
U.S. at the end of 1984. Over 4,500 additional turbines with total
capacity of over 374 MW, were 1nstalled by the developers 1n California
and other states, by the end of 1984 [26].

Southern California Edison Co., PG&E, and San Diago Gas & Electric

Co. are the majgor utilities 1n the U.S. gaining experience 1n
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integrating wind energy from 1ndependent producers with their
transmission and distribution systems In addition, PG&E and SCE are
both 1nvolved 1n wind turbine testing programs of their own SCE 1s
testing four different machines at San Gorgonio Pass, including a 500-kW
vertical axi1s eggbeater-type turbine made by DAF Indal Ltd of Canada

PG&E 1s 1nvolved with a MOD-2 near the Carquinez Straits northeast of
San Francisco (see reference 25).

The wind 1ndustry had an excellent year 1n 1985  About 5,000 wind
turbines with a total 1installed capacity of 485 MW were 1installed 1n
California By the end of 1985, an estimated 13,189 wind turbines with
a total capacity of 1,098 MW, had been 1nstalled on windfarms 1n
California

The electrical energy production by wind farms has shown a dramatic
increase  The total generated electricity amounted to 632 2 x 10% Kkuh
by the California's windfarms 1n 1985 alone  This amount of energy 1s
more than triple the 183 2 x 106 kWh generated by the wind farms 1in the
same state 1n 1984  According to the number of turbines 1installed, by
the end of 1985, the total combined generated energy of the windfarms
should eas1ly exceed 100 kih n 1986 [27]

PG&E 1s one of the largest 1invester owned utilities 1n the U S ,
serving the demands of 3 5 x 100 electric customers 1n addition to 2 9 x
10° gas customers, set a new all-time area peak demand load of 16,507
MW, 1n July 9, 1985 0f this, 7% energy mix needs were expected to be
supplied from alternative sources 1ncluding wind and solar This
contribution 1s projected to 1increase to 27% of the utility's need 1n

1995 [28]
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Obviously, wind-electric conversion 1s considered seriously as an
alternative by PG&E. Conceptual design of windplant, pooling the
resources of many engineering departments, namely, Engineering Research
Department and Generation Planning and Siting Department has already
begun by the company. It 1s also estimated that there were 5,503 wind
turbines, with total capacity of 524 MW, 1installed 1n the PG&E's service
at end of 1985 [28].

SCE 1s another major electric utility 1n U.S., which have installed
about 7,686 wind turbines having a total capacity of 574.3 MW 1n 1t's
territory. Of these, 95% were connected to the grid, and the rest 1s
expected to be on-11ne soon (see reference 27).

Several European countries and Canada also have substantial wind
turbine development programs. Research and development program 1n
Canada has focused mainly on vertical axis machines. Megawatt-scale
horizontal-ax1s designs are main focus 1n Sweden and West Germany.
Industrial firms for the Kernforschungsanlage Zulich (KFA), which
manages the German wind program, built the Growian I (3-MW, 100-m-rotor
machine near Brunsbuttel), and the Grawian II, near Bremerhaven which
boasts the world's largest single-blade turbine. The Growian I, boasts
the world's Tlargest-diameter rotor and features a variable-speed gen-
erator.

Several hundred machines 1n the 50-kw range were operating through-
out Denmark by 1983. Two 630-kW wind turbines at Nibe, are being oper-
ated by the Danish utility Elsam. Although Denmark was frontrunner 1n
wind turbine technology, at present 1t 1s 1nvolved only with smaller

designs compared to Sweden's and Germany's megawatt-scale machines.
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A multiturbine development on the 1solated Orkney Island power
system has been planned by the United Kingdom as a major step in devel-
oping wind resources A 250-kW, 20-m-rotor turbine has already been
placed 1n operation by an 1industrial group of aerospace, energy, and
construction firms, and a 3-MW, 60-m design was scheduled for completion
1in 1985 Two other large turbines are planned at the site for future.

Other nations, notably Australia, Brazil, France, Japan, the
Netherlands, and Norway have significant, but more-modest and less-

advanced, wind energy programs

1.2.3 Promises and Prospects

A combination of economic, technical, and political factors has
pushed further 1nto the future the time when large, megawatt-scale wind
turbines may be considered as a viable commercial electric power genera-
tion technology until the achievement of technical advances 1in the
technology of large turbines  Current test and refinement programs on
existing large turbines are necessary not only to improve them but also
to achieve the 1insights which can be helpful to advance the technology
of smaller turbines [25]

The amm of the Federal program 1s to reduce wind generation costs
down to competitive levels. Focussing on simple machines with improved
performance, 1nexpensive flexible towers and cheaper rotor blades and,
eventually, mass production 1s the major thrust to reduce capital costs

Although 1n some parts of the U S wind-electric generation 1s used
to generate valuable energy and experience as well, the technology
should sti111 be considered as 1n the R&D stage  Almost all wind tur-

bines have experienced some mechanical problems, and maintenance as well
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as operation costs have been high. In spite of all of the problems with
some wind systems and other disappointments, there remains cause for
optimism that wind generated electricity could be competitive 1n certain

selected regions of the world with good wind regions.

1 3 Forecasting Concepts Applied

to Power Systems

Electric utilities have been 1interested in power system load fore-
casting for many years Recently 1t has become one of the major re-
quirements 1n effective and efficient power system planning  The rea-
sons for this are as follows

1 The growing complexity of power systems.

2. Increasing consumer demands

3. Rapid 1ncreases 1n the cost of o011 as well as other fuels

An appropriate load forecast 1s the basis of all utility plan-
ning In fact, load forecasts are the starting points of most operating
and planning decisions such as generation expansion, 1ncluding the
integration of alternative power generation schemes such as photo-
voltaics and wind-power generation 1n electric utilities.

Unconventional power generation systems differ significantly from
conventional utility equipment  Consequently, under high penetrations,
they may cause 1nadequacies 1n the existing Toad forecasting techniques
normally employed 1n traditional utility systems work Such 1nad-
equacies may cause severe problems 1n the planning and operation of the
system from the view points of economics and reliability [29]

The necessity of prior knowledge of the load 1s critical from the

design, operation and control points of view for the utility system
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since they are responsible to meet the power demanded by their consumers

1n a reliable manner.

1.3.1 Role of Forecasting

The usefulness of any 1load forecasting technique depends on 1ts
abi1l1ty to supply information for the following tasks [29,30].

1. System and generation planning.

2. Transmission and distribution planning.

3. System operation and revenue forecasting.

4., Unmt commitment and economic dispatch.

5, System security.

Many diverse 1ssues, 1ncluding load forecasts, must be considered
1n making generation planning decisions. Determination of generation
add1tions based on the required reserve margin (difference between net
system capability and system peak load) 1s frequently done by using
estimated future peak loads.

In making assessments 1n the areas of transmission planning, load
flow, transient and dynamic stabilities, short circuit calculations as
well as reliability analyses, the 1mportance of the role of load fore-
casts should be kept 1n mind (see reference 29). For these, loads have
to be specified 1n more detail. For 1nstance, the specification of real
and reactive load components simultaneously at a number of bus locations
are required for load flow studies [31], and the necessity of the char-
acterization of the voltage and frequency dependence of loads are ob-
vious 1n transient stability analyses [32].

Both energy and maximum-demand forecasts are necessary for planning

from an economic point of view and for determining schedules for
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1investments 1n additional generation and transmission to provide quality
service to customers [33].

Forecasts of future sales play an important role i1n the financial
health of a utility. They allow the establishment of consumer rates
which provide a feasible return on the utility's 1nvestment and to
permit the financing of further construction and development of 1ts
system,

It should be emphasized that distribution load forecasting 1s more
difficult than overall system load forecasting due to the following
reasons [34].

1. Distribution forecasts have to consider the timing of Tload
growth, and the specific location and size of areas.

2. Much more data are necessary for distribution forecasts because
small geographical areas and 1ndividual large consumers should be con-
sidered separately due to the great amount of fluctuation 1n load growth

patterns.

1.3.2 Types of Load Forecasts Based on the Time

Periods Considered

Forecast should be accurate and comprehensive as well. Typically,
the accuracy of a forecast decreases with increasing time lead.

Load forecasts over a few minutes to a few days ahead are helpful
1n addressing maintenance scheduling problems for handling unit commit-
ment and economic dispatch as well as security analysis such as on-line
load flow solution [34,35].

Energy forecasts over a period of a few weeks to several years or

more contribute to the study of revenue forecasting.
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The majority of load forecasting 1s done over a period of one or
two years, with the establishment of budgets for distribution construc-
tion on an annual basis In order to determine a preliminary basis for
allocating resources and to meet the system load projections, a forecast
over a five-year period 1s required. Establishing an overall expansion
plan and early purchase of substation sites and right-of-ways are de-
pendent upon Tlong-term distribution forecasts covering a period of ten

to fifteen years [36]

1 4 Literature Survey

The purpose of this section 1s to summarize and present a brief
review of some of the recent 1literature on the latest technical and
economic developments, particularly 1n photovoltaics, with special
emphasis on the topics of potential 1interest to the electric utility
companies, especially on load forecasting in the presence of alternative
power generation technologies, and to put the problem under study 1in

proper perspective

1 41 Alternative Power Generation Technologies

Despite the potential of alternative energy sources to supply a
part of the global energy needs, historically, interest 1in such sources
and systems has been only minimal and sporadic until recently

The term alternative energy sources 1include different manifesta-
tions of solar energy (solar radiation, solar heat, biomass, and falling
water), geothermal, and sometimes even nuclear (fission as well as
fussion). However, this dissertation considers only photovoltaics and

wind energy conversion 1n the context of how they influence utility Tload
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forecasting. The reason for thi1s focus 1s that the power generated by
these two means 1s highly variable and could adversely affect utility
planning based on load forecasting under high penetrations. In con-
trast, the outputs of cogeneration plants utilizing biomass and other
resources are "schedulable".

The background, status, and prospects of photovoltaics and wind
energy conversion have already been discussed 1n earlier sections of

this chapter.

1.4.2 Load Forecasting

Power demand (load) forecasting 1s a very difficult task because of
the sensitivity of load to environmental phenomena (e.g. weather, tem-
perature) as well as to fluctuations 1n the economy. Many approaches
have been used 1n electrical Toad forecasting, each with 1ts own limita-
tions, advantages and disadvantages that determine their applicability
[37-39].

Reyneau [40] was the first to realize the necessity of considering
demand (load) forecasting 1n a power uti1lity at a time (1918) when most
utiTities were 011 or coal fired with quite low load densities.

Christiaanse [41] used exponential smoothing by emphasizing the
analysis of load data and developed an algorithm for short-term hourly
load forecasting. Several other researchers, notably Gupta (see refer-
ence 33), Keyhani1 [42], Vemuri, et al [43], and Meslier [44], used time
series analysis and Box-Jenkins methods to forecast future Tload
[45,46]. Sensitivity of the load demand to weather has been considered

by Thompson [47], and Keyhan1 and Mir1 [48].
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Recently, W1ll1s [49] used two-dimensional spatial frequency anal-
ysi1s to the power system configuration In this approach, both the load
forecast and 1ts error are treated as 1mages, or two dimensional sig-
nals. He also employed the trending method and used clustering of
historical lToad at the small area level in the forecast algorithm to get
better results over normal curve fit method [50]. In addition, he
extrapolated load growth for distribution planning [51].

The most recent load forecasting research has been done by Willis
and Tram [52] for use 1n transmission planning They have 1nvestigated
two aspects (1) the effect of forecasting error on transmission system
planning, the (11) procedures required to generate forecasts The1r
major conclusions are reproduced below.

Future substation loads are a function of both decisions 1n
future distribution planning and also of the changing nonuni-
form geographic distribution of load. Spatial correlation of
error 1s as 1mportant 1n determining impact as 1n the average
magnitude of the errors The transmission system planned from

an 1ncorrect forecast may function but fail to meet contin-
gency criteria

1 4,3 Load Forecasting in the Presence of

Alternative Power Generation Technologies

Considerable work has been done 1n recent years on the problem of
ut1lity electrical load (demand) forecasting. A1l these methods assume
that only conventional generation sources are present So far, not much
attention has been given to the effects of the presence of alternative
electric power generation such as photovoltaics and wind power genera-
tion, on utility load forecasting.

The application of classical forecasting techniques to load fore-

casting including the 1ntegration of new energy technologies, problems



21

arising due to the presence of new energy technologies, and the neces-
s1ty of modifying demand load forecasting models have been brought up by
the most recent works of Camerford and Gellings (see reference 37), Fink
and Feero [53], Ruane and Finger (see reference 29), Bose and Anderson
[54]1, and Chalmers, et al [55]. Time series analyses have been used to
simulate hourly global radiation sequences [56], and to suggest a model
to forecast solar radiation data [57]. Time series models have also
been used to simulate and forecast wind speed and power output of wind-
electric conversion system [58], to determine a model for wind speed
[59], and to analyze wind stream and turbine power [60]. These topics
will be discussed further 1n the forthcoming chapters because of their

relevence to the present effort.
1.5 Problem Statement

Several new electric generation technologies are being 1introduced
at present by homeowner and businesses under encouragement from PURPA
(Public Utility Regulatory Policies Act) and the number of systems
coming on line 1s growing very fast.

As the penetration of new generation technologies 1increases, their
presence w1ll have to be considered 1n load forecasting. This 1s the
problem studied in this work.

Photovoltaics and wind-electric systems depend on renewable resour-
ces (solar radiation and wind) which have 1nherent short-term varia-
tions. They violate almost all the assumptions made 1n analyzing
conventional generation systems. Their power outputs are highly vari-
able because they depend on meteorological factors, 1t 1s difficult to

control power quality, output and demand are weather dependent and so
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they both are correlated to some extent, and systems can be built 1n
small units colocated with the load and therefore distributed throughout
the grid. Finally, they can be 1nstalled by customers as well as by
utilities.

These two technologies (PV and wind-electric) have the highest load
forecasting barriers among all the new generation technologies being
considered at the present time.

From the PV system point of view, the first step 1s to derive an
algorithm to calculate PV output under variable 1nsolation, temperature
and wind speed conditions 1n the form of a time series designated as
“PVTSALGO".

Tne output of this algorithm, along with the output of wind
electric systems are used to forecast the "net" demand of a utility 1n

the presence of photovoltaic and wind electric systems.

1.6 Method of Analysis

To reach the goal of assessing the impact of grid-connect PV and
wind electric conversion systems from the load forecasting point of
view, the following step-by-step procedure will be followed.

(1) Develop an algorithm to calculate PV system output under
variable 1nsolation, temperature, and wind speed conditions. Also
review and formalize the method to calculate wind electric conversion
system (WECS) output.

(11) Employ the algorithm developed 1n (1) 1n conjunction with
univariate time series analyses to forecast the 1nsolation, ambient
temperature, and wind speed to calculate (forecast) PV system output for

both two-axis flat-plate and concentrator systems The final forecasts
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of "net" demand are obtained by subtracting the calculated PV system
output from the load forecast.

(111) Calculate PV system output for both two-axis flat-plate and
concentrator systems from raw historical data first and then forecast
these outputs using suitable models. Once again, forecasts of the final
“net" demand are obtained by subtracting the sum of the calculated PV
output from the load forecast.

(1v) The historical "net" demand which 1s equal to the actual
demand minus the PV output 1s calculated and wi1ll be used as final data
to forecast the future "effective" demand.

(v) The steps outlined 1n (11) through (1v) will be repeated for
the case of grid-connected PV and wind electric conversion systems to
calculate (forecast) final "net" demand on the utility.

(v1) Study the 1mpact of temperature on load and 1ts effect on the
forecasting modeling procedures by using multiple time series analyses.

The hourly load and temperature data used 1n this study were pro-
vided by the Public Service Company of Oklahoma (PSO) and the rest of
the data were obtained from Solmet tape [61].

The results will be tabulated and presented i1n the form of families
of curves. Moreover, these tables and curves should be discussed and
some useful conclusions will be drawn which may be helpful 1n planning
studies. Further, this study will also form a good background for

further research work and refinements that are yet to come.

1.7 Organization of the Thesis

Chapter II summarizes the mpacts of alternative electric power

generation on the utility system, brought about by the significant
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differences between conventional and wunconventional technologies.
Ut1l1ty-related 1ssues, impacts and concerns as well as barriers to load
modeling and load forecasting are also discussed.

Chapter III presents an approach and develops an algorithm to
calculate PV system output under variable 1insolation, temperature, and
wind speed conditions 1n the form of a time series, designated
"PVTSALGO". This algorithm has been tested and used to calculate the PV
output for different sets of selected data. Calculation of the power
output of a wind electric conversion system 1s also discussed in this
chapter.

Chapter IV develops models to calculate and forecast the net-demand
by using univariate time series analyses 1n the presence of PV for two-
ax1s tracking flat-plate and concentrator systems. Next the case of PV
and wind existing together 1s considered. The 1nclusion of the impact
of temperature on load by using multiple time series analyses 1s also
discussed.

Concluding remarks and suggestions for further work are given 1n

Chapter IV, followed by a 1i1st of references and appendix.



CHAPTER II

THE IMPACT OF ALTERNATIVE ELECTRIC
POWER GENERATION TECHNOLOGIES ON
A UTILITY SYSTEM

2 1 Distinguishing Features of Alterative

Power Generation Technologies

Since the early seventies when the price and Timitations of fossil
fuels as well as the quality of the environment became public 1ssues,
alternative electric power generation has become a topic of world-wide
interest Unti1l economical and reliable energy storage and reconversion
systems are available, large-scale use of most of the alternative energy
sources w11l be 1n the form of conversion to electrical energy, to be
pumped 1nto an existing utility system The 1mpacts of such grid-
connected operation on the electric utility are discussed in this chap-
ter ‘

The new (alternative) technologies are substantially different from
conventional generators used by electric utilities Many of the assump-
tions made about electric power generators and loads 1n traditional
models of electric power systems may be violated by one or more aspects
of unconventional generating systems Examples of the assumptions
involved are enumerated below

1 Electric power generators are not intermittent, they are dis-

patchable when they are not on maintenance

25



26

2 High quality (utility-grade) three-phase power with a control-
lable power factor 1s produced by conventional generators.

3 The power generated 1s essentially 1independent of the weather
conditions and demand.

4 Conventional generators are built 1n large units (100 to 1500
MW) and they operate very efficiently (> 95%). They are typically
located at some distance from the Tload.

5. A1l new capacity 1s planned and constructed by the utilities
themselves.

6 The uti1l1ty controls all the electric power generated

Unconventional generation systems greatly differ in their attri-
butes as compared to conventional electric power generators. Such
attributes can present special design and analysis difficulties for
utiT1t1ies whose existing planning and operation methods have been de-
signed based on conventional generation Every new technology with
potential load modeling and forecasting barriers differs from conven-
tional generation 1n one or more of the following aspects scales of
units, 1ntermittent operation, correlation with load, ownership, dis-

patchability, power quality, and load shifting (see reference 29)

2 1.1 Small Scale

In contrast to conventional systems (which have exhibited economies
of si1ze with a minimum of about 100 MW), the new technologies, such as
wind, photovoltaics, fuel cells, and batteries have no clearly defined
minimum economic size The small scale of the alternative technologies
has several wmplications First, the units do not need to be located at

a central location far from the load, they could be co-located with the
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load 1n many small units Second, 1n contrast to the all-or-nothing
capacity additions associated with large thermal units, alternative
generation capacity might be constructed in small 1increments 1n response

to 1i1ncreases 1n the load.

2 1.2 Intermittent Qutput

Two basic assumptions (introduced earlier) are made 1n the modeling
and operation of electric power systems. The first one 1s that system
operators can 1increase the power output of a conventional generator up
to 1ts rated capacity at any time  Another assumption 1s that a con-
ventional generator can generate power at any time except when 1t 1s out
on maintenance or repair These two assumptions could be violated by
the intermittent power output from some of the alternative generations,
specifically solar and wind Both wind and insolation have short-term
variations and strong daily as well as seasonal variations, 1n addition
to being dependent on weather conditions Consequently, they are

uncertain and uncontrollable

2 1 3 Correlation of Generation with Demand

The main advantage of solar and wind systems 1s that their incre-
mental energy cost 1s essentially zero As such, the output of solar
and wind systems 1s used whenever 1t 1s available  Consequently, the
original demand minus the new generation would be the net demand on
conventional generators

UnTike the assumption that load forecasting and power generation
studies can be undertaken 1ndependently 1n the case of traditional

systems, 1n the case of unconventional systems, power generation 1s
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dependent on meteorological effects Unconventional power generation 1s
correlated with components of the load

Load frequency control (LFC) raises and lowers conventional genera-
tion to make 1t follow the load by sending control signals once every
few seconds The necessity of having generation under control 1s
obvious and conventional generators have adequate response rates to
follow the load (see reference 54).

If the outputs of alternative energy systems are not controlled or
monitored, their effect will be seen by the LFC as negative load. As
mentioned earlier, the effective or net load 1s the actual Toad minus
the new generation. While the actual Toad could be followed adequately
by the response rates of conventional generators, 1t may not be possible
to follow the effective or net load when sufficient alternative genera-
tion 1s present

The output variations (and response rates) of some of the unconven-
tional generators could be much faster than those of conventional gen-
erators and 1n high penetrations the random effects of the outputs of
alternative energy systems cannot be followed by conventional genera-
tors.

This points to the desirability of putting the new technol-

ogiles under control An added advantage 1s that the high
response rates, which 1s a disadvantage when not controlled,

can then be used to obtain better following of the actual

load This 1s a benefit for systems that have mainly thermal
generation today as they have difficulty 1in providing good
regulation (see reference 54)

To consider the control of the new technologies, two different

characteristics must be taken 1nto account First the unit si1ze of some

of these sources 1s very small (in the kW range) Second, the1r
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response can be considered instantaneous These 1ssues point to the use
of block control where many of these generators are switched together
Such a control could be 1nstalled easily 1n a central plant, but 1s not
easy when the sources are highly dispersed.

The availability of power from the new technologies 1s the main
problem hindering their control. For 1instance, 1t 1s not possible to
count on solar and wind energy resources for a significant amount of
regulation Therefore, sufficient response must be available from other
sources during nighttime, cloudy, or calm periods In this case the
control of alternative energy sources provides no advantage. The 1n-
stallation of adequate amounts of storage devices such as batteries with
fast response 1s one possible solution to this problem, but the cost 1s
prohibitive at present However, storage devices could be used for
control when the new generation sources cannot generate power.

Although the regulation of a thermal generation system can be
mmproved by using the instantaneous response of some of the unconven-
tional technologies, 1t must be mentioned that the LFC cycle 1s a slow
one, specially 1f long communication delays are involved At present,
power systems utilize the stored energy 1in the 1nertias of the rotors
for 1mmediate regulation 11n the case of major disturbances Because
most of the alternative technologies do not have this 1nertia and the
associated reserve energy, the resu]lt might be poor regulation for
changes that exceed this storage reserve The traditional stored energy
w111 be reduced relative to system si1ze i1n the case of high penetrations

of the new technologies
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2.1.4 Ownership

The ownership 1s the one of the factors which affects the control-
lability of the new technologies. The Public Utility Regulatory
Policies Act (PURPA) encourages dispersed ownership to generate power
and to sell the excess to the utility. But the question of the rela-
tionship between the uti1lity and the owner 1s left open. Some of the
new generation methods do exhibit economies of scale that make power
generation with small capacities economically viable.

The above 1ssues allow decisions of how much capacity to construct
and when to construct under the control of both the consumers and the
utility. The decisions made by the consumers present 1increased load
variability on the utility. It 1s necessary for the electric utilities
to predict the actions of the consumers and also to 1nfluence their

action to design and operate the system efficiently.

2.1.5 Economic Dispatch

At present, almost all generators are controlled from a central
dispatch control center to match the power generation with the demand
But 1t 1s not clear that this will be the case for the alternative
energy technologies. Depending on the technology and the configuration,
new technologies may or may not be dispatchable.

Since dispatching boils down to dividing up the new load among the
traditional generation sources, those new technologies which are not
under utility control do not affect economic dispatch.

Several different factors have to be considered 1f the new energy
sources are under utility control. Since the 1incremental generation

cost 1s zero for new technologies utilizing renewable energy sources,
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they should be dispatched completely. The exception among those are the
units being utilized for regulation.

Other technologies such as fusion, MHD, biomass, and OTEC, are
1ndistinguishable from traditional technologies from the dispatchability
point of view.

Small-scale electric generators such as hydro and cogeneration may
or may not be dispatchable depending on their ownership and the agree-
ments (1f any) between uti1lity and owners. Although the utility does
have 1ndirect control through purchase agreements and/or through time-
of-day and buy-back rates, the ultimate decision to generate or not lies

with the owner and not with the utility.

2.1.6 Quality of Power

Three-phase, 60 Hz, alternating current at standard voltage with
controllable real and reactive powers 1s generated by conventional
generators. Some of the new technologies such as photovoltaics and fuel
cells generate direct current.

In order to be 1interconnected with the grid, the dc output must be
inverted and synchronized with the utility grid. Utilities have been
able to set safety and quality standards for the power sold to them by
owners via PURPA. The potential effects of a large number of small
generators on distribution feeders are yet to be fully 1nvestigated.
Wind energy systems employing 1induction generators or line-commutated
inverters 1n particular pose a special problem due to their reactive

power requirements.
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2.1.7 Load Shifting

A customer may shift his or her demand to match the output of the
user-owned new generating unit. If a buy-back agreement exists with the
utility and 1f the customer receives a fair rate for the power, load
shifting 1s unlikely to occur because the user will be 1ndifferent

between generating and buying power.

2.2 Utility Concerns and Related Issues

The 1ntroduction of a new power generation technology such as
photovoltaics and wind electric generation 1nto an existing electric
ut1l1ty system requires the consideration and resolution of several
1ssues. They are categorized and listed below (see reference 7).

1. Planning 1ssues

a. Capacity displacement
b. Energy displacement
c. Influence on load forecasting
d. Generation mix optimization
e. T&D system design
2. Operational 1ssues
a. Impact on overall system reliability
b. Influence on reserve margin required
¢ Maintenance and repair
d. Dispatch
e. Weather forecasting and 1ts use
3 Institutional 1ssues
a. Siting

b Safety



33

c. Ownership
d. Environmental impact
e. Financing
f. Rate structure
g. Incentives -- tax, depreciation, etc.
4. Hardware 1ssues
a. Performance characteristics of, as an example,
(1) PV modules and panels
(11) Aeroturbines
(111) Power conditioning and 1nterface components
(1v) Trackers (1f any) and other ancillaries
(v) Existing system as seen at the 1interface point
b. Cost
c. Lifetime and survivability under severe weather conditions
d. Plant construction
e. T & D construction
It 1s difficult to address all the utility-related 1ssues 1n one
subsection. Therefore, certain key 1ssues are 1dentified and progress
made 1n these areas are discussed i1n some detail. For example the
usefulness of central-station PV plants to a utility primarily depends
on the following factors
1. Generation cost as compared to the alternatives,
2 Match between PV plant output and the system peak demand and
3. Ability to 1integrate with the rest of the system without any
deleterious effects.
Generation costs can be decreased by lowering module costs and by

increasing efficiencies. PV module costs have been steadily coming down
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and cell efficiencies are being 1ncreased by pushing the technology
closer and closer to 1ts physical Timit

Pacific Gas and Electric Company (PG&E) has been conducting a
series of experiments 1n 1ts San Ramon and Davis test facilities 1n
California on the performance of different types of PV modules [62,63]
and on the influence of different tilts and azimuthal orientations (see
reference 6) on the power output profile One of the wmportant conclu-
sions was that the output of an array oriented 60 degrees west-of-south
with a 30 degree t11t 1s a good match to PG&E's peak demand period, with
a distribution close to global tracking and better than direct normal
In addition, the gain 1n energy 1in summer months (when 1t 1s most needed
and valuable to the utility) 1s greater for a 30 degree ti11t 60 degrees
west-of-south orientation than for a 30 degree tilt with due south
orientation

The capacity factor of a photovoltaic system computed on an annual
basis 1s not a very good 1ndicator of the match to the system load,
especially in the case of summer-peaking utilities A better 1indicator
can be estimated by calculating the capacity factor of the PV system
during the periods when the load 1s within 90% of the daily system peak
and considering only weekdays Such a calculation for the IMW Lugo
plant connected to the Southern California Edison (SCE) grid 1n
California gives a value of 72% during the months of May and June,
considering only the weekday time periods between 11 am and 5 30 pm

The experience of California utilities, SCE and PG&E, which have
MW-s1ze PV systems on their grids has been very good and 1t has 1n-
creased the confidence that PV could be a viable generation option for

utilities 1n the southwestern part of the United States 1in the next
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decade. These plants have essentially zero operation and maintenance
costs, are operated largely unattended, and generate significant amounts
of electrical energy, close to the predicted values. The absence of
surprises bodes well for the future of central-station PV systems as a
source of utility-scale bulk electric power generation. The performance
of existing central-station PV projects 1n California and related 1ssues
were discussed earlier 1n section 1.1.

Ongoing activity 1n windpower 1ndicates 1ts feasibility 1n parts of
the world endowed with good wind regimes. The results of several major
research efforts to evaluate the value of wind energy conversion systems
to about 14 electric utilities 1ndicate that the WECS breakeven cost
value 1s highly dependent on several factors wind resource, utility
generation mix, assumed WECS penetration, and time of WECS 1installation
[64].

Operation of MW-si1ze windfarms 1n California, with SCE and PG&E 1n,
particular, has been a very positive experience and 1t has increased the
confidence that wind could also be a good alternative source of electric
power generation for utilities in the United States. However, many of
the utility concerns discussed 1n the context of photovoltaics are
applicable for wind electric systems also. Important examples of such
concerns 1nclude the ramp rates required of conventional generators,
effect on reliability, capacity credit, impact on system stability 1n
the case of sudden large variations 1in their output power, reactive
power consumption 1n the case of 1nduction denerators, safety,

1slanding, and a host of economic concerns.
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2.3 Barriers to Load Modeling and Load

Forecasting

The technologies and their attributes that create the highest
potential for causing load modeling and load forecasting difficulties
have been presented 1n detail 1n the previous sections. Table 2.1
categorizes the new technologies based on the relative levels of antic-
1pated carriers.

Fusion, MHD, geothermal, fuel cells, solar power satellite systems
(SPSS), and ocean thermal energy conversion (OTEC), rely on traditional
fuels or energy sources which are renewable on long time-scales or
available at all times and therefore do not show any serious short-term
variations. Large centralized plants are required for these technol-
ogies and they are expected to be utility owned, and dispatched. These
technologies are similar to conventional generation from the view points
of load modeling and forecasting.

Other technologies such as compressed air storage and underground
pumped storage operate 1like pumped hydro systems. Storage has been
studied for many years and presents no new load modeling and forecasting
barriers.

One new technolgy, customer thermal energy storage, affects loads
by shifting thermal and electrical demands in time. It 1s not intermit-
tent, does not generate any power and can only be influenced by rates or
connection agreements.

Small-scale hydro and biomass conversion systems depend upon re-
sources that are renewed seasonally and therefore are similar to the
hydro-electric technology which 1s widely used and well-integrated 1into

many electric utilities. The main difference 1s 1n the ownership and 1n
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the scale of units. Cogeneration systems using fossil fuels also come
under small-scale non-i1ntermittent privately-owned technologies.

The last category of alternative energy technologies depend on
short time scale renewable resources such as wind and solar. They
violate almost all the assumptions made 1n traditional models. Power
output 1s not consistently available because 1t 1s dependent on meteor-
ological factors, 1t 1s hard to control power quality, output and demand
are weather dependent and so are both correlated to some extent, and
they can be built 1n small units co-located with the load. Finally,
they can be 1nstalled by customers as well as by utilities. Customer-
owned intermittent small-scale devices can satisfy local load as well as
producing power for the utility. Such generation systems present the
highest barriers for load modeling and load forecasting. This disserta-
tion focuses on these technologies 1n the context of short term load

forecasting.



TABLE I
CATEGORIZATION OF NEW TECHNOLOGIES
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No Load Modeling Barriers

Low

MHD

Fusion

Fuel Cell

Ocean thermal energy conversion
Geothermal

Solar Power Satellite

Load Modeling Barriers
Battery

Compressed air

Underground pumped storage
Small-scale and mini-hydro
Biomass

Cogeneration

High Load Modeling Barriers

W1ind

Photovoltaic

Solar thermal power

Solar heating and cooling

Customer thermal storage

Source  Kuliasha, M A and Reddock, T W Editors

"Research Needs

for the Effective Integration of New Technologies 1into the
Electric Utility," Oak Ridge National Laboratory, Report No

CONF-820772, July 1982



CHAPTER III

MODELING THE OUTPUT OF AN ALTERNATIVE
ELECTRIC POWER GENERATION SYSTEM

3.1 INTRODUCTION

Over the past decade, many researchers have contributed to the
analysis of the effects of penetration of new electric power generation
technologies (PV and WECS) 1nto electric utilities and to the develop-
ment of models 1n the context of performance prediction and forecasting
(see reference 29, 37, and 53-60). However, very little work has been
done on the use of these results to study the impact of the penetration
of new generation technologies on electric load forecasting.

One approach to find a solution to the problem under consideration
1s to develop a time-series model for each of the significant variables
involved and use them i1n the forecasting process. Therefore, the neces-
sity of deriving an algorithm to calculate PV system output under vari-
able 1nsolation, temperature and wind speed conditions 1n the form of
time series 1s the first step 1n the study of load forecasting 1n the
presence of PV. Similar statements apply when wind electric systems are
present either alone or alongside of PV,

The next section develops an algorithm, called "PVTSALGO", for the
output of a PV system 1n a time series form. This 1s followed by the
development of a time series for the output of a wind electric system

from known wind speed and performance characteristics These series are
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used 1n the next chapter to forecast the load on the electric utility
under study 1n the presence of these new electric power generation

technologies.

3.2 Time Series Model for the OQutput of

a Photovoltaic System

In this research, central-station PV systems connected to an elec-
tric utility grid via power trackers and power conditioners without any
intermediate energy storage and reconversion are considered.

In contrast to conventional generation systems 1n which the 1input
depends on the output, the 1nput to a PV system 1s fixed by external
factors such as cloud cover, location, time of day, etc. Consequently,
to minimize generation cost, PV systems are operated at or near their
maximum power output as far as possible.

The typical current-voltage characteristic of a solar cell/module
1s shown 1n Figure 1 and the corresponding equivalent circuit 1s shown
1n Figure 2. Under the 1dealization assumptions, (1) negligible series
resistance, Rg = 0 and (11) very large shunt resistance, Ry, =, the
equivalent circuit can be simplified to the one shown in Figure 3 [65]
and this 1s considered to be adequate for load forecasting because of
the penetration levels expected and also because of the very nature of
the forecasting process and the way 1n which the results will be used by
utility planners.

When a constant resistance load 1s connected across the output
terminals of a PV system, the corresponding operating point 1s given by
the 1ntersection of the I-V curve and the constant resistance line as

shown 1n Figure 1. As the load resistance changes, the operating point
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moves along the curve (right or left depending on whether the load
resistance increases or decreases).

It 1s desirable to make the operating point always coincide with
the maximum power point, which 1s not difficult 1n a static world.
However, problems arise due to the i1nsolation varying at different times
during a day. The operating and maximum power points may be aligned at
noon, but will be separated i1n the morning and late afternoon. The load
may be adjusted to optimize the power output of the PV system at some-
time during a day (say, morning), but 1t could be miserably out of tune
at other times unless a maximum power tracker 1s employed.

In the present case the PV system 1s feeding power to the utility
grid whenever adequate 1nsolation 1s present. Therefore, 1t 1s reason-
able to assume that the power conditioner 1s controlled 1n such a way as
to adjust the output of the PV system to be optimal, 1n other words the
operating point 1s assumed to coincide with the maximum power point
whenever the PV system 1s operating. Such an operation will also min-
1mize generation cost and tend to make the PV system cost-effective.
However, the output power will sti11 be varying and intermittent because
of changes 1n 1nsolation, ambient temperature, and wind speed because of
1ts effect on cooling. Figure 4 shows a simplified block diagram of a
utility-interactive PV system employing a power tracker and a power
conditioner.

A PV module consists of a number of PV cells which are usually
connected 1n series. All the rules that pertain to one solar cell apply
to a module as well, except that a module has a higher voltage rating
and a higher power output [66]. Similar statements are applicable to a

panel which consists of several modules, an array which consists of
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several panels, a subgroup consisting of many arrays, a group consisting
of several subgroups and ultimately to the entire PV system 1tself.

In this study a typical PV module with 35 cells, each having 81.29
cm2 area, connected 1n series 1s chosen (ARCO, solar M51 40 Watt solar
module). This module has the following specifications under standard

conditions (¢e0 = 1000 W/p2, Tog = 25 C°_1_0.5 CO cell temperature)

VOCO = 21.0 volts

Igp = 2.6 amps
Nes = 10.76%
Pmax = 40.0 Watts

In order to develop a time series model for a PV system output,
insolation, wind speed, and ambient temperature data are required 1n
time series form (hourly data are preferred for this study). In addi-
tion, mean values of power tracker and power conditioner efficiencies
must be estimated. The power Tosses 1n the connections should also be
considered. Power tracker and power conditioner efficiencies (npt, npc)
can be assumed to be approximately constant and they are normally high,
typically higher than 90% [67].

The maximum efficiency of a PV cell or module 1s primarily depen-
dent on the properties of the semiconductor material and cell operating
temperature. The cell operating temperature 1n turn depends on ambient
temperature, 1nsolation, and wind speed as 1t influences cooling. Since
the PV system 1s assumed to be operating at maximum output conditions,

the overall efficiency of the PV system can be expressed as follows

n(¢e’Tc) = nmax(¢e’Tc) ’npt an (3.1)
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The current-voltage characteristic of an 11luminated solar cell or
module operating at a temperature T. OK with source (short-circuit) and
reverse-saturation currents of I, and I respectively, can be expressed
as follows [68].

I=Ig - 1, = I4(de,Te) + Io(T)[1-exp( ﬁ-‘—"— )] (3.2)

c
The source current I, 1s linearly dependent on insolation and on cell
temperature (see reference 67)
I (6,,T.) = I(bagsTeg) [1+he(T. - Teq)] e (3.3)
s\PesTc) = IsldgpsTep t\'ce = 'c0 .
$e0
The dark current Ig 1s strongly dependent on the cell temperature T,

and can be expressed by the following equation for silicon cells (see

reference 65)
7/
Io(T,) = AT "2 exp (-B/T,) (3.4)

The open circuit voltage corresponds to I = 0 and 1t can be found

from (3.2) as

KT I
T S
0
Since a typical value for the ratio bii) for a silicon cell under stan-
I
0

dard conditions 1s 1n the range of '10%® to 10*10 [69], Vgc can be
approximated as
KT I
c s
0

which clearly exhibits the dependence of Vye on cell temperature T..
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It 1s convenient to express the characteristics of a solar cell 1n

normalized (per unit) form using Igy and Vgeg as base values for current

and voltage.

I
I = (3.7)
pu I
sO
Vou = L (3.8)
v
0co

As a result, the per unit (normalized) form of equation (3.2) can be

written as follows

v
Is I0 Is _gg
== +2 - (1w=2) 2] (3.9)
Pu - g I I
sO sO 0
v u
Is I0 Is £ Is
=__.+__[1-(_) Z 7 for =>>1 (3.10)
Iso  Tso Io Ig

In Equations (3.9) and (3.10), z 1s equal Voc/Vgcg. The normalized
power output for a PV cell 1s defined as the ratio of the actual power

output to the product (Vpcolsg)-

p =V _y (3.11)

T
The efficiency of a cell decreases with increasing operating tem-
perature. Since I¢ 1s directly dependent on 1nsolation, at any instant,
with a constant 1nput, the efficiency 1s maximum when the output 1s
maximum.,

The per unit output voltage Vm corresponding to maximum power

pu
output conditions can be found by equating the derivative of Ppu with

respect to Vpu to zero.

__Rli= 0 (3.12)

dv
pu
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Consequently, Vmpu can be found from the following implicit equa-
tion by using a trial and error procedure. It should be noted again
that the ratio of source current to dark current 1s assumed to be very

large.

v
1.\ 1 - —meu 1 I
T;' Z =1+ ~Vopu A0 (3.13)

The corresponding per unit output current 1s

v
I v I \RY ., £f

I =S y Mpuf Sy z mf= (3.14)
mpu - g z \1 I
sO 0 0

The maximum power output for each cell or module can be written 1n

o

the following form

Pnax (¢esT¢) = Vmpu Impu Voco Iso (3.15)

Consequently, the corresponding maximum efficiency 1s

Pmax(¢e’Tc)

% (3.16)

nmax(¢e,Tc) =

Finally, the overall efficiency of a PV system including losses 1n

the power tracker and power conditioner can be expressed as follows

M (PesTe) = MpaxidesTe) XMpt X Mpe X N (3.17)

The power output of the module 1ncluding the power losses due to

interconnections becomes

Pout (PesTe) =M ($a,Tc) X dg x m, (3.18)
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The cell operating temperature T. can be calculated by the follow-
1ng equation for double glazed modules which are cooled down twice as

much as the double transparent (PMMA) modules [70].
Te =T+ a(l+BT,) (1-vv) ¢g (3.19)

This procedure can be summarized and 11lustrated 1ike what 1s shown
by Figure 5.

The algorithm "PVTSALGO" can now be made ready for use to compute
the power output of a PV module for a known set of 6, T,, and wind
speed. As an example, Table II Tists the calculated values of output
power for the selected PV module using New Mexico data (see reference
61) for one day. These values and the corresponding 1nsolation data are

shown 1n Figures 6 and 7 respectively.
3.3 Wind System OQutput

The electrical output of a wind electric system primarily depends
on the wind speed, aerodynamic efficiency of the aeroturbine, efficiency
of the electric generator and the efficiency of the 1nterface compo-
nents.

The present trend 1s large (Megawatt scale) wind electric system
design and development for operation 1n parallel with existing utility
systems 1s to employ the constant or nearly constant-speed constant-
frequency approach (see reference 15). The aeroturbine 1s operated at a
constant speed and 1ts rotary mechanical output 1s converted to con-
stant-frequency utility-grade electrical output by a synchronous
machine. When 1nduction generators are used, the aeroturbines have to

slip a 1i1ttle and consequently operate at a nearly constant speed. In
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TABLE II

TYPICAL PHOTOVOLTAIC MODULE OUTPUT AT DIFFERENT

TIMES DURING A DAY

No Year  Month Day Hours Input Ambient Cell Temp. Wind Output

July Ist Kd/ 2 W/ 2 Temp, o O speed W
m m (o) m/s

1 52 7 1 6 am 1314 365 290.8 298.6 17.8 1.5 14,0
2 7 2288 635.5 292.4 306.6 19.4 1.5 24.5
3 8 3015 837.,5 295.2 314.7 22.2 1.5 31.7
4 9 3293 914.7 298.0 320.4 25.0 2.1 34,1
5 10 3439 955.3 299.1 322.9 26.1 3.1 35.4
6 11 3505 973.6 300.8 325.8 27.8 4.1 35.8
7 12 3535 981.9 302.4 328.3 29.4 5.1 35.8
8 1 pm 3583 995.3 304.7 331.9 31.7 2.1 35.8
9 2 3561 989.2 306.3 334,0 33.3 2.1 35.3
10 3 3490 969.4 306.9 334.3 33,9 2.1 34,6
11 4 3389 941.4 308.,0 335.1 35,0 2.1 33.4
12 5 3011 836.4 308.6 332.9 35.6 3.1 29.7
13 6 1638 455.0 305.8 318,5 32.8 7.2 16.5
14 7 719 200.0 303.0 308.3 30,0 5.1 7.19

25
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e1ther case, the electrical power output starts at a wind speed which 1s
called the cut-in speed and reaches the rated value at a wind speed
which 1s called the rated speed The electrical output remains constant
at the rated value for further 1increases in wind speed (by appropriate
blade pitch control) up to the cutout (furTing) speed, beyond which the
system 1s shut down because of safety reasons Therefore, power output
1s zero for v < vg, 4. and v Z Veytoff  The power output characteristic
of a typical large wind electric system 1s shown in Figure 8 As an
example, for the NASA 2 5 MW MOD-2 unit, the cut-in speed 1s (3 8
m/sec), the rated speed 1s (9.8 m/sec), and the cut-out (furling) speed
1s (12.2 m/sec) The electrical output characteristics of the MOD-2 can

be approximated by the following relations [71]

.
r0 , vV <V
- 0 09048-0 17446v + 0 0515v%, v, < v< vg
P(v) = { f (3 20)
PR s VR <V VF
0 . vV>vy
L FJ

The DOE/NASA-Lewis 100 kW MOD-0 system had a cut-in speed of (10 mi/h),
rated speed of (18 mi/h), and a cut-out speed of (40 m1i/h) For the 2
MW MOD-1 design (by NASA-LeRC), the cut-in speed was (11 mi/h), the
rated speed was (25 m1/h), and the furling speed was (35 mi/h) [15]

The mean hourly wind speeds can be easily converted to correspond-
ing power outputs by employing the power output characteristic of the
wind electric conversion system As an example, Table III Tists the

values of output power for the MOD-2 unit using New Mexico wind data
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TABLE III

TYPICAL WECS OUTPUT AT DIFFERENT
TIMES DURING A DAY

Year Month Day Hours Wind Qutput

July 1st speed kW
m/s
1 52 7 1 6 am 15 00
2 7 15 0.0
3 8 15 00
4 9 2.1 0.0
5 10 31 0.0
6 11 41 100 0
7 12 51 400 0
8 1 pm 2.1 00
9 2 21 0.0
3 21 0.0
4 21 0.0
5 3.1 00
6 72 1400 0
7 5.1 400 0
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(see reference 61) for one day. These values and the corresponding wind
data are shown 1n Figure 9.

Because of the combined effects of aeroturbine coefficient of
performance versus tip speed ratio and generator efficiency versus power
output, the relationship between the electrical output and the wind
speed 1s slightly non-linear for wind speeds between cut-in and rated
values. However, 1n the development of time series models for use 1n
load forecasting, this portion of the characteristic can be assumed to

be Tinear with very 1ittle 1mpact on the final outcome.
3.4 Discussion

Table II and Figure 7 show that the algorithm PVTSALGO works well
and can be used to calculate the power output of (MW-scale) PV system.
The output and efficiency of a PV system strongly depend on cell operat-
ing temperature and i1nsolation. The fact 1s revealed 1n the data Tisted
1n Table II and plotted 1n Figure 7. For 1instance, from 11 am through 1
pm, the PV output remains the same (35.8 W) and then 1t starts to de-
crease as the cell temperature 1ncreases during afternoon hours.

Moreover, these calculations 1ndicate the wind speed has Tless
effect on cell temperature and therefore on the PV output.

Table III and Figure 9 1ndicate the wide variations that can be
expected 1n the output of wind electric system on an hour-by-hour
bas1s. Such variations are one of the reasons for the concerns of
electric utilities. In short, the output of PV and wind electric
systems are not "dispatchable" 1in the conventional sense.

The algorithm developed for PV and the simple procedure used to

convert wind speeds 1nto power outputs of wind electric systems enable
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one to obtain the hourly outputs of new generation technologies 1n terms
of the resource variables. These are used 1n the next chapter to
develop the time series models further and to employ them 1n load fore-

casting.



CHAPTER IV

DEVELOPMENT OF MODELS AND LOAD FORECASTING IN
THE PRESENCE OF NEW GENERATION TECHNOLOGIES

4.1 INTRODUCTION

Electrical load forecasting of conventional generation systems has
been under 1nvestigation for many years. Excellent papers have been
published on forecasting the load on a conventional generation system.
With the projected entry of large scale PV and WECS i1n the decades to
come and their operation 1n parallel with existing utility grids, load
forecasting 1n the presence of these new electric power generation
technologies assumes 1mportance.

The first and the most i1mportant aspect of forecasting 1s obtaining
a proper mathematical model which 1s simple enough to work with, yet
realistic and applicable to real-11fe situations.

The basic characteristics of solar and wind resources suggest the
use of short-term (hourly or daily) load forecasting approach to con-
s1der the presence of new generation technologies-photovoltaics and wind
in particular. Furthermore, because of the weather dependencies of the
outputs of new generation sources (PV and wind electric systems) and the
electrical Tloads, time series methods offer the best opportunity for
developing models suitable to forecast the future demand.

Data concerning new (alternative) energy resources, say for example

insolation and wind, usually take the form of consecutive hourly or
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da1ly average values of the available resource. They are also typically
highly correlated (dependent).

The Box and Jenkins methodology has been finding 1ncreasing appli-
cations 1n electrical load forecasting studies (see references 35-39,
43-46). Interest 1n the Box-Jenkins process arises from the fact that
1t models real 1i1fe situations fairly accurately and the mathematical
formulation 1n well developed and relatively simple. Furthermore, 1t 1s
able to handle dependent data, and 1s the most promising approach over
the other time series analysis methodologies [72] to handle the problem
under study. Based on this methodology, models are developed to
forecast "net" demand. The development of the models 1s a step-by-step
procedure as mentioned earlier 1n section 1.6, and 1t 1s again

introduced 1n different subsections of this chapter.
4,2 Univariate Time Series Analyses

Univariate time series properties are used 1n this section to
derive proper stochastic models for the data used in this study and
ultimately, to forecast the "net" demand on the utility under study.
The procedures and the properties of each set of data 1n under study the
form of time series are discussed step-by-step 1n this section.

As 1n many applications, the data which are analyzed and modeled 1n
this study are dependent data. Box-Jenkins methodology can be used to
handle this 1n time domain by building stochastic models 1n the form of
discrete time series which can be used for obtaining forecasts of future
values of the time series.

The models employed are based on the 1dea that a time series with

highly dependent successive values can be generated from a sequence of
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independent random disturbances, from a fixed distribution, usually
assumed normal with zero mean and variance aE, when white noise 1s
considered Consequently, a time series can be represented 1n the form

of stochastic discrete linear processes of the form given below [73].

Iy = B+ Ygup + Ypup g +Woup_p + + gy

K+ U(B)ut (4-1)

where K = a parameter which determines the "level" of time series Y(B) =
the 1inear operator or the transfer function of the filter, which trans-
forms ut nto Ly B = back shift operator (BmZt = Liems M = 1,2, )

The process Z; 1s said to be stationary (remains 1n equilibrium
about a constant mean level) 1f the sequence ¥y, ¢2, 1s finite, or
infinite and convergent The parameter p 1s then the expected value
(mean) of Ly = E(Zt), about which the process varies Otherwise, time
series Zt in non-stationary and p does not have any specific meaning
except as a reference point for the level of the time series

The methodology employed uses Tlow-dimensional or parsimonious
models to describe time series behavior 1in terms of p past values (auto-
regressive or AR(p) models), a series q weighted "shocks" (moving aver-
age of MA(q) models), or a combined model which 1s called autoregressive
moving average -- ARMA (p,q)

If the data which are non-stationary in real 1i1fe are transformed
through differencing to remove trend or seasonal effects (periodicity of
the data), the model 1s then called autoregressive 1integrated moving
average -- ARIMA (p,d,D,q) This model represents a wider class than

the other non-stationary processes such as exponentially weighted moving
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average, and 1t provides a family of models to adequately represent many
of the time series encountered 1in practice [46].

Stationarity or homogeneity may also be achieved by taking a nat-
ural logarithm of the raw data Sometimes exponential transformation 1s
helpful also 1n developing models

The development of the methodology 1s based on three steps or
stages which can be summarized as follows

1 Identification of the nature of the time series, 1ts compon-
ents, and the order of the components

2. Estimation of the model parameters to completely describe Zy

3 Diagnostic checking of the model to detect 1nadequacy, to
suggest proper modifications and thus, where necessary, to 1nitiate a
subsequent 1terative cycle of 1dentification, estimation and diagnostic
checking The acceptable model 1s then used 1n the forecasting process.

Autocorrelation and partial autocorrelation are two powerful sta-
tistical functions which are used as guides 1in the 1dentification stage

The unknown parameters of an 1dentified tentative model should be
estimated 1n such a way as to get a minimum error To achieve such a
minimum error, the use of non-linear least squares regression has been
suggested [73]

Checking the adequacy of a tentative model 1nvolves examining the
sample auto- and partial- autocorrelations of the residual series, a;.
The ags w11l be 1ndependently and randomly distributed close to zero for
an adequate model Moreover, auto- and partial- autocorrelation of the
residuals are good guides for 1mproving 1nadequate models as well as

acceptable models  Chi-square test can also be used to evaluate 1f the
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residual sample autocorrelation functions are distributed randomly
Further 1information on this topic 1s available 1n References

(45,46,72,73).

4 2 1 Net Demand Forecasting in the Presence

of PV (Approach A)

As mentioned 1n the previous chapter, central-station PV systems
connected to an electric utility grid are considered 1in this research.

The latest readi1ly available detailed 1nsolation data for the
Southwest region of the United States was for the year 1975. Conse-
quently, all data which are used 1n the calculations are 1975 data 1n
general, and for the month of June 1975 1n particular.

The total capacity of the utility under study was 2244 MW 1n
1975 For the purposes of this study, a 5% penetration of PV 1s as-
sumed. Meeting this level of penetration from PV systems will require
the employment of 10957 two-axi1s tracking flat-plate and concentrator
arrays, each array consisting of 8 panels, with 32 modules 1n each
panel The particular module used 1n this study has been discussed
earlier and 1ts specifications were introduced 1n Chapter III

The major steps 1nvolved 1n this part of the study to forecast
"net" demand 1n the presence of both flat-plate and concentrator systems

mentioned earlier 1n Chaper I are shown 1n the flowchart of Figure 10.

4 2 1la Two-ax1is Tracking Flat-plate PV Systems

In this section the steps taken thus far towards the development of
stochastic models to fit the selected samples of 1nsolation, ambient

temperature, hourly wind speed, and load data are summarized
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Identification process for the total hourly insolation (direct and
diffuse) data with 360 observations was undertaken. Autocorrelation of
the data are characterized by a period of 12 and a failure to damp out
(see Figure Al 1n Appendix A), suggesting that the series 1s non-
stationary, thus indicating the need for periodic differencing (seasonal
differencing 1n the case of seasonal data). With the help of another
differencing (regular differencing), the autocorrelation of differenced
series 1ndicate some improvements, but sti111 there are some significant
patterns (periodic non-stationary) at some lags, for example at 1 and 12
(see Figure A2). After testing several models, the following, which

satisfies all the statistical tests, was selected.
(1- &8l - o83 - 48%) v, v, 7, = (1- 01,812)a, (4.2)

The parameters of the model given above were estimated us1ng‘an
1terative process. The 1terative process was terminated when the rela-
tive change 1n the residual sum of squares was less than 1.0 x 1074,
The estimated parameters with 95% confidence 1imits are summarized 1n
Table IV,

The residuals (errors) are randomly distributed, and hence the
expectation of the errors 1s zero, E(et) = 0, The randomness of the
residuals can be seen from the residuals' autocorrelation functions
which are shown 1n Figure A3. The calculated x2 = 42.682 1s less

than X2

with 56 degrees of freedom and at 5% significance level from
table [74]. Therefore, there 1s no ground for the rejection of this
model.

The model (Equation 4.2) was then used to forecast 1nsolation

data. The analyses have been aided by the use of computer programs
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TABLE IV

SUMMARY OF THE ESTIMATED PARAMETER VALUES
FOR MODEL OF EQUATION 4.2

Parameter Estimated 95% Confidence

type value Lower Timt Upper Timt
¢1 -0.18082 -0.30026 -0.061378
¢ -0.16780 -0.28939 -0.046202
¢4 -0.10588 -0.22988 0.018123

412 0.75991 0.68120 0.83861
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"Ident1fy" and "Estimate" [75], and "Gplot" [76] The same processes
were repeated for hourly ambient temperature data.

Autocorrelation of the ambient temperature data are characterized
by a period of 24 and a failure to damp out, suggesting that the series
1s non-stationary, thus 1indicating the need for periodic differencing
The autocorrelation of periodic differenced series 1indicate some m-
provements, but sti111 there 1s a significant pattern (periodic non-
stationary) at lag 24 After testing several models with the help of
auto- and partial autocorrelation, the following model, which satisfies

all the statistical tests, was arrived at.
(1-4383-0,,82%-0,,8%7)w,4 7, = (1-8,,B%1-0,,8%%-0,¢850)a, (4 3)

The parameters of the model were estimated by the same method which
was used earlier 1n the case of 1insolation data Table V Tists the
estimated parameters with the associated 95% confidence Timits

Autocorrelations of the residuals show that the residuals are
randomly distributed (see Figure A4) The calculated x2 = 18 432 1s

less than X2

with 66 degrees of freedom and at 5% significance level
from table and once again there 1s no 1indication for futher wmprovement

The model (Equation 4 3) was then used to forecast ambient tempera-
ture data

Identi1fication process for the hourly wind speed data with 312
observations was undertaken  Autocorrelations and partial autocorrela-
tions are characterized 1n such a way that the data can be modeled
without using any kind of differencing transformations After examining

many models, 1including differenced data, the following model was selec-

ted
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TABLE V

SUMMARY OF THE ESTIMATED PARAMETER VALUES
FOR THE MODEL OF EQUATION 4.3

Parameter Estimated 95% Confidence limits

type value Lower Upper
¢3 0.71598 0.63555 0.79640
b0y -0.12115 -0.23571 -0.0066028
oy 0.16679 0.064963 0.26862
891 -0.16931 -0.25335 -0.085276
004 0.71735 0.61326 0.82145
966 -0.088916 -0.18389 0.0060555
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(1-4181) (2-1) = (1-048%%)ay (4.4)

The parameters of the model were estimated and the values are
listed 1n Table VI.

The model also satisfies all the statistical test -- autocorrela-
tions of the residuals 1ndicate that the residuals are distributed

randomly (see Figure A5). Furthermore, the calculated x2 = 57.869 1s

2

less than X° with 66 degrees of freedom and at 5% significance level

from table. This model was then used to forecast wind speed data.
Ident1fication process for the hourly 1oa; data with 720 observa-
tions was undertaken. Autocorrelations of the data are characterized by
a period of 24 and a failure to damp out, suggesting that the series 1s
non-stationary, thus 1indicating the need for periodic differencing 1n
this case also. The autocorrelations of periodic differenced series

damp out. After testing many acceptable models, the following model was

selected.

(1-0181-0,8%) Vpq 7 = (1-058%-0138" 0948 )ay (4.5)

Table VII Tists the estimated values of the parameters.
The residuals of the process are randomly distributed (see autocor-
relations of the residuals in Figure A6). The calculated x2 = 64.984 1s

less than x2

with 67 degrees of freedom and 5% significance level from
table. Therefore, there 1s no ground to reject the model.

The model (Equation 4.5) was then used to forecast the hourly load
data.

At this stage, the PV output was calculated from the forecasted

values of 1nsolation, ambient temperature, and wind speed data by using

algorithm "PVTSALGO" discussed 1n Chapter III.
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TABLE VI

SUMMARY OF THE ESTIMATED PARAMETER VALUES
MODEL OF EQUATION 4.4

Parameter Estimated 95% Confidence

type value Lower Timt Upper Timt
e 3.6677 3.0493 4,2860
# 0.65681 0.57094 0.74267
¢] -0.18195 -0.29915 -0.064755




TABLE VII
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SUMMARY OF THE ESTIMATED PARAMETER VALUES

FOR MODEL OF EQUATION 4.5

Parameter Estimated 95% Confidence

type value Lower Timits Upper 1imits
2] 1.2961 1.1784 1.4137
, -0.33170 -0.44925 -0.21415
0 -0.12340 -0.20440 -0.042393
013 -0.086106 -0.16714 -0.0050755
824 0.76228 0.68035 0.84421
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Finally the net-demand forecast values were calculated by subtract-
ing the PV system output from the forecasted Tload. The forecast,
actual, and 95% confidence 1ntervals values for the last day of June,
1975 are shown graphically 1in Figure 11. The forecast, and 95% con-
fidence Timits for the first day of July 1975 are shown in Figure 12.

The absolute value of the relative error between actual and fore-
casted values of net demand varies from 0.3% to 18.69% for time periods
extending up to 24 hours. As expected, forecasting further and further

into the future results 1n 1ncreasing errors.

4.,2.1b Two-ax1s Tracking Concentrator

PV _Systems

A1l of the data and developments which were undertaken 1n the case
of flat-plate PV systems are applicable for the concentrator PV systems
also, except the 1nsolation data. For concentrator systems, only direct
1nsolation data were used.

Identi1fication, estimation, and diagnostic checking processes for
the hourly direct 1nsolation data with 360 observations were undertaken
respectively. After testing many alternative models the following

model, which satisfies all the statistical tests, was selected.
(1-4,81-0,82-0383-448%) v; vy, 7, = (1-0,,8%)a, (4.6)

Table VIII lists the estimated values of the parameters.
The autocorrelations of the residuals 1ndicate that the residuals
of the process are randomly distributed (see Figure A7). Furthermore,

the calculated x2 = 67.859 1s less than x2 with 55 degrees of freedom
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TABLE VIII

SUMMARY OF THE ESTIMATED PARAMETER VALUES
FOR MODEL OF EQUATION 4.6

Parameter Estimated 95% Confidence

type value Lower Timits Upper 11mits
& -0.25630 -0.36460 -0.14800
) -0.21963 -0.33041 -0.10885
) -0.20767 -0.31848 -0.096858
& -0.15658 -0.26695 -0.046206
85 0.80429 0.73766 0.87092
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and 5% significance level from table. Consequently, this model could
not be rejected, and was used to forecast the insolation (direct) data.

As 1n the case of flat-plate systems, the PV output was calculated
from the forecasted values of direct 1nsolation, ambient temperature,
and wind speed data by using the algorithm "PVTSALGO" discussed 1n
Chapter III. The net-demand forecast values were also calculated.
Figure 13 1l1lustrates the forecast, actual, and 95% confidence 11mt
values for the last day of June, 1975. In addition, the forecast, and
95% confidence 1imits for the first day of July 1975 are shown 1n Figure
14,

The absolute value of the relative error between actual and fore-
casted values of net demand varies from 0.3% to 18.15% for time periods

extending up to 24 hours.

4.2.,2 Net-demand Forecasting i1n the

Presence of PV (Approach B)

The major steps 1i1nvolved 1n an alternative approach to net-demand
forecasting 1n the presence of PV 1s shown 1n Figure 15 for both flat-
plate and concentrator systems. In this case a time series model 1s
developed for the PV systems output and 1t 1s used 1n one forecasting

step to forecast future values of PV systems output.

4.2.2a Two-axi1s Tracking Flat-plat PV Systems

The output of the flat-plate PV system 1s calculated first from raw
historical hourly data (total direct and diffuse 1insolation, ambient
temperature, and wind speed) by using "PVTSALGO". Then a model 1s

developed for this time series as before. A1l the steps for the
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development of a model for the hourly PV output data with 360
observations were undertaken. After testing many alternative models the

following model was selected
_é.nl _ 12 4
(1 ¢1B ) Vi2 Zt = (1-9123 )at (4.7)

Table IX lists the estimated values of the parameters.

A1l the statistical tests were satisfied by this model. The
residuals are randomly distributed as can be seen from the residuals'
autocorrelation functions which are shown 1n Figure A8, The
calculated x2 = 54,134 1s less than x2 with 58 degrees of freedom and 5%
significance level from table.

The model (Equation 4.7) then was used to forecast the PV output
data. The net-demand forecast values were calculated by subtracting the
forecasted PV output from the forecasted load data which were calculated
earlier 1n subsection 4.2.la. Figure 16 shows the net-demand forecast,
actual, and 95% confidence 1imit values for the last day of June,
1975. Moreover, the forecast and 95% confidence Timits for the first
day of July 1975 are shown 1n Figure 17.

The absolute value of the relative error between actual and fore-
casted values of net demand varies from 0.3% to 19.18% for time periods
extending up to 24 hours. The results of this method are compared with
the results obtained by the previous approach at the end of this chap-

ter.



TABLE IX

SUMMARY OF THE ESTIMATED PARAMETER VALUES
FOR MODEL OF EQUATION 4 7

Parameter Estimated 95% Confidence 1ntervals
type value Lower Timit Upper Timit
41 0 64489 0.56303 0 72674
¢12 0.87028 0.81693 0 92363

83



2000 -

1800 e
1600 1 ==
oo T L
M 12001 -
W 1000 eI N
800 7 S - - -7
600 - T
400 -
200 4
0 .
] I ] ' 1 I T I 1 l I L 1 I l I ] ) ] I
0 ) 12 18 24
TIME, HR
LEGEND - ——~- LOWER — FORECAST
----- UPPER -—---== ACTUAL
95% Confidence
Figure 16  Forecasts of hourly net demand (MW) 1n the presence of two-

ax1s tracking flat-plate PV systems with 5% penetration

for June 30, 1975 (Approach B)

¥8



TIME, HR

LEGEND - =—- LOWER —— FORECAST ————- UPPER
95% Confidence 95% Confidence
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for July 1, 1975 (Approach B)
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4,2.2b Two-ax1s Tracking Concentrator

PV _Systems

The steps which were followed for the case of flat-plate PV system
were repeated for concentrator PV systems. Hourly direct 1insolation
data were used 1n calculation of PV systems outputs. The resulting

model for this case 1f given below.
(1-81) (1-41,8'2) Wy, 7, = (1-8948%%-0398%7)a, (4.8)

Parameters of the model were estimated, and 1isted 1n Table X.

Figure A9 shows that the residuals are randomly distributed. The
calculated x2 = 58.373 1s less than x2 with 56 degrees of freedom and 5%
significance level from table.

The PV output forecast values for the present system were calcu-
lated by using the model (Equation 4.8).

The forecast values of hourly net-demand were calculated next. The
forecast, actual, and 95% confidence 1imit values for the last day of
June, 1975 are shown 1n Figure 18. Forecast and 95% confidence limit
values for the next day (1lst day of July 1975) are given 1n Figure 19.

The absolute values of the relative error between actual and fore-

casted values of net demand varies from 0.3% to 19.16% for 24 hours.

4,2.3 Models For Net Demand With PV Present

(Approach C)

Since the goal 1s to forecast the "effective" or "net" demand which
1s equal to the total demand minus the PV power output, this "net"

demand 1tself can be considered as a time series and used as final data
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SUMMARY OF THE ESTIMATED PARAMETER VALUES

FOR MODEL OF EQUATION 4.8

Parameter Estimated 95% Confidence limits
type value Lower Upper
41 0.64566 0.56153 0.72979
d19 -0.71760 -0.79808 -0.63713
824 0.64626 0.54576 0.74676
839 -0.096008 -0.18773 -0.0042828
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Figure 18 Forecasts of hourly net demand (MW) i1n the presence of two-
ax1s tracking concentrator PV systems with 5% penetration
for June 30, 1975 (Approach B)

88



2000 A
1800 -
1600 -
1400 A

M 1200 1
W 1000 1
800 1
600
400 +
200 -

0

TINE, HR

LEGEND —-=——~- LOWER — FORECAST  ————- UPPER
95% Confidence 95% Confidence

Figure 19  Forecasts of hourly net demand (MW) 1n the presence of two-

ax1s tracking concentrator with 5% penetration for July 1,
1975 (Approach B)

68



90

to forecast the future "effective" hourly peak demand over the desired

period of time. This approach 1s shown schematically 1in Figure 20.

4.2.3a Two-ax1s Tracking Flat-plate PV Systems

Identification process for the hourly net-demand (historical or raw
data) with 720 observations was undertaken. Autocorrelations of the
data are characterized by a period of 24 and a failure to damp out,
suggesting that the series 1s non-stationary, thus 1ndicating the need
for periodic differencing. Nonstationarity was removed with the help of
natural logarithm and periodic differencing The resulting model 1s

described by the following equation
(1-4,B1-082) Wy tn 7 = (1-6,8%-6,,82%)a; (4 9)

The parameters of the model were estimated and the values are
lT1sted 1n Table XI.

The residuals are randomly distributed the randomness of the
residuals can be seen from the residuals' autocorrelation functions
which are shown 1n Figure A10  Furthermore, the calculated x2 = 59 771
1s Tess than X? with 68 degrees of freedom and 5% significance level for
table

This model was then used to forecast the future "effective" hourly
demand

The forecasts, actual, and 95% confidence Timits for the last day

of June 1975 and the first day of July 1975 are shown graphically 1n
Figures 21 and 22
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TABLE XI

SUMMARY OF THE ESTIMATED PARAMETER FOR
MODEL OF EQUATION 4.9

Parameter Estimated 95% Confidence limits
type value Lower Upper
é1 1.1861 1.0672 1.3050
L) -0.22480 -0.34374 -0.10587
9, -0.12348 -0,20192 -0.045036

0,4 0.77139 0.69278 0.85001
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The absolute value of the relative error between actual and fore-
casted values of net-demand varies from 0 3% to 18.69% for forecast 24
hours ahead of the present.

As mentioned earlier, all of the results obtained from different

approaches are discussed at the end of this chapter

4 2 3b Two-ax1s Tracking Concentrator PV Systems

A11 of the steps followed for the case of flat-plate systems were
repreated 1n this case The resulting model 1s described by the follow-

1ng equation
(1-4,8L-,8%) V,, fnZ = (1-0,8%-0,48%%)a, (4 10)

The parameters of the model were estimated and the values are
Tisted 1n Table XII.

Th1s model satisfies all of the statistical tests  The residuals
are randomly distributed (see Figure All). The calculated x2 = 55 137
1s less thatn xz with 68 degrees of freedom and 5% significance level
from table

Equation 4 10 can now be used to forecast the future "effective"
hourly demand The forecasts, actual, and 95% confidence 1imits for the
last day of June 1975, and the next day (first of June 1975), are shown
graphically 1n Figures 23 and 24

The absolute value of the relative error between actual and fore-

casted values of net demand varies from 15% 20 26% for forecasts 24

hours ahead of the present



TABLE XII

SUMMARY OF THE ESTIMATED PARAMETER

FOR MODEL OF EQUATION 4.10

Parameter Estimated 95% Confidence Timits
type value Lower Upper
2 1.1951 1.0763 1.3140
b9 -0.23487 -0.35366 -0.11609
03 -0.10581 -0.18445 -.027176
6854 0.77988 0.70139 0.85837
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Figure 23  Forecasts of hourly net demand (MW) 1n the presence of two-
ax1s tracking concentrator PV systems with 5% penetration
for June 30, 1975 (Approach C)
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Figure 24  Forecasts of hourly net demand (MW) 1n the presence of two-
ax1s tracking concentrator PV systems with 5% penetration
for July 1, 1975 (Approach C)
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4.2.4 Net Demand Forecasting in the Presence

of PV and Wind Electric Systems (Approach D)

As mentioned 1n the previous chapter, both photovoltaic systems and
MW-s1ze wind farms connected to an utility grid are considered 1n this
part of the research. For the purposes of this study, a 5% penetration
of WECS 1s assumed. Meeting this level of penetration from WECS will
require the employment of 50 units of NASA 2.5 MW MOD-2 units or equiv-
alent. The specifications of the selected unit were 1ntroduced 1n the
previous chapter.

A1l the steps taken 1n the previous approaches were repeated with
the 1nclusion of wind electric systems as 1llustrated in the flowcharts

of Figures 25 and 26 respectively.

4.2.4a Two-axi1s Tracking Flat-plate PV Systems

Earlier 1n this section, the forecasts of hourly wind data were
calculated by using the model (Equation 4.4) which was derived from an
analysis of the hourly wind speed data. The forecast values were used
to calculate the wind-electric system output by using the power output
characteristics of MOD-2 units.

These outputs along with the other forecasted data (PV output for
tracking flat-plate PV systems and load) were used to calculate the net-
demand (see Figure 25). The forecasts, actual, and 95% confidence
l1imits of the net-demand for the last day of June 1975 and the first day
of July 1975 are shown 1n Figures 27 and 28.

The absolute values of the relative error between actual and fore-
casted values of net demand varies from 0.3% to 18.62% for forecasts 24

hours ahead of the present.
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Forecasts of hourly net demand (MW) 1n the presence of two-
ax1s tracking flat-plate PV and WECS with 5% penetration

each for June 30, 1975 (Approach D corresponds to
Approach A)
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Figure 28 Forecasts of hourly net demand (MW) 1n the presence of two-
ax1s tracking flat-plate PV and WECS with 5% penetration
each for July 1, 1975 (Approach D corresponds to
Approach A)
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The approach B (see Figure 26) was employed next to forecast the
net-demand 1n the presence of PV (flat-plate) and wind electric
systems. For this, the wind system output was calculated first, then
the output data were analyzed to develop a model and then to forecast
values.

Ident1fication process for the hourly wind-electric system output
data with 312 observations was undertaken. Autocorrelations and partial
autocorrelations of the data are characterized 1n such a way that the
data can be modeled without using any kind of transformation. After
testing many models even with the transformed (differenced) data, the

following model was selected.

24

®3(B) (Z-1) = (1-894B°")ay (4.11)

The parameters of the model were estimated and the values are
listed 1n Table XIII.

The residuals are randomly distributed. The randomness of the
residuals 1s 1ndicated by the residuals' autocorrelation functions which

are shown 1n Figure Al2. Furthermore, the calculated x2 = 52.613 15

less than X2

with 68 degrees of freedom and 5% significance level from
table.

The model (Equation 4.9) then was used to forecast the wind elect-
ric system output data. These data along with the other forecasted (PV
output for flat-plate PV systems, and load) were used to calculate the
net-demand (see Figure 20). The forecasts, actual, and 95% confidence

1imits of the net-demand for the last day of June 1975 and the first day

of July 1975 are shown graphically 1n Figures 29 and 30.
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TABLE XIII

SUMMARY OF THE ESTIMATED PARAMETER VALUES

FOR MODEL OF EQUATION 4,11

Parameter Estimated 95% Confidence limits

type value Lower Upper
M 13.676 6.3271 21.025
41 0.75864 0.64486 0.87242
% -0.11678 -0.23049 -0.0030745
874 -0.12874 -0.24360 -0.013886
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Figure 29  Forecasts of hourly net demand (MW) in the presence of two-
ax1s tracking flat-plate PV and WECS with 5% penetration
each for June 30, 1975 (Approach D corresponds to
Approach B)
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Figure 30 Forecasts of hourly net demand (MW) 1n the presence of two-
ax1s tracking flat-plate PV and WECS with 5% penetration
each for July 1, 1975 (Approach D corresponds to
Approach A)
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The absolute values of the relative error between actual and fore-
casted values of net-demand varies from 0.3% to 20.28% for forecasts of
24 hours 1nto the future.

The results are compared with the results of the other approaches

at the end of this chapter.

4,2.4b Two-axi1s Tracking Concentrator PV Systems

For this part of the study, all of the necessary data and forecasts
are available from the previous parts of this section. Consequently,
the net-demand for both approaches could be calculated easily Jjust by
subtracting the forecasts of the PV (concentrator systems), and wind
system outputs from the forecasted values of the load. Figures 31 and
32 show the forecasts, actual, and 95% confidence 1imits of the net-
demand for the last day of June 1975 and the first day of July 1975
respectively.

The absolute value of the relative error between actual and fore-
casted values of net demand varies from .3% to 18.15% for time periods
extending up to 24 hours. Correponding forecasts made using the
approachB, are shown plotted Figures 33 and 34.

The absolute value of the relative error between actual and fore-
casted values of net demand varies from 0.3% to 19.86% for forecasts of

24 hours 1nto the future.
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Figure 31 Forecasts of hourly net demand (MW) 1n the presence of two-
ax1s tracking concentrator PV and WECS with 5% penetration
each for June 1, 1975 (Approach D corresponds to
Approach A)
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Figure 34  Forecasts of hourly net demand (MW) i1n the presence of two-
axis tracking concentrator PV and WECS with 5% penetration
each for July 1, 1975 (Approach D corresponds to
Approach B)
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4.2.5 Models For Net Demand With PV and

WECS Present (Approach D Continued)

A1l the steps taken in the part 4.2.3 were repeated with the 1inclu-
sion of wind electric systems output as 1llustrated i1n the flow chart

shown 1n Figure 3b.

4.2.5a Two-ax1s Tracking Flat-plate PV Systems

As mentioned earlier, all of the steps were repeated with 300
observations. The procedure 1s similar to the one followed 1n the case
of PV present, except that now WECS 1s also 1ncluded. After testing

several models the following model was selected
(1-6,8-8,8%) Vo4 tn Z = (1-0,383-6,18%1-0,48%%)a, (4.12)

The parameters of the model were estimated and the values are
lTisted 1n Table XIV.

This model satisfies all of the statistical tests. The residuals
are randomly distributed (see Figure Al3). The calculated x2 = 52.021

1s less than x2

with 67 degrees of freedom and 5% significance level
from table.

The equation 3.12 was then used to forecast the future "effective"
hourly demand. The forecasts, actual, and 95% confidence 1imits for the
last day of June 1975 and the next (first day of July 1975) are shown
graphically in Figures 36 and 37.

The absolute value of the relative error between actual and fore-

casted values of net demand varies from 0.51% to 23.88% for time periods

extending up to 24 hours
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TABLE XIV

SUMMARY OF THE ESTIMATED PARAMETER VALUES
FOR MODEL OF EQUATION 4.12

Parameter Estimated 95% Confidence limits
type values Lower Upper
1 1.0369 0.91408 1.1596
bo -0.092049 -0.21519 0.031089
013 -0.08524 -0.19932 0.026274
021 0.10667 -0.0060178 0.21936

624 0.42472 0.31282 0.53662
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Figure 37 Forecasts of hourly net demand (MW) 1n the presence of two-
ax1s tracking flat-plate PV and WECS with 5% penetration
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4.2.5b Two-axis Tracking Concentrator PV Systems

Once again all the steps which were followed 1n former case was
repeated for the present case.
The resulting model which statisfies all of the statistical tests

1s given below.
(1-4181-4,8%) Wpq fn 7 = (1-0383-0,,8%%-0748%%) (4.13)

The parameters of the model were estimated and listed 1n Table XV.

The residuals are randomly distributed (see Figure Al4). The
calculated X2 = 45,785 1s less than X2 with 67 degrees of freedom and 5%
significance level from table.

Equation 4.13 was then used to forecast the future "effective"
hourly demand. The forecasts, actual, and 95% confidence 1imits for the
last day of June 1975 and first day of July 1975 are shown graphically
1n Figures 38 and 39.

The absolute value of the relative error between actual and fore-
casted values of net demand varies from 09% to 23.61% for forecasts 24

hours 1nto the future.
4 3 Multiple Time Series Analyses

The 1mpact of temperature on load and 1ts effect on forecasting are
considered 1n this section. To handle this problem, transfer function
methodology was employed. This approach expresses the 1interrelation-
ships or dynamic relationships between two or more time series. The
process of 1dentification, estimation, and checking 1s done 1teratively

unt1l an acceptable model 1s evolved This procedure 1s comparable to
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TABLE XV

SUMMARY OF THE ESTIMATED PARAMETER VALUES
FOR MODEL OF EQUATION 4.13
Parameter Estimated 95% Confidence limits
type value Lower Upper
4, 1.0351 0.91183 1.1583
$s -0.089857 -0.21363 0.033920
013 -0.080127 -0,18974 0.029486
879 0.11514 0.0031454 0.22714
824 0.43885 0.32811 0.54960
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Figure 38 Forecasts of hourly net demand (MW) 1n the presence of two-
ax1s tracking concentrator PV and WECS with 5% penetration
each for June 30, 1975 (Approach D continued)
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the procedure for the development of an ARIMA model for a univariate
time series.

A very general form of the transfer function model for a bivariate
time series such as load (output Yi) and temperature (input Xi) can be

written as 1n the form of a discrete linear process (see reference 46).

Vi = voky * viXgay * vakeop *vakeaz to.el + N

(v + viBL + vpB2 + vaBd + L) X, + Ny

v(B)Xy + Ny (4.14)

where, Ni 1s the combined effects of all other factors influencing Y,
and 1t 1s called "noise". The weights v,, Vi, Vp, ... are called the
impulse response function of the system which would be used 1n the
1dent1fication process to determine the order (nature) of the system.

To 1dent1fy a tentative model for the bivariate (Xi,Yy) process.
It may be simpler to find the prewhitened values for 1input, output, and

noise data. Consequently, equation 4.14 can be modified as follows
ﬁt = V(B)at + et (4.15)

where, @, = ¢p(B) eal(B)xt, prewhitened value of X,

B = ¢p(B) eal(B)yt, prewhitened value of yi,
St = ¢pn(B) eai(B) Ny, prewhitened value of N,

Nt s Xt and Yt = the transformed and differenced values of Ni,
X¢, and Yio
The prewhitened o, and B; w11l be used 1n the bivariate stochastic
process to 1dentify the shape of the transfer function (the specific

values of b, n, s and Pn» qn) which maps « values into 3 values. It
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should be noted that 4,  and even t do not have to be white noise
series
In order to have a parsimonious form, 1t 1s preferable to write the

transfer function model 1n the following form.

Yt = v(B) X.p * ng
= w(B) Xeop * o(B 3t (4 16)
6(B) ¢(B)
or
Sr(B)ép (Blyt = & (BJws(B) x;_pp + 8r(B) g (B) at (4 17)

where, a; = a random noise values,

6(B) =1 -9 B-., .-8.8B |,

@(B) =w, - 8B - . .- 8B5
and b,p,,q,,r and s are constants
The subscript (t-b) for x 1indicates that there 1s a delay of b periods
before x begins to influence y The cross-correlation functions between
the 1nput and output or between the prewhitened 1nput  and the fi11-
tered output B, ( fop ), are used as guides 1n the 1dentification

process The mpulse response functions are directly proportional to
the cross-correlation functions  Once the qzﬁ(K)'s are estimated, the
ﬁgs can be calculated and used 1n tentatively identifying the order of
the parameters of the transfer function Furthermore, the Vk's could
also be used to estimate the 1nitial values of the parameters Further
information on this topic available 1n Reference 46

After the estimation process, a model needs to be checked for
adequacy The residual autocorrelations ryz and the cross-correlation
function L between ay and §t can be used to check the adequacy of the
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model The rgz would have some patterns 1f the noise model 1s 1ncor-
rect  When the transfer function model 1s not adequate the rgz and r a

show some patterns, 1n other words rzz are correlated and so are rzz
Then the model 1s rejected or modified for further testing.

The load model (equation 4 5) was developed based on the past
history of the load. The forecast values are shown graphically 1n
Figures 40-41 The absolute value of the relative error between actual
and forecasted values of net demand varies from 0.3% to 17% for time
periods extending up to 24 hours.

In this section a transfer function model which includes not only
the past demand history, but also information on the associated tempera-
ture data 1s derived. It should be mentioned that this temperature data
are different from the previous temperature data which were used 1n the
calculation of the PV system output The present temperature data were
provided by the Public Service Company of Oklahoma (PS0) for their main
service area

The 1terative process 1nvolving 1dentification, estimation and
diagnostic checking stages were undertaken for 720 hourly temperature

data After testing many models the following model, which satisfies

all the statistical tests, was selected
Vi Vou Xt = (1 - 6,,8%% 418
1 V2g X¢ = ( 24877) ay (4 18)

The parameter of the model was calculated and Tisted 1n Table XVI
The autocorrelations of the residuals indicate that the residuals

of the process are randomly distributed (see Figure Al5) Furthermore,

2 2

the calculated X~ = 72 897 1s less than X© with 55 degrees of freedom
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Figure 40 Forecasts of hourly load (MW) for June 30, 1975 (Univariate Time
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TABLE XVI

SUMMARY OF THE ESTIMATED PARAMETER VALUES
FOR MODEL OF EQUATION 4.18

Parameter Estimated 95% Confidence limits
type value Lower Upper
894 0.86742 0.83033 0.90452
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and 5% significance level from table. Consequently, the prewhitened

1nput can be written as follows
V14 (1-854821)71 X, = @ (4.19)

With the same transformation on Y; and noise N, the following prewhit-

ened models were derived (see reference 46)

V1V24 (1—924324)-1 Yt Bt (4.20)

V1V24 (1-924824)'1 Ng = € (4.21)

The 1mpulse response weights were calculated and shown graphically 1n
Figure B16. In addition, the autocorrelation functions of the noise
series were calculated and they are shown graphically 1n Figure Al7.

Finally, after checking several models the following model was derived.

o (1- 8% o 8- g ,8%%)
P e 2 111 7 “ 3 (4.22)
1 (1- 48"~ ,8%)

The parameters of the model were estimated using least square
approach 1teratively. The 1terative process was terminated when the
relative change 1n the residual sum of squares was less than 1.0x10'4.
The estimated parameters with their 95% confidence 1Timits are listed 1n
Table XVII.

The residuals are randomly distributed (see Figure Al8). The
calculated x2 = 66.943 1s less than x2 with 69 degrees of freedom and 5%
significance level from table.

The model was then used to forecast the hourly load data (see

Figures 42 and 43).
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TABLE XVII

SUMMARY OF THE ESTIMATED PARAMTER VALUES
FOR MODEL OF EQUATION 4, 22

Parameter Estimated 95% Confidence 1imits
type value Lower Upper
5 0.66264 0.30840 1.0169
wg 4.64429 2.1412 7.1447
& 0.22713 0.034788 0.41948
by 0.12804 -0.062182 0.31826
05 0.19473 0.04617 0.34328
811 0.11920 -0.033919 0.27232
804 0.60366 0.44219 0.76512
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Figure 42  Forecasts of hourly load (MW) for June 30, 1975 (Bivariate Time
Series Process)
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The absolute values of the relative error value between actual and
forecasted values of net demand varies from 0.09% to 18% for 24 hours

ahead The results are compared 1n the next section.

4.4 Discussion of Results

The net demand on a power system was forecasted by applying differ-
ent approaches 1n the present of PV alone, and PV 1n conjunction with
WECS The forecast values were compared with actual values wherever
possible and the ranges of error were computed The approaches studied
are summarized below.

A. The algorithm "PVTSALGO" developed 1n Chapter III 1s used 1n
conjunction with univariate time series analyses for 1insolation, wind
speed, and ambient temperature to forecast PV system output for both
two-ax1s tracking flat-plat and concentrator systems The final fore-
casts of "net" demand are obtained by subtracting the calculated PV
system output from the load forecast

B PV system output for both two-axis tracking flat-plate and
concentrator systems are calculated from raw historical data first
These values are considered as a set of time series and future values
are forecasted by using suitable models Once again, forecasts of the
final "net" demand are obtained by subtracting the calculated PV output
from the load foecast

C The historical "net" demand, which 1s equal to the actual
demand minus the PV output, 1s calculated and used as final data to

forecast the future "effective" demand
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D. The steps outlined 1n A through C are repeated for the case of
grid-connected PV and WECS to forecast final "effective" demand on the
utlity.

E. The impact of temperature on load and 1ts effect on forecasting
and modeling procedures 1s studied by using multiple time series anal-
yses.

A study of forecast values and error ranges i1ndicate that Approach
A 1s preferable to the other approaches. This 1s because 1n A each of
the raw (original) data set 1s analyzed, modeled and forecasted 1ndivid-
ually. Since each raw data set 1s subject to detailed analaysis, the
resulting models represent more truly the nature of the data sets --
insolation, wind speed, ambient temperature, and load -- considered 1n
the 1dentification process. Consequently, the resulting forecasts are
more accurate than others. The output of a PV system 1s not solely
dependent on 1nsolation data, 1t 1s calculated through a step-by-step
procedure and 1t 1s strongly dependent on the operating cell temperature
(see Equation 3.4) and, 11n turn, on the ambient temperature and wind
speed. As such, the time series of PV output data has substantially
different characteristics from the time series of insolation data. This
point 1s brought out clearly by comparing the models of Equations 4.2
and 4.7, and also by comparing Equation 4.6 with Equation 4.8 for flat-
plate and concentrator systems respectively.

Similar discussion and comparisons can be made for wind speed and
wind system output also. However, ambient temperature has very little
effect on WECS output. In short, PV and WECS outputs are second hand

data and some of the characteristics of the key 1ntputs (i1nsolation,
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wind speed and ambient temperature) become obscure by not considering
individual models.

The nonstationarity of the 1nsolation data for both flat-plat
(total) and concentrator (direct) systems can almost be removed by
applying the periodic (seadonal differencing for the seasonal data) with
the order of 12, Vv, = (1-812) and regular first order differencing, ¥
= (1-B) (see Equations 4.2 and 4.6). But this process takes on a dif-
ferent form for the PV output data (see Equations 4.7 and 4.8).

Stationarity 1s achieved for the data 1n Approach C by applying
natural logarithm to get more homogeneous data and a 24 order differenc-

24) to remove the daily periodic nonstationarity (similar

ng, Vou = (1-B
to 12 that 1s expected 1n the monthly seasonal data).

Figures 16 and 18 reveal that Approach B has a smaller error than
Approach C. This can be attributed to the fact that some more natural-
1ty 1s lost 1n the data transformation.

It should be mentioned that for the first few steps of the fore-
casts, Approach C gives much better resuits. For example, the error for
the first hour net demand forecast value 1s only 0.15% for the flat-
plate case, which 1s only one half of the 0.3% obtained with the first
two approaches. Also 0.18% for concentrator system 1s again smaller
than 0.3%.

Considering all these results Approach A 1s more accurate and
preferable. However, 1t 1nvolves more calculations. This 1s true 1n
the case of both flat-plate and concentrator PV systems. Both are
assumed to have two-axis tracking although 1t 1s absolutely necessary

only for latter.
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Once again, 1n the case of the presence of PV and wind systems,
Approach A has smaller error range and average error. With Approach C,
forecasts of the very first few steps have smaller error as compared to
the other approaches. As an example, 0.09% for the first step ahead
forecast 1s an excellent i1mprovement, but the overall range of error 1s
larger and so 1s the average error with respect to the other approaches.

Comparing the graphics 1n Figures 40 and 42 (see sectioin 4.3) 1t
1s noticeable that there are some i1mprovements on load forecasting when
the effect of temperature 1s 1ncluded, specifically for the first few
steps -- compare 0.09% with 0.3%. Also the average error 1s smaller
than 1n the case of univariate time series (about 0.2%). Overall, the
difference 1s not that significant.

Error 1n the hourly load forecasts 1s higher than monthly or weekly
even dai1ly forecasts because of the rapid variations of data. In other
words, the variation of data obtained over a longer period of time 1s
more static, therefore the error would be smaller. Smaller errors
result 1f the forecasting process 1s done for a shorter time lead (a few
hours) ahead rather than a day ahead. This process can then be repeated
for the next few hours and so on. To 1llustrate this, forecasting of
the Tload using univariate time series analysis has been repeated by
considering a period of only three hours ahead at a time. The results
are shown 1n Figure 44. The closeness of the forecast to the actual
value 1s clearly evident. A similar procedure for the bivariate anal-
ys1s results 1n the plots shown 1n Figure 45. Once again, the forecasts
are much closer to the actual values. Such a procedure of forecasting
over smaller period of time can be used to forecast insolation, wind

speed, temperature, PV output, and WECS output with 1mproved results.
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The absolute value of the relative error for the results shown 1n
Figure 44 for the univariate process varies from 0.18% to 7.7%, and for
the bivariate process shown i1n Figure 45 from 0.06% to 10%. In general,
the average error 1n the case of bivariate process 1s smaller than the
univariate process as expected.

The results are not the same under different penetration. For
instance, the numerical value of the difference between acual and fore-
casted PV and/or WECS output would be double or one-half under 10% or
2.5% penerations respectively from the Approaches A and C, and the same
thing 1s expected from Approach B too. However, the percentage differ-
ences would remain the same.

It should be realized that one cannot expect to use the same model
during different seasons or even for different months 1n the same season
-- Fall, Winter, Spring or Summer. Because of many reasons such as
variation of weather, economy, different demands etc., different models
would be necessary. Moreover, these models will be highly site-specific
and utility-specific.

Comparing the results 1n the case of flat-plat and concentrator
systems, slightly smaller error range and average error have been
achieved 1n the case of concentrator systems. This can be attributed to
the many factors that could i1nfluence total 1insolation as compared to
only the direct portion of the 1nsolation considered 1i1n the case of

concentrator systems.



CHAPTER V

SUMMARY AND CONCLUSIONS

5.1 SUMMARY AND CONCLUDING REMARKS

Methodologies for forecasting power system loads involving conven-
tional generation units are well developed and have been used for many
years. These methods are firmly established i1n power utilities and the
necessary requirements are well laidout not only for generation sector
but also for transmission and distribution parts of the power system.

During the last few years, research and development around the
world have laid the groundwork necessary for the design, development,
and fabrication of large MW-size PV and WECS for the generation of
electricity.

The world-wide accumulated production of PV approached the 100 MW
level towards the end of 1985 and 1t 1s expected to soar to 10,000 MW
sometime during the 1990-1995 time period.

The central-station PV projects 1n California have been quite
successful and have boasted the confidence level of utilities consider-
ably. The combination of high capacity factors during peak hours, low
maintenance, unattended operation, modular design, no harmful emissions
and no water requirements make PV a very attractive option 1n many parts
of the world.

The experience of California utlities, SCE and PG & E 1n partic-

ular, which have MW-size windfarms 1n their service area has been very
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positive and 1t has 1increased the confidence that wind could also be a
good alternative source of electric power generation for utilities
around the world.

The 1ntroduction of a new power generation technology such as
photovoltaics or wind electric generation 1nto an existing electric
utili1ty system requires the consideration and resolution of several
1ssues. Planning 1ssues are among those 1mportant 1ssues and they
include the study of load forecasting 1n the presence of there (new)
alternative electric power generation technologies.

The reason for this focus 1s that the power generated by these two
new generation technolgies 1s highly variable and could adversely affect
ut1l1ty planning based on load forecasting, under high penetrations. In
contrast, the outputs of cogeneration plants utili1zing biomass and other
resources are "schedulable".

Load forecasting 1in the presence of new (alternative) generation
technologies provides 1information useful 1n several aspects of power
system planning and operation -- generation planning, system operation,
revenue forecasting, unit commitment and economic dispatch, and system
security assessment.

Available hourly data such as 1nsolation, wind speed, ambient
temperature, and load were used to forecast the net demand on the util-
1ty.

Chapter II discussed the impacts of alternative electric generation
on the utility system, brought about by the significant differences
between conventional and unconventional technologies. Major differences
from conventional technologies are present 1n the following aspects

scale, 1ntermittent output, correlation of generation with demand,
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ownership, economic dispatch, quality of power, and load shifting.
Ut1l1ty-related 1ssues, 1mpacts and concerns as well as barriers to load
modeling and load forecasting were also discussed.

Chapter III presented an approach and developed an algorithm to
calculate PV system output under variable insolation, temperature, and
wind speed conditions 1n the form of a time series, designated as
“PVTSALGO". This algorithm has been tested and used to calculate the PV
output for different sets of selected data. Table II lists the calcu-
lated values of output power for the selected PV module using New Mexico
data for one day. These values and the corresponding 1i1nsolation data
are shown graphically in Figures 6 and 7 respectively.

Table Il and Figure 6 show that the algorithm works well and can be
used to calculate the power output of large PV systems. The output and
efficiency of a PV system strongly depend on cell operating temperature
and 1nsolation. The wind speed has less effect on cell temperature and
consequently on the PV output. Calculation of the power output of a
wind electric conversion system 1s also discussed 1n this chapter.

Chapter IV discusses the i1mpact of grid-connect PV and WECS from
the load forecasting point of view. Several approaches were 1nvesti-
gated to forecast the net 1oad on a utility 1n the presence of new power
generation technologies. They are summarized below.

A. The algorithm "PVTSALGO" developed 1n Chapter III 1s used 1n
conjunction with univariate time series analyses for 1insolation, wind
speed, and ambient temperature to forecast PV system output for both
two-ax1s tracking flat-plate and concentrator systems. The final fore-
casts of "net" demand are obtained by subtracting the calculated PV

system output from the load forecast.
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B. PV system output for both two-axis tracking flat-plate and
concentrator systems are calculated from raw historical data first.
These values are considered as a set of time series and future values
are forecasted by using suitable models. Once again, forecasts of the
final "net" demand are obtained by subtracting the calculated PV output
from the load forecast.

C. The historical “"effective" demand, which 1s equal to the actual
demand minus the PV output, 1s calculated and used as final data to
forecast the future "net" demand.

D. The steps outlined 1n A through C are repeated for the case of
grid-connected PV and WECS to forecast final "net" demand on the utlity.

E. The impact of temperature on load and 1ts effect on forecasting
and modeling procedures 1s studied by using multiple time series anal-
yses.

A study of forecast values and error ranges indicate that Approach
A 1s preferable to the other approaches. This 1s because 1n A each of
the raw (ori1ginal) data set 1s analyzed, modeled and forecasted 1ndivi-
dually. Since each raw data set 1s subject to detailed analysis, the
resulting models represent more truly the nature of the data sets --
insolation, wind speed, ambient temperature, and load -- considered 1n
the 1dentification process. Consequently, the resulting forecasts are
more accurate than others. The output of a PV system 1s not solely
dependent on 1nsolation data, 1t 1s calculated through a step-by-step
procedure and 1t 1s strongly dependent on the operating cell temperature
(see Equation 3.4) and, 1n turn, on the ambient temperature and wind
speed. As such, the time series of PV output data has substantially

different characteristics from the time series of insolation data. This

W
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point ts brought out clearly by comparing the models of Equations 4.2
and 4.7, and also by comparing Equation 4.6 with Equation 4.8 for flat-
plate and concentrator systems respectively.

Similar discussion and comparisons can be made for wind speed and
wind system output also. However, ambient temperature has very little
effect on WECS output. In short, PV and WECS outputs are second hand
data and some of the characteristics of the key 1nputs (insolation, wind
speed and ambient temperature) become obscure by not considering indivi-
dual models.

The nonstationarity of the 1insolation data for both flat-plate
(total) and concentrator (direct) systems can almost be removed by
applying periodic differencing (seasonal differencing for the seasonal
data) with the order of 12, Vi2 = (1-312) and regular first order dif-
ferencing, V; = (1-B) (see Equations 4.2 and 4.6). But this process
takes on a different form for the PV output data (see Equations 4.7 and
4.8).

Stationarity 1s achieved for the data 1n Approach C by applying
natural logarithm to get a more homogeneous data and a 24 order differ-
encing, Vpgq = (1-825) to remove the daily periodic nonstationarity
(stmilar to 12 that 1s expected 1n the monthly seasonal data).

Figures 16 and 18 reveal that Approach B has a smaller error than
Approach C. This can be attributed to the fact that some more nat-
urality 1s last 1n the data transformation.

It should be mentioned that for the first few steps of the fore-
casts, Approach C gives much better results. For example, the error for
the first hour net demand forecast value 1s only 0.15% for the flat-

plate case, which 1s only one half of the 0.3% obtained with the first
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two approaches. Also 0.18% for concentrator system 1s again smaller
than 0.3%.

Considering all these results, Approach A 1s more accurate and
preferable. However, 1t 1nvolves more calculations. This 1s true 1n
the case of both flat-plate and concentrator PV systems. Both are
assumed to have two-axi1s tracking although 1t 1s absolutely necessary
only for the latter.

Once again, 1n the case of the presence of PV and wind systems,
Approach A has smaller error range and average error. With Approach C,
forecasts of the very first few steps have smaller error as compared to
the other approaches. As an example, 0.09% for the first step ahead
forecast 1s an excellent 1mprovement, but the overall range of error 1s
larger and so 1s the average error with respect to the other approaches.

Comparing the graphs 1n Figures 40 and 42 (see section 4.3) 1t 1s
noticeable that there are some 1mprovements on load forecasting when the
effect of temperature 1s included, specifically for the first few steps
-- compare 0.09% with 0.3%. Also the average error 1s smaller than 1n
the case of univariate time series (about 0.2%). Overall, the differ-
ence 1s not that significant. As expected error 1n hourly load fore-
casts 1s higher than 1n monthly or weekly even daily forecasts because
of the rapid variations of data. In other words, the variation of data
obtained over a longer period of time 1s more static, therefore the
error would be smaller. Smaller errors result 1f the forecasting pro-
cess 1s done for a shorter time lead (a few hours) ahead rather than a
day ahead. This process can then be repeated for the next few hours and
so on. To 1llustrate this, forecasting of the load using univariate

time series analysis has been repeated by considering a period of only
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three hours ahead at a time. The results are shown 1n Figure 44. The
closeness of the forecast to the actual value 1s clearly evident. A
similar procedure for the bivariate analysis results i1n the plots shown
in Figure 45. Once again, the forecasts are much closer to the actual
values. Such a procedure of forecasting over smaller period of time can
be used to forecast insolation, wind speed, temperature, PV output, and
WECS output with 1mproved results.

The absolute value of the relative error for the results shown 1n
Figure 44 for the univariate process varies from 0.18% to 7.7%, and for
the bivariate process shown 1n Figure 45 from 0.06% to 10%. In general,
the average error 1n the case of bivariate process 1s smaller than the
univariate process as expected.

The results are not the same under different penetrations. For
instance, the numerical value of the difference between actual and
forecasted PV and/or WECS output would be double or one-half under 10%
or 2.5% penetrations respectively from the Approaches A and C, and the
same thing 1s expected from Approach B too. However, the percentage
differences would remain the same.

It should be realized that one cannot expect to use the same model
during different seasons or even for different months i1n the same season
-- Fall, Winter, Spring or Summer. Because of many reasons such as
variation of weather, economy, different demands etc., different models
would be necessary. Moreover, the models will be highly site-specific
and uti1lity-specific.

Comparing the results 1n the case of flat-plate and concentrator
systems, slightly smaller error range and average error have been

achieved 1n the case of concentrator systems. This can be attributed to
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the many factors that could 1nfluence total 1nsolation as compared to
only the direct portion of the 1nsolation considered 1in the case of
concentrator systems.

The studies pursued 1n this research have practical importance
The process developed 1s general and 1s applicable to any utility system
in the presence of PV and WECS The results presented and discussed
have laid the necessary groundwork for better understanding of the
forecasting aspects of alternative (PV and WECS) power generation tech-
nologies assisting conventional generators, supplying a common Tload
The results and discussion presented should be helpful for further

studies 1n this area.

5 2 Scope for Suggested Further Work

Integration of new (alternative) generation technologies with
present-day power systems 1s a multi-step 1terative process 1nvolving
economics, 1institutional 1ssues, environmental 1ssues, customer accep-
tance, and hardware development Appropriate load forecasting can
provide some of the information and 1mpetus needed for the characteriza-
tion, design, evaluation, and demonstration of new generation technolog-
1es

Future work on forecasting the net demand on PV and WECS - assisted
ut111ty systems appears necessary 1n many areas and some of the mpor-
tant ones are outlined below

1 Decompose the load and outputs of new generation technologies
on the basis of distinctly i1dentifiable service regions Develop models
for each part individually and obtain net forecasts 1in terms of these

1ndividual forecasts
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2. Improve the models for 1nsolation, wind speed, load, ambient
temperature, PV output, and WECS output.

3. Develop ways to include the diversity and/or the complementary
nature of solar and wind resources 1n the study and forecasting.

4. Study different mixes of PV and WECS depending on the avail-
abil1ty of the resources.

5. Consider the possibility of including other energy technologies
such as heat pumps and solar heating and cooling which could have an
1mpact on the net load experienced by the utility.

6. Include other new electric power generation technologies such
as solar-thermal-electric, solar ponds, and geothermal 1n the forecast-
1ng process.

7. Study different seasons and the different models necessary.
Find ways and means to arrive at simpler models useful for longer range
forecasting.

The paragraphs that follow discusse some of these points 1n more detail.

The studies documented 1n thi1s thesis consider total system hourly
loads and central station PV and windfarms outputs. Utility load can be
broken down 1into different sectors -- agricultural, commercial, 1ndus-
trial, and residential. The loads contributed by each of these sectors
depend on certain variables. Such as population, economy, and wea-
ther. Identification of these variables and their relationship to
sector loads and 1n turn to total system demand will improve the fore-
casting process considerably. Moreover, each region 1n the utility
service area will have distinct 1nsolation and wind characteristics.
Consequently, 1t will be better to develop separate models of the out-

puts of PV and WECS, depending on their geographic locations.
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Although the models developed 1n Chapter IV are reasonably accurate
for a first-cut study, 1mprovements are certainly possible and they
could come from employing different types of data transformations and by
considering specifically seasonal, weekly, and shorter-term (less than
hour) variations.

Data concerning new (alternative) energy resources, say for example
insolation, usually takes the form of consecutive hourly or daily aver-
ages values of the available resource. Typically they are highly cor-
related. Consequently, further study 1s strongly warranted to develop
new and 1mproved forecasting methodologies to handle the continuous and
dependent data.

Due to the basic nature of solar and wind resources, short-term
(hourly) load forecasting approach 1s employed to consider the presence
of new generation technologies for one site. Any generalization of the
findings of this document wi1ll require the study and evaluation of many
more sites within the utility service area with different 1nsolation
patterns and wind regimes and longer periods of time, especially 1in the
case of larger penetrations. Based on the availability of 1insolation
and wind speeds, different penetration mixes for PV and WECS should also
be studied.

It would be worth while to 1nclude other new technologies such as
solar-thermal electrical generation, solar heating and cooling, heat
pumps, solar pond electric generation, and geothermal units 1n the
forecasting of future net demand.

It 1s desirable to 1nclude as many of the environmental factors
such as cloud cover, humidity, etc. as possible 1n the modeling of the

resources and the outputs of new generation technologies. However, one
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should also be careful not to make the models too complicated to be of
much use as far as forecasting 1s concerned.

Since large scale arrays of PV and WECS are expected to be located
1n remote areas served by the utility, 1t 1s clear that transmission and
even distribution lines constitute an 1integral part of a PV and WECS -
assisted utility system. Therefore, the 1nclusion of transmission and
distribution 1n forecasting opens up another area for future research.

Finally, PV modules and WECS with different operating characteris-
tics should be studied 1n detail. As an example, WECS could be a con-
stant-speed type or a variable-speed type and 1ts output as a function
of wind speed strongly depends on this point. PV modules could be made
of single-crystal semiconductor or amorphous silicon, to mention Jjust
one point. Their outputs as functions of 1nsolation depends on factors
such as these. A1l such factors will have an i1mpact on the models and

methods used 1n forecasting the net demand on an electric utility.
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